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ABSTRACT

Large language models (LLMs) are increasingly applied in legal practice, with
case summarization being a key long-context task where cases often exceed 100K
tokens across multiple documents. Existing evaluation methods rely on check-
list comparisons but use coarse-grained extraction that merges multiple values
into single text blocks, missing partial matches when comparing them. They also
overlook content beyond predefined checklist categories and lack writing style
evaluation. In this paper, we introduce GAVEL-REEF, a reference-based evaluation
framework that improves checklist evaluation through multi-value extraction with
supporting text, and further incorporates residual fact and writing-style assess-
ments. Using GAVEL-REF, we move beyond the single aggregate scores reported
in prior work to systematically evaluate 12 frontier LLMs on 100 legal cases rang-
ing from 32K to 512K tokens, primarily from 2025. Our detailed analysis reveals
Gemini 2.5 Pro, Claude Sonnet 4, and Gemini 2.5 Flash achieve the best per-
formance (around 50 Sgaver-rer), showing the difficulty of the task. These top
models show consistent patterns: they succeed on simple checklist items (e.g., fil-
ing date) but struggle on multi-value or rare ones such as settlements and monitor
reports. As LLMs keep improving and may eventually surpass human summaries,
we also explore checklist extraction directly from case documents. We experiment
with three different methods: end-to-end with long-context LLM, chunk-by-chunk
extraction, and our newly developed autonomous agent scaffold, GAVEL-AGENT.
Our results show strong potential for the agent approach in long-context process-
ing: compared to the best GPT-4.1 end-to-end setup, Gavel-Agent with Qwen3
reduces token usage by 36% while achieving competitive performance (only 7%
lower in S¢peckiist).- We will release our code and annotations publicly to facilitate
future research on long-context legal summarization.

1 INTRODUCTION

Large language models (LLMs) (Brown et al., [2020; |/Achiam et al., 2023)) are now widely adopted
across various industries and professions. The legal sector has been particularly active (Frankenre-
iter & Nyarkol 2022} Ziffer, [2023)), with startups such as Harvey building Al for lawyers. Among
legal applications, court document summarization stands out as both practically important and tech-
nically challenging. A single litigation case can easily involve dozens of court documents, including
complaints, orders, and rulings, with a combined length exceeding 100,000 tokens, roughly equiva-
lent to 80 news articles or a 300-page novel. Unlike news summarization, where lead sentences often
suffice (Narayan et al.| 2018}, [Liu & Lapatal [2019), or fiction books, where events can be summa-
rized sequentially (Chang et al., 2024), legal cases require tracking interconnected arguments across
multiple documents. It requires maintaining exact chronology, preserving relationships between
parties, claims, and rulings, and ensuring that cross-references between filings remain accurate.
Moreover, a collection of expert-written case summaries is available (Shen et al., |2022) to serve as
a gold standard for this task. The combination of these factors makes legal summarization an ideal
testbed for assessing LLMs’ long-context capabilities; meanwhile, it also calls for more reliable and
comprehensive evaluation methodologies than those currently in use.

To evaluate summarization, researchers have moved beyond traditional n-gram metrics such as
ROUGE (Lin, [2004) and BLEU (Papineni et al., [2002), developing checklist-based methods with
LLM-as-judge (Min et al., 2023} |Pereira et al., 2024; |Lee et al., [2024} Lin et al., 2025). The most
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Figure 1: Example of evaluating a Gemini 2.5 Pro summary with GAVEL-REF, which contains:
checklist evaluation supporting both string-wise and list-wise comparisons, residual fact evaluation,
and writing-style evaluation. An interesting finding is that many modern LLMs tend to omits specific
names of people or organizations—in this case, the defendant companies; and in other cases even
the U.S. president’s name. Light green background indicates matched values.

relevant recent work is ExpertLongBench (Ruan et al., 2025), which includes legal summarization
in its benchmark. They ask legal experts to define 26 checklist items commonly found in legal case
summaries (e.g., filing date, remedy sought, decrees), and an LLM is used to extract these items
from both human- and model-generated summaries for item-by-item comparison. This marks an
important step toward structured and interpretable evaluation, but the approach still has two key
limitations: (i) many checklist items (e.g., remedy sought) may contain multiple distinct values (see
Figure(I)), yet existing method treats them as a single text block, making it difficult to capture partial
matches. (ii) the evaluation is restricted to predefined checklist items, overlooking additional use-
ful content outside the checklist and other qualities such as readability or formatting. Furthermore,
ExpertLongBench and other existing benchmarks (Yen et al., 2024} [Ruan et al., [2025) are built to
evaluate LLMs across many tasks, with legal summarization as one of them. They provide valuable
benchmarking of these models, but they naturally do not aim to offer detailed analysis of how mod-
ern LLMs perform on legal summarization specifically—for example, which checklist items models
systematically struggle with or whether they capture non-checklist information that human experts
often include. Finally, as LLMs continue to advance, they may surpass human-written summaries.
This motivates deriving checklists directly from case documents to reduce reliance on human refer-
ences while enabling test-time feedback. However, it is unclear from existing work whether current
LLMs or agent-based methods can effectively handle this long-context extraction task.

In this paper, we address all three gaps. Firstly, we introduce GAVEL-REF (see Figure [I), which
improves checklist evaluation by enabling list-wise comparison, and we further extend it with as-
sessments of residual facts (information beyond the 26 checklist items) and writing style. We com-
pare GAVEL-REF, with different LLMs as its backbone, against human annotators who perform the
same task. Specifically, we collect 5,442 item-level annotations on 40 long summaries (averaging
1,130 words each), 450 checklist comparison judgments, and 375 style similarity ratings, totaling
150 hours of human effort. Our results show that GAVEL-REF using open-source GPT-oss 20B
(Agarwal et al., 2025) and Qwen3 (Yang et al.l |2025)) models achieves performance comparable to
GPT-5, demonstrating that large-scale automatic evaluation can be both reliable and cost-effective.

Secondly, using GAVEL-REF, we evaluate 12 LLMs, including proprietary models (GPT-5 and
Gemini 2.5) and open-source models (GPT-oss and Qwen3), on 100 cases spanning 32K to 512K
tokens, far beyond the 128K limit of prior work. To reduce data contamination, 83% of cases are
new from 2025 and likely unseen by the models. Our main findings are: (i) Gemini 2.5 Pro, Claude
Sonnet 4, and Gemini 2.5 Flash achieve the best summaries with SgaveL-rer score of 50 out of 100,
underscoring the difficulty of long-context legal summarization. (ii) Proprietary models outperform
open-source ones at the 30B scale, with open-source models such as Gemma3 (Team et al., [2025)
and Qwen3 degrading more drastically as case length increases. (iii) GPT-4.1 best captures residual
facts while GPT-5 tends to produce checklist-like and verbose summaries even when prompted for
narrative style, while Claude and Gemini models most closely match human style. (iv) Top models
handle single-value items well, multi-value items less reliably, and struggle most with related cases
and monitoring reports.



Under review as a conference paper at ICLR 2026

Thirdly, for extracting checklists directly from case documents, beyond standard approaches such
as feeding all documents into a long-context LLM or chunking them and extracting items itera-
tively, we develop a novel agent scaffold, GAVEL-AGENT. It equips LLMs with six tools for au-
tonomously navigating documents and locating checklist items, emulating how humans process case
documents. Our experiments show that end-to-end extraction with GPT-4.1 achieves the best over-
all performance, with GAVEL-AGENT using Qwen3 performing very closely behind. The advantage
of GAVEL-AGENT is efficiency: it uses 36% fewer tokens than the GPT-4.1 end-to-end setup and
59% fewer than the chunk-by-chunk approach, highlighting the strong potential of agents for long-
context tasks. Compared to extracting from summaries, checklist extraction from full documents
still lags significantly, pointing to future work on long-context LLMs and long-horizon agents.

In summary, our contributions are as follows:

1. We introduce GAVEL-REF, a reference-based evaluation framework for legal summarization that
provides a comprehensive assessment via checklist, residual fact, and writing style evaluation.

2. Using GAVEL-REF, we systematically evaluate 12 frontier LLMs across different case lengths
and reveal their gaps in capturing complex legal checklist items with a detailed analysis.

3. We explore checklist extraction from case documents using three different approaches: end-to-
end, chunk-by-chunk, and GAVEL-AGENT—our autonomous agent scaffold.

2 GAVEL-REF—A REFERENCE-BASED EVALUATION FRAMEWORK

We introduce GAVEL-REF (Fig. E]) an automatic, reference-based evaluation framework for legal
summarization with three complementary components. First, checklist evaluation extracts values
and supporting text for 26 items(e.g., filing date, parties, decrees). Second, residual facts evaluation
captures and scores content beyond the checklist. Third, writing style evaluation compares model
summaries” similarity to human references across five aspects. Prompts are in App. [G]

2.1 METHOD DESCRIPTION

Checklist Evaluation. ExpertLongBench (Ruan et al.,2025)) presents a checklist-based evaluation
framework for long-form generation, where legal experts create a checklist of 26 key items for legal
summaries. For each item ¢;, an LLM extracts the corresponding information H (¢;) from the model
summary and R(c;) from the reference, then determines containment relationships between them.
While this provides a solid foundation, we identify limitations and improve it as follows:

Improvement 1: Multi-value extraction with supporting text. We find that checklist items contain
multiple values 76% of the time (e.g., several filings or factual bases in a case). However, prior
method extracts all information as a single text block and performs a binary comparison. This
misses partial overlaps—for example, five filings vs. five different filings with three overlaps is
scored the same as a total mismatch.

To address this limitation, we restructure extraction so that each checklist item ¢; yields a list of val-
ues with supporting text: H(¢c;) = {(vi1, 1), (Vi,2,8i,2),- -, (Vin, Sin)}, Where v; ; is the j-th
extracted value for checklist item ¢;, and s; ; is a set of verbatim snippets grounding it. Supporting
text not only justifies values but also helps us later identify residual facts that fall outside the check-
list. For comparison, single-value items are judged by an LLM as equal, A contains B, B contains
A, or different, while multi-value items use element-wise matching to identify overlaps and uniques.

Improvement 2: Score aggregation. When some checklist item doesn’t exist in the case documents,
both the model and human naturally won’t include it in their summaries. However, the original
method counts it as a correct match. This inflates the denominator and reduces the penalty for actual
errors. As non-applicable items dilute the score calculation, errors like hallucinations or omissions
of key items have less impact on the final score.

To address this issue, we compute scores based only on applicable items, defined as those present in
at least one summary. The final score is: Scpecklist = % Zci < M, where A is the set of applicable
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checklist items, and the matching score m; is defined as:

0.5 if H(c;) C R(¢;) or H(e;) D R(c;)  if single-value
"7 Y lo  otherwise
Fi(H(c;), R(ci)) if multi-value

(1)

For single-value items, we assign full points for equality, half points for containment, and zero
otherwise. For multi-value items, we use F} as the matching score.

Residual Facts Evaluation. While the checklist captures essential case information, summaries
sometimes include details beyond these 26 items. To evaluate this additional content, we first iden-
tify text segments not covered by the checklist. We use two-stage matching to precisely identify
uncovered text: first against the extracted values alone, then against their supporting sentences if un-
matched. This prevents over-coverage—such as when a filing date’s support text also contains other
legal facts. We then use an LLM to extract atomic facts (termed “residual facts”) from these uncov-
ered segments and evaluate them using the same list-wise comparison method as in our checklist
evaluation. The resulting F score (scaled to 0-100) is the Siegidyal-

Writing Style Evaluation. Beyond content, we measure how closely model summaries match
human ones in writing style. We emphasize similarity over quality, as quality is subjective (e.g.,
preference for narratives vs. bullet points). Five aspects are rated on a 1-5 Likert scale (1 = com-
pletely different, 5 = identical): Readability & Jargon Level, Narrative Order, Sentence Structure &
Voice, Formatting & Layout, Citation & Reference Style. We average these scores, subtract 1, and
multiply by 25 to obtain Sgyi. on a 0-100 scale. See AppendixE]for definitions of each aspect.

2.2 THE OVERALL GAVEL-REF SCORE

To combine all three components into a final score for benchmarking LLMs or use as a reward
signal, we compute a weighted linear combination:

SGAVEL-REF = (1 - 7') - - Schecklist T 7 @+ Sresidual + (1 - Oé) : Sslyle 2)

where « controls the balance between content and style, and r is the proportion of residual content
in the reference summary (total residual text spans length divided by summary length). This dy-
namically weights Scheckiise and Siesiaual Dased on their relative importance in each summary—more
residual content increases the weight on Siegigua- We set « as 0.9 throughout our paper.

2.3 META-EVALUATION OF GAVEL-REF

To validate that GAVEL-REF accurately captures summary quality, we recruit four in-house annota-
tors to perform the same evaluation tasks as the LLM—extracting checklist items, comparing check-
list item values, and rating writing style similarity—then measure the agreement between LLM and
human annotations.

Collecting Human Annotations. To evaluate LLMs’ ability to extract checklist items, we anno-
tated 40 long case summaries (avg. 1,130 words) to stress-test the models: if the LLM can accurately
extract checklist items from these longer summaries, it should perform at least as well on the shorter
ones used in the main model evaluation. Since extracting all 26 checklist items from scratch is
time-consuming, annotators start from GPT-5’s extractions. Using our paragraph-by-paragraph re-
view interface modified from Thresh (Heineman et al.,|2023)), annotators add missing values, correct
extractions and supporting text, or delete incorrect values. Each summary annotation takes approx-
imately one hour. Figures[T3]to [22]in the Appendix show an example of our annotations on a case
summary, covering all 26 checklist items. In total, we collect 70 summary-level annotations cover-
ing 5,442 item-level annotations, where the ten longest summaries (averaging 1,695 words) receive
triple annotations, with adjudication by a fourth annotator. The remaining 30 summaries receive
single annotations. To evaluate LLMs’ ability to compare checklist values, annotators assess 150
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item pairs from model and reference summaries (100 multi-value, 50 single-value), drawn from di-
verse LLMs for generalizability. For single-value pairs, they perform 4-class classification: equal,
A contains B, B contains A, or different. For multi-value pairs, they match elements from list A to
list B. Annotations are aggregated by majority vote: for single-value items, we take the class with
> two votes (no cases had all three labels differ); for multi-value items, we keep matches identified
by > two annotators. To evaluate LLM’s ability to rate writing style similarity, we annotate 25
model-reference summary pairs. Annotators rate similarity across five style aspects using 1-5 Likert
scales, with three annotations per pair. Final scores are the median across annotators.

All annotators are paid $18 USD per hour, with a total cost of $3K USD. Appendix D] provides
training details, inter-annotator agreement results, and screenshots of the annotation interfaces.

Metrics. For checklist comparison, we use accuracy for single-value items (4-class classification)
and matching-pairs F1 for multi-value items, which measures how accurately the LLM identifies
correct matches between two lists. The best comparison model is then used to evaluate checklist
extraction, computing Schecklist against human-extracted checklist from the same summary. We
also compute word-level coverage agreement on supporting text, measuring how often model and
human agree on whether words are covered by checklist items or are residual. For writing style
rating, we report Cohen’s Kappa for LLM-human agreement.

Results. We select models based on two cri-
teria: state-of-the-art performance and open-

Checklist Extraction Checklist Comparison Style

source availability. We prioritize open-source  pjoqel Sewomia Coverage Single  Multi  Rating
models for cost-efficient large-scale evaluation  Gprs 682  929% 0567 0847 0115
in Section Bl We evaluate five LLMs: GPT-  GPT-oss 20B 644  83.7% 0567 0801  0.157

Gemma327B 541  753% 0740 0841  0.091
5 and four open-source models—Qwen3 32B,  Quen3 328 655  660% 0.600 0820  0.084

Qwen3 30B-A3B, GPT-0ss 20B, and Gemma3  Qwen330B-A3B 633  63.0% 0.700 0854  -0.011

27B. Table [I] presents the results. GPT-5 per- ) )
forms best at checklist extraction, with GPT- Table 1: Meta-evaluation results of five models in

oss 20B second overall and showing much GAVEL-REF: Checklist Extraction (Scheckiisi and
higher coverage than the other open-source Word-level coverage agreement), Checklist Com-
models. Reasoning models perform better than ~Parison (accuracy for single-value, matching F;
Gemma3 27B on this task. However, Gemma3 for multi-value), and Writing Style Rating (Co-
27B outperforms all reasoning models on sin- hen’s ). Bold: best, izalic: second best.

gle string comparison and achieves comparable

performance on list-wise comparison. GPT-oss 20B achieves the best alignment with human rat-
ings of writing style. Based on these results, we use GPT-oss 20B for checklist extraction and style
rating, and Gemma3 27B for checklist comparison in Section [3] when evaluating LLM summaries.

3 EVALUATION OF LLM LEGAL SUMMARIZATION WITH GAVEL-REF

Prior work (Yen et al., |2024; Ruan et al., |2025) have evaluated LLM legal summarization on legal
cases up to 128K that are before 2024. As the latest LLMs now handle 1M tokens and have pre-
trained knowledge up to 2025, in this work, we want to shed light on how these modern models
perform on much longer context using 2025 legal cases beyond their training cutoffs. With GAVEL-
REF, we evaluate 12 LLMs that span both proprietary and open-source models across 5 different
case length scales: 32K, 64K, 128K, 256K, 512K tokens (measured by the GPT-40 tokenizer). For
each scale, we select 20 cases whose token counts fall within +20% of the target length. Of the 100
cases, 83 are filed in 2025 (using the filing date of the first docket entry). The remaining 17 cases (14
in the 512K bin and 3 in the 32K bin) are from earlier years due to limited availability—especially
for the 512K bin. At the time of writing (7-8 months into 2025), very few cases have accumulated
enough documents to reach 512K tokens; on average, cases in this bin take about 1.5 years to reach
that length. Since the models have varying context limits and some cases exceed these limits, we
truncate by proportionally removing tokens from the end of each document, following prior work.
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Figure 2: Benchmarking results of 12 LLMs on long-context legal summarization with our GAVEL-
REF framework across case lengths from 32K to 512K tokens. Models are ordered by S ayeL-Rer ON
all cases. Gemini 2.5 Pro leads, with all top six positions held by proprietary models.

3.1 BENCHMARKING RESULTS FOR 12 MODELS

Figure [2] shows GAVEL-REF evaluation results for 12 models across different case length bins.
Figure [6]in the Appendix additionally shows the summary length of each model in each length bin,
compared to human summary length.

Gemini 2.5 Pro, Claude Sonnet 4, and Gemini 2.5 Flash are the top three models. Propri-
etary models consistently outperform open-source ones by a clear margin. Overall, Gemini 2.5 Pro
achieves the best performance with an Sgave-rer Of 51.0, while the best open-source model, GPT-
oss 20B, reaches 45.9. Interestingly, GPT-5 is the weakest among the proprietary models, largely
due to its overly verbose summaries, which we analyze in more detail in the paragraphs below.
Within the Claude family, Sonnet 4 slightly outperforms Opus 4.1. To understand which checklist
items drive this gap, we present checklist item—level performance for each LLM in Figures[I0HIZ]in
the Appendix. We find that Sonnet 4 is stronger in identifying items such as Cause of action, Class
action vs. individual, and Remedy sought than Opus 4.1.

All models degrade as case length increases, with larger drops for open-source models. We
observe a consistent pattern: Sgave-rer decreases as case length grows, and models perform worst
on the 256K and 512K bins. Even though models like Gemini 2.5 Pro, Gemini 2.5 Flash, and
GPT-4.1 support a 1M-token context window, they still show noticeable drops on long cases—for
example, Gemini 2.5 Pro is 4.7 points lower on 512K than on 32K cases, and GPT-4.1 drops by 7.6
points. Open-source models degrade even more on 256K and 512K cases, which is expected since
they do not support such long contexts, and truncation of the case documents causes substantial
information loss. These results call for scaffolded agents for long-context legal summarization.

GPT-4.1 performs best on residual facts evaluation, with GPT-5 close behind. Both models
tend to capture more non-checklist details than other models. On average, the residual ratio r (the
proportion of residual content in the whole summary, Eq. [2)) is 18.7% for GPT-4.1 and 18.4% for
GPT-5. These are the only two models that exceed the human residual ratio of 11.1%; the next
highest model, Claude Sonnet 4, is only 7.3%. As a result, GPT-4.1 and GPT-5 obtain the highest
Stesidual Of 17.2 and 14.6, respectively. However, these values are still below 20, indicating that the
overlap between human residual facts and the residual facts captured by the models remains limited.

Surprisingly, GPT-5 has the lowest writing-style rating, while Gemini and Claude models have
the most human-like style. Claude Opus 4.1, Sonnet 4, and Gemini 2.5 Pro all achieve Sgy1c 0of 71.0,
whereas GPT-5 scores lowest at 59.1. As illustrated in Figure 0] GPT-5 often ignores the instruction
to write in narrative form, instead producing sectioned summaries organized by checklist items, and
tends to be very verbose—sometimes close to 1,000 words when the corresponding human summary
is around 700 words. All models perform best on 64K—128K cases in terms of style similarity. On
longer cases (256K-512K), every model’s writing becomes less human-like, with similar drops
across the board. From Figure [f] we see that in the 256K and 512K bins human summaries are
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Top and Bottom 5 Performing Checklist Items Top 5 Overspecified and Underspecified Checklist Items
Gemini 2.5 Pro 4 Gemini 2.5 Pro 4
Top 5 Items Bottom 5 Items Top 5 Overspecified Items Top 5 Underspecified Items
Filing Date [N .97 Related Cases [l 0.14 Trials H 80.0% Settlement Duration 100.0%
Class vs Individual [N 0.83  Settlement Disputes il 0.12 Remedy Sought v 73.0% Settlement Terms 100.0%
Judge Name [N 080 Settlement Terms [l 0.11 Parties i 73.0% Settlement Disputes 100.0%
Important Filings [N 0 68 Reported Opinions [l 0.11 Factual Basis : 73.0% Trials 96.5%
Parties [N .66 Settlement Duration 0.00 Important Filings H 73.0% Related Cases 89.8%
0.0 0.5 1.0 0.0 0.5 1.0 0 50 100 0 50 100
Matching Score Matching Score % of all 100 cases % when human has the item

Figure 4: Gemini 2.5 Flash performance breakdown: top/bottom 5 checklist items by matching score
and most frequently over/under-specified items. Overspecification measured as frequency across all
100 cases; underspecification as frequency among cases where human summary includes that item.
Dashed lines are medians: 0.49 matching score, 59% overspecification, 70% underspecification.

around 1,200 words, while proprietary models (excluding GPT-5) typically produce summaries of
500-800 words. Open-source models are even more concise, usually under 400 words, and weaker
models such as Gemma often stay below 300 words across all length bins.

3.2 How Top MODELS HANDLE DIFFERENT CHECKLIST INFORMATION

Figure [3| shows performance of the top five Checklist Performance by Information Type - Top 5 Models
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3.3 DISSECTING THE TOP PERFORMER: ITEM-LEVEL ANALYSIS

Figure | analyzes Gemini 2.5 Pro’s item-level performance, showing its top and bottom 5 checklist
items plus consistently over- and under-specified items (see Appendix Figure[7]for top-3 models).

Single-value items are Gemini’s strength, while settlement details are its blind spots. Filing date
leads with a near-perfect matching score of 0.97, followed by other straightforward items such as
Class action vs. Individual (0.83) and Judge name (0.80). For the next-best items, Important Filings
and Parties, the scores fall below 0.7, and the median matching score across all 26 items is 0.43.
In contrast, Gemini struggles dramatically with settlement-related information—scoring just 0.12,
0.11, and 0.00 on the three settlement items—while Related Cases and Reported Opinions are also
among the weakest-performing items.

Gemini 2.5 Flash tends to overspecify and underspecify checklist items with multiple values in
its summaries. All of the top five over-specified and under-specified items are multi-value items,
with Trials appearing in both lists. This suggests that when multiple values are possible, the model
has difficulty matching human judgments about which details to include. Settlement Duration, Set-
tlement Terms, and Settlement Disputes are under-specified 100% of the time. Overall, the model is
much more prone to under-specification than over-specification: the median overspecification rate
is 26.5%, whereas the median underspecification rate is 76.5%.
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4 EXTRACTING CHECKLIST FROM CASE DOCUMENTS

While reference-based evaluation effectively benchmarks summarization models, it requires hours
of legal expert time per case to create human summaries, which cannot serve as a long-term gold
standard once LLMs begin to surpass humans. Directly extracting checklists from case documents
removes this dependency, enabling scalable evaluation, testing of superhuman models, and grounded
suggestions during inference. To this end, we experiment with three methods: end-to-end extraction
with long-context LLMs, processing the case documents chunk by chunk, and GAVEL-AGENT—an
autonomous agent framework we develop to test whether LLMs can efficiently extract information
by strategically searching and skimming rather than reading every word.

4.1 METHODS

End-to-end. We concatenate all case documents in chronological order and feed them to long-
context LLMs. Instead of extracting all 26 checklist items at once, we query each item individually,
which gives more accurate results.

Chunk-by-chunk. We split each document into 16K-token chunks, long enough to capture most
documents while fitting within modern LLM context windows (32K+). At each step, the model
receives the chunk text and current checklist state, then outputs an updated state—retaining existing
values or adding new ones. Like end-to-end, we process documents chronologically and extract all
26 items. This mirrors multi-agent long-context methods (Zhang et al., [2024} [Zhao et al.| [2024),
which segment text and process chunks independently.

GAVEL-AGENT. Unlike end-to-end or chunk-by-chunk methods that make models to read every-
thing, human experts strategically search and skim for relevant information. To mimic this, we
develop GAVEL-AGENT, an agent scaffold that lets LLMs navigate documents and extract checklist
items autonomously. GAVEL-AGENT provides the LLM with six tools such as read a document, run
regex searches across documents, and update checklist items. At each step, the model chooses a tool
or issues a stop action based on the current state and history. Standard scaffolds append each tool
call and response to agent’s context. While working for short tasks, this approach breaks down in
long cases (256K+ tokens, 50+ calls), where the context quickly balloons and the model must track
information across an increasingly unwieldy history. Instead, GAVEL-AGENT refreshes the state
after each tool call, giving LLM a clean snapshot including documents explored state, recent action
details, etc. GAVEL-AGENT is fully customizable: users can define any checklist items, making it
easy to transfer to domains like biomedical or financial extraction.

Tools. The following are the definitions of the six tools in GAVEL- AGENT:

e list_documents (): Returns all available documents with their metadata such as document
type and token count. It is used to provide an initial catalog of the case.

* read_document (doc_name, start_token, end_token): Reads a specific token
range from a document, with a maximum of 10,000 tokens per call.

* search_document_regex (pattern, doc_name/doc_names, top.k,
context_tokens): Searches one, multiple or all documents using regex patterns, returning
the top-k matches with surrounding context (100-1000 tokens).

* get_checklist (item/items): Retrieves extracted values for specified checklist items.

* append_checklist (patch): Adds new values for specific checklist items, supporting mul-
tiple values per item with required evidence (verbatim text, source document, and location).

* update_checklist (patch): Replaces all values for specified checklist items, used for cor-
rections or marking items as “Not Applicable” when no relevant information exists.

Both append_checklist and update_checklist use a patch structure that supports batch
operations. Each patch contains an array of checklist keys to update, where each key maps to an
array of extracted values, and every value includes (1) the value itself and (2) an array of supporting
evidence (verbatim text, source document, and location). This structure ensures traceability from
extracted information back to source documents.

Context Management. At each step, the LLM is given a system prompt high-level task instruction
and tool descriptions, and a user prompt that contains user instruction (e.g., “Extract all 26 checklist
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items”), the checklist definitions of the items to extract, a document catalog showing which parts
have been explored, a summary of what has been extracted so far, and the recent action history. For
action history, we maintain up to 100 tool calls: the five most recent include full responses (e.g., full
text from read_document), while the other 95 are compressed to the tool name and brief outcome
(e.g., “read 3,000 tokens”, “updated filing date”). This gives the model enough awareness to avoid
repeating actions while keeping the prompt compact.

4.2 IMPLEMENTATION DETAILS

Model Selection. For end-to-end extraction, we use GPT-4.1 with its 1M-token context. For chunk-
by-chunk extraction, we test three open-source reasoning models: GPT-oss 20B, Qwen3 32B, and
Qwen3 30B-A3B. For GavelAgent, we use Qwen3 30B-A3B and GPT-oss 20B, as both support
128K+ context natively, sufficient for context management.

GAVEL-AGENT Configurations. It is unclear whether agents perform better extracting multiple
checklist items together—potentially using each document read more efficiently—or focusing on
single items for higher accuracy. To study this trade-off, we test three setups: (1) one agent extracting
all 26 items; (2) 9 agents for grouped items (e.g., filing date, parties, and counsel under ‘“Basic Case
Information™); (3) 26 agents, each handling a single item. See App. [B]for full checklist definitions.

4.3 META-EVALUATION

Following the evaluation of GAVEL-REF in 50

Method

Section 2.3] we evaluate extraction quality on = end to end

20 long cases. We use Gemma3 27B to com- e o o chnk o(440M, 46.9)
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Results. Figure [5] shows Scheckiise versus total (2.29M. 36.3)

token usage for each method (input and output 35 (6011, 34.8)
token breakdowns are in Figure [§] in the Ap-

pendix.) End-to-end extraction with GPT-4.1 AB06M 319 (10.24M, 30.8)
achieves the highest Scpeckiise of 46.9 but uses 30 05 108 1;7

4.4M tokens. GAVEL-AGENT with 26 individ- Total Tokens (Input + Output) Per Case

ual agents using Qwen3 30B-A3B achieves the Figure 5: Seheckiist Versus total token usage for dif-

second-best Scheclglist_ of 43.5 while using only  ferent methods extracting from case documents.
2.8M tokens. This is 36% fewer tokens than

end-to-end with GPT-4.1 and 59% fewer than the chunk-by-chunk method with the same Qwen3
model. Within the GAVEL-AGENT configurations, we see a clear quality-cost trade off. A single
agent extracting all 26 items is the most token-efficient but provides the lowest S¢peckiist- For Qwen3
30B-A3B, the 26-agent configuration achieves the best performance, and the grouped configura-
tion lies in between on both quality and token usage. This shows that, in our setting, agents work
better when they focus on fewer items at a time; in the future, being able to reliably handle mul-
tiple items per read could unlock further token savings. The best chunk-by-chunk performance is
38.8 with Qwen3 30B-A3B, which is much lower than end-to-end and GAVEL-AGENT. Overall,
these results show strong potential for autonomous agents to process long-context inputs, deliver-
ing substantially better efficiency while achieving competitive top-level performance. Notably, all
document extraction methods fall well below the 68.2 achieved by GPT-5 extracting from human
summaries in GAVEL-REF, showing significant headroom for improving both long-context models
and long-horizon agents.

5 RELATED WORK

Legal Summarization. Several datasets exist for this task. Shukla et al.| (2022)) release Indian and
UK Supreme Court cases with human-written summaries, and [Elaraby & Litman| (2022) provide
Canadian court opinions paired with expert summaries. Heddaya et al.| (2024) collect U.S. Supreme
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Court opinions with their official summaries. These resources focus on single-document summariza-
tion with inputs under 16K tokens. Multi-LexSum (Shen et al.| 2022) and ExpertLongBench (Ruan
et al, |2025) extend this to multi-document summaries using cases from the Civil Rights Litigation
Clearinghouse (CRLC), a widely used platform that offers free access to U.S. civil rights cases.
Following them, we also collect cases from CRLC, focusing on 2025 filings to reduce data con-
tamination. To better evaluate long-context capability, we construct five length ranges (32K-512K
tokens) and benchmark 12 state-of-the-art LLMs with our framework GAVEL-REF, which provides
fine-grained analysis of their strengths and weaknesses in long-context legal summarization.

Checklist-based Evaluation. With modern LLMs, text evaluation has moved from n-gram metrics
such as BLEU (Papineni et al., 2002) or ROUGE (Lin} [2004) to LLM-based methods. One line of
work (Min et al.l 2023 [Scire et al.l |2024) extracts atomic facts from the summaries, and verifies
each fact’s correctness. While precise, it is limited by inconsistent definitions of what constitutes an
‘atomic’ fact (Hu et al.| [2024) and by poor scalability to long texts. Another line (Lee et al.| 2024
Qin et al., 2024} Lin et al., 2025} (Cook et al., 2024; [Furuhashi et al., 2025) uses LLMs to gener-
ate task-specific rubrics and then evaluates responses against each rubric item. In domain-specific
settings, human experts often design checklists that capture key information; for example, |Arora
et al.| (2025) ask physicians to write rubrics for medical conversations. The most relevant work,
ExpertLongBench (Ruan et al., 2025)), introduces expert-designed checklists for 11 tasks, including
26 items for legal summarization (e.g., filing dates, court rulings). Building on this, we improve
checklist extraction by requiring evidence for each item and introducing list-wise comparison. We
further augment checklist evaluation with residual-fact and writing-style assessments to provide a
complete picture of summary quality. Finally, we extend checklist extraction directly to case docu-
ments, reducing reliance on human summaries when evaluating future superhuman models.

LLM Agent Scaffolds. Modern LLM agents are designed as autonomous problem-solvers that plan
actions and invoke tools in a multi-step loop for tasks such as web browsing (Gur et al., [2023)),
coding (Yang et al.| 2024), or general-purpose reasoning. Several open-source scaffolds have been
introduced (Xie et al.| 2023 |Wang et al.| 2025} |Lu et al.| 2025} |Qiu et al.| 2025)). For long-context
processing, recent approaches segment documents into chunks or convert them into graph structures
(Chen et al., 2023; Sun et al., [2024; Li et al., 2024; |[Zhao et al., 2024} Zhang et al.| |2024), which
we adopt as our chunk-by-chunk method. Inspired by how human experts read legal case docu-
ments—skimming titles, prioritizing files, and searching for keywords rather than reading every-
thing exhaustively—we develop GAVEL-AGENT, an autonomous scaffold that equips models with
six tools for navigating case documents. For context management, unlike the standard approach of
continually appending tool calls and responses, we update a snapshot after each tool call and prompt
the LLM with it. This design helps maintain an up-to-date state within context limits, especially
when models issue 50+ tool calls in sequence, which would otherwise exhaust context quickly.

6 CONCLUSION

We present GAVEL-REF, a reference-based framework for evaluating long-context legal summa-
rization that improves checklist-based evaluation with multi-value and support text extraction, and
adds residual fact assessment and writing-style evaluation. In our systematic study of 12 frontier
LLMs with GAVEL-REF on 2025 cases ranging from 32K to 512K tokens, we find that even the
top models—Gemini 2.5 Pro, Claude Sonnet 4, Gemini 2.5 Flash—reach only about 50 SGaveL-rer»
highlighting the difficulty of legal summarization. Our analysis reveals consistent patterns: mod-
els perform well on simple single-value items but struggle with multi-value and rare ones, showing
key areas for improvement. To reduce reliance on human summaries, we also explore checklist ex-
traction directly from case documents. Comparing end-to-end, chunk-by-chunk, and our proposed
GAVEL-AGENT approach, we find that end-to-end extraction with GPT-4.1 achieves the best perfor-
mance, while GAVEL-AGENT with Qwen3 comes very close and reduces token usage by 36-59%.
Looking ahead, advancing long-context models and long-horizon agents for legal summarization
and document-level extraction is key to making Al more effective in legal practice.
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A LARGE LANGUAGE MODEL USAGE IN PAPER WRITING

We use LLMs solely for language polishing purposes: grammar correction and paraphrasing to
improve clarity and readability. We do not use LLMs to generate new content. All semantic content
and scientific contributions originate entirely from the authors.

B CHECKLIST DEFINITIONS

The following are the definitions of the 26 checklist items used in our work, which are adapted from
ExpertLongBench (Ruan et al.,|2025). We group them into 9 groups.

A. Basic Case Information

1. Filing Date: The date when the lawsuit was first initiated with the court.

2. Parties: Description of each plaintiff and defendant involved, including relevant positions
or offices held. Use specific terms (e.g., “The city”, “The parents”) rather than generic terms
(e.g., “The defendant”, “The plaintiffs”).

3. Class Action or Individual Plaintiffs: Whether the case involves class action plaintiffs or
individual plaintiffs with descriptions.

4. Type of Counsel: The type(s) of counsel representing each side. Use brief category labels
(e.g., private counsel, public interest nonprofit, government counsel, pro se) and include

specific organizations (if applicable) in parentheses (e.g., Public interest nonprofit (ACLU)).
B. Legal Foundation

5. Cause of Action: The legal vehicle(s) used to bring the claims (the “how” of suing), such
as statutes that create a private/enforcement right of action (e.g., 42 U.S.C. § 1983, Title II
ADA, FTCA) or judge-made vehicles (e.g., Bivens).

6. Statutory/Constitutional Basis: The substantive rights and sources of law allegedly vio-
lated (the "what’ was violated), such as specific constitutional provisions/clauses (e.g., Four-
teenth Amendment—Equal Protection, First Amendment—Freedom of Association, Eighth
Amendment) and statutory rights (e.g., ADA Title II, Rehab Act § 504).

7. Remedy Sought: What each party asks the court to grant, not what the court ordered or
what the parties settled. Include both sides if the defendant seeks relief.

C. Judge Information

8. Judge Name: The first and last name of the judge(s) involved in the case. Do not include
Supreme Court Justices.

D. Related Cases

9. Consolidated Cases: Cases that were combined with this case for joint proceedings.
10. Related Cases: Other cases referenced or connected to this case, listed by case code number.
E. Filings and Proceedings

11. Important Filings: Significant motions filed, including temporary restraining orders, pre-
liminary injunctions, motions to dismiss, and motions for summary judgment.

12. Court Rulings: Judicial decisions on important filings such as motions to dismiss, sum-
mary judgment, preliminary injunctions, class certification, and attorneys’ fees (excluding
amended complaints and statements of interest).

13. Reported Opinions: Citations of reported opinions using shortened Bluebook format (e.g.,
“2020 WL 4218003”), without case name, court, or date unless from a different case.

14. Trials: Information about trial proceedings including scheduling, outcomes, and related
motions or rulings.

15. Appeals: Whether appeals were filed, which parties appealed, to which court, and the out-
comes.

F. Decrees

16. Significant Terms: The substantive obligations ordered by the court. This includes consent
decrees and stipulated judgments/injunctions because they are entered as court orders.
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17.

18.

Decree Dates: All decree-related dates such as entry date, modification/amendment dates
(of the order), suspension/stay dates, partial termination dates, and full termination/vacatur
dates. Decrees include injunctions, consent decrees, or stipulated judgments/injunctions.
Duration: The duration of all decrees obligations (each as a separate entry). A ‘decree’ is
any formal order or judgment issued by a court such as an injunction, consent decree, or
stipulated judgment/injunction, as opposed to a negotiated agreement between parties.

G. Settlements

19.

20.

21.

22.

23.

Settlement Terms: The substantive obligations the parties agree to in a settlement that is
not entered as a court order. A settlement may be court-approved or enforced, but as long as
it is not entered as an order, it is a settlement.

Settlement Date: All settlement-related dates (each as a separate entry) such as execu-
tion/signing date(s), court approval date (if approved but not entered as an order), amend-
ment dates, enforcement/retention dates without incorporation (e.g., court retains jurisdic-
tion over the settlement but does not enter it as an order), and termination/expiration of the
settlement agreement (if contractual).

Duration: The duration of all settlements obligations (each as a separate entry). A ’settle-
ment’ is any negotiated agreement between parties that resolves a dispute, as opposed to a
formal order or judgment issued by a court.

Court Enforcement: Whether the settlement (not entered as an order/judgment) is court-
enforced. Answer Yes if the court explicitly retains jurisdiction to enforce the settlement
without incorporating it into an order/judgment (e.g., Kokkonen retention). Answer No if
it’s a private agreement with no retained jurisdiction.

Enforcement Disputes: The disputes about enforcing a settlement (a negotiated agreement
not entered as a court order)—e.g., motions to enforce/contempt or requests invoking re-
tained jurisdiction—each as a separate value with date, movant, issue, and outcome (or
pending).

H. Monitoring

24.
25.

Monitor Name: Name of any court-appointed monitor or special master.
Monitor Reports: Monitor’s findings regarding defendant compliance with court orders,
including which terms are being met.

I. Context

26.

Factual Basis: The underlying facts and evidence supporting the legal claims, including:
(1) details of relevant events (what, when, where, who), (ii) supporting evidence (physical,
documentary, testimonial), and (iii) background context.

C  WRITING STYLE SIMILARITY EVALUATION DETAILS

The following are the definitions of the five aspects used in our writing style similarity evaluation.
Each aspect is rated on a 1-5 Likert scale, where 5 indicates identical and 1 indicates completely
different.

1. Readability & Jargon Level
Compare the reading level and the balance of legal jargon vs. plain language. Consider terminol-
ogy density and accessibility to non-legal readers.

5 Nearly identical reading level and jargon density; same balance of technical/plain language
throughout.

4 Very similar complexity with minor differences in terminology or occasional variance in tech-
nical language.

3 Moderate differences in accessibility; one is noticeably more technical in places but overall
similar.

2 Significantly different complexity; one is consistently more technical or more accessible.

1 Completely different target audiences (e.g., one for legal professionals, the other for the general
public).

2. Narrative Order
Compare whether events are presented in the same sequence (chronological vs. thematic) and the
ordering of key facts and arguments.
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5 Identical sequence of information; same events, facts, and arguments in the same order.

4 Same overall flow with 1-2 elements reordered; core structure preserved.

3 Similar general structure but several sections reordered; recognizable yet rearranged.

2 Different organizational approaches with some overlap (mix of chronological and thematic).

1 Completely different information architecture (e.g., one chronological, the other organized by
issues).

3. Sentence Structure & Voice
Compare sentence variety, active vs. passive voice, and tense consistency.

5 Nearly identical sentence patterns, voice usage, and tense choices throughout.

4 Very similar style with occasional differences in sentence complexity or voice.

3 Moderate variation; one favors longer/shorter sentences or more active/passive constructions.
2 Noticeably different styles; consistent differences in sentence variety and voice preferences.
1 Completely different approaches (e.g., one varied and active; the other uniform and passive).

4. Formatting & Layout
Compare use of headings, bullet/numbered lists, paragraphing, and other structural cues.

5 Identical formatting choices; same use of headings, lists, and paragraph breaks.

4 Very similar structure with minor variations (e.g., one extra heading or different list style).

3 Similar approach but noticeable differences in execution (e.g., both use headings but at different
levels/frequency).

2 Different formatting philosophies; one is much more structured than the other.

1 Completely different (e.g., one heavily formatted; the other continuous prose).

5. Citation & Reference Style
Compare presence, position, and formatting of case/statute citations or footnotes (inline vs. sep-
arate), citation density, and conventions.

5 Identical citation approach; same style, frequency, and positioning.

4 Very similar practices with minor formatting differences or occasional variation in placement.

3 Similar philosophy but different execution (e.g., both cite cases but differ in density/position-
ing).

2 Different approaches; one is substantially more reference-heavy or uses a different citation
style.

1 Completely different or incomparable (e.g., one with extensive citations, the other with none).

D ANNOTATION DETAILS

Annotator Recruitment. We recruit four in-house annotators who are native English speakers and
U.S.-based undergraduate students with basic familiarity with legal cases. All annotators are trained
by the authors: we review the 26 checklist items together, ensure that everyone understands the legal
terms involved (e.g., decree, settlement, ruling), and walk through example annotations. Because
their task is to extract checklist items from case summaries that are written for lay readers rather
than to provide legal judgments or read case documents, we do not require formal legal training
once they clearly understand each checklist item and its definition.

Inter-Annotator Agreement. For checklist extraction, the ten longest summaries receive triple
annotations. Agreement is measured as the average pairwise Scpecklist SCOre across annotators, reach-
ing 83.6 (using Gemma3 27B as the comparison model). For checklist comparison, single-value
pairs achieve moderate agreement with Fleiss’ x = 0.57, while multi-value matching yields an av-
erage pairwise F1 of 0.82, indicating high consistency. For writing style similarity, Krippendorff’s
o (Krippendorff] 2011) across the five aspects averages 0.32. We also measure a “two-agree’” met-
ric: overall, at least two annotators agree with each other on the rating 94.4% of the time, and all
three annotators choose different ratings only 5.6% of the time. This indicates that most instances
of writing-style rating show clear majority agreement, and full disagreement is rare.

Annotation Interfaces. Figures and 23] display screenshots of our human annotation inter-
faces for checklist extraction, checklist comparison, and writing style similarity rating, respectively.
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The collected data are used for the meta-evaluation of GAVEL-REF and for evaluating checklist
extraction from case documents methods.

E FURTHER ANALYSIS

Figure [6] shows the average summary length of each LLM in each case-length bin, alongside the
overall Sgaye-Rer SCOTE.
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