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Abstract

Beyond traditional binary relational facts, n-001
ary relational knowledge graphs (NKGs) are002
comprised of n-ary relational facts contain-003
ing more than two entities, which are closer004
to real-world facts with broader applications.005
However, the construction of NKGs remains006
at a course-grained level, which is always in007
a single schema, ignoring the order and vari-008
able arity of entities. To address these restric-009
tions, we propose Text2NKG, a novel fine-010
grained n-ary relation extraction framework011
for n-ary relational knowledge graph construc-012
tion. We introduce a span-tuple classification013
approach with hetero-ordered merging and out-014
put merging to accomplish fine-grained n-ary015
relation extraction in different arity. Further-016
more, Text2NKG supports four typical NKG017
schemas: hyper-relational schema, event-based018
schema, role-based schema, and hypergraph-019
based schema, with high flexibility and prac-020
ticality. The experimental results demonstrate021
that Text2NKG achieves state-of-the-art perfor-022
mance in F1 scores on the fine-grained n-ary023
relation extraction benchmark. Our code and024
datasets are publicly available1.025

1 Introduction026

Modern knowledge graphs (KGs), such as Free-027

base (Bollacker et al., 2008), Google Knowledge028

Vault (Dong et al., 2014), and Wikidata (Vran-029

dečić and Krötzsch, 2014), utilize a multi-relational030

graph structure to represent knowledge. Because of031

the advantage of intuitiveness and interpretability,032

KGs find various applications in question answer-033

ing (Yih et al., 2015), query response (Arakelyan034

et al., 2021), logical reasoning (Chen et al.,035

2022), and recommendation systems (Zhang et al.,036

2016). Traditional KGs are mostly composed of037

binary relational facts (subject, relation, object),038

1Anonymous Github Code: https://anonymous.4open.
science/r/Text2NKG
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Figure 1: An example of NKG construction.

which represent the relationship between two en- 039

tities (Bordes et al., 2013). However, it has been 040

observed (Rosso et al., 2020) that over 30% of 041

real-world facts involve n-ary relation facts with 042

more than two entities (n ≥ 2). As shown in Fig- 043

ure 1, an n-ary relational knowledge graph (NKG) 044

is composed of many n-ary relation facts, offering 045

richer knowledge expression and wider application 046

capabilities. As a key step of constructing NKGs, 047

n-ary relation extraction (n-ary RE) is a task of 048

identifying n-ary relations among entities in natu- 049

ral language texts. 050

Compared to binary relational facts, n-ary rela- 051

tional facts in NKGs have more diverse schemas 052

for different scenarios. For example, Wikidata uti- 053

lizes n-ary relational facts in a hyper-relational 054

schema (Rosso et al., 2020; Galkin et al., 2020; 055

Wang et al., 2021a), i.e., (s, r, o, {(ki, vi)}n−2
i=1 ) 056

which adds (n − 2) key-value pairs to the main 057

triple to represent auxiliary information. In addi- 058

tion to the hyper-relational schema, the existing 059

NKG schemas also include event-based schema 060

(r, {(ki, vi)}ni=1) (Guan et al., 2022; Lu et al., 061

2021), role-based schema ({(ki, vi)}ni=1) (Guan 062

et al., 2019; Liu et al., 2021), and hypergraph- 063

based schema (r, {vi}ni=1) (Wen et al., 2016; 064

Fatemi et al., 2021), as shown in Figure 2, which 065

are different in the number of extracted relaitons. 066
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Figure 2: Taking a real-world textual fact as an example, we can extract a four-arity structured span-tuple for entities
(Einstein, University of Zurich, Doctorate, Physics) with an answer label-list for relations accordingly
as a 4-ary relational fact from the sentence through n-ary relation extraction.

Currently, most existing NKGs in four schemas,067

such as JF17K (Wen et al., 2016), Wikipeo-068

ple (Guan et al., 2019), WD50K (Galkin et al.,069

2020), and EventKG (Guan et al., 2022), are manu-070

ally constructed. Previous n-ary RE methods (Jia071

et al., 2019; Zhuang et al., 2022) focus on extrac-072

tion with a fixed number of entities in hypergraph-073

based schema or role-based schema. Existing event074

extraction methods (Lu et al., 2021, 2022; Fei et al.,075

2022) can achieve n-ary RE in event-based schema.076

Recently, CubeRE (Chia et al., 2022) introduce a077

cube-filling method, which is the only n-ary RE078

method in hyper-relational schema.079

However, there are still three main challenges in080

automated n-ary RE for NKG construction, which081

remains at a course-grained level: (1) Diversity082

of NKG schemas. Previous methods could only083

perform N-ary RE based on a specific schema, but084

currently, there is no flexible method that can per-085

form n-ary RE for arbitrary schema with different086

number of relations. (2) Determination of the or-087

der of entities. N-ary RE involves more possible088

entity orders than binary RE, and previous methods089

often ignored the joint impact of different entity090

orders, leading to inaccurate precision. (3) Vari-091

ability of the arity of n-ary RE. Previous methods092

usually output a fixed number of entities and are093

not adept at determining the variable number of094

entities forming an n-ary relational fact.095

To tackle these challenges, we introduce096

Text2NKG, a novel fine-grained n-ary RE frame-097

work designed to automate the generation of n-ary098

relational facts from natural language text for NKG099

construction. Text2NKG employs a span-tuple100

multi-label classification method, which trans-101

forms n-ary RE into a multi-label classification102

task for span-tuples, including all combinations of103

entities in the text. Because the number of pre- 104

dicted relation labels corresponds to the chosen 105

NKG schema, Text2NKG is adaptable to all NKG 106

schemas, offering examples with hyper-relational 107

schema, event-based schema, role-based schema, 108

and hypergraph-based schema, all of which have 109

broad applications. Moreover, Text2NKG intro- 110

duces a hetero-ordered merging method, consid- 111

ering the probabilities of predicted labels for differ- 112

ent entity orders to determine the final entity order. 113

Finally, Text2NKG proposes an output merging 114

method, which is used to unsupervisedly derive 115

n-ary relational facts of any number of entities for 116

NKG construction. 117

In addition, we extend the only n-ary RE bench- 118

mark for NKG construction, HyperRED (Chia 119

et al., 2022), which is in the hyper-relational 120

schema, to four NKG schemas. We’ve done suffi- 121

cient n-ary RE experiments on HyperRED, and the 122

experimental results show that Text2NKG achieves 123

state-of-the-art performance in F1 scores of hyper- 124

relational extraction. We also compared the results 125

of Text2NKG in the other three schemas to verify 126

applications. We are excited to open-source our 127

complete code and are willing to contribute to the 128

knowledge graph construction community. 129

2 Related Work 130

2.1 N-ary relational Knowledge Graph 131

An n-ary relational knowledge graph (NKG) con- 132

sists of n-ary relational facts, which contain n en- 133

tities (n ≥ 2) and several relations. The n-ary re- 134

lational facts are necessary and cannot be replaced 135

by combinations of some binary relational facts 136

because we cannot distinguish which binary rela- 137

tions are combined to represent the n-ary relational 138
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fact in the whole KG. Therefore, NKG utilizes a139

schema in every n-ary relational fact locally and140

a hypergraph representation globally (Luo et al.,141

2023).142

Firstly, the simplest NKG schema is hypergraph-143

based. Wen et al. (2016) found that over 30% of144

Freebase (Bollacker et al., 2008) entities partic-145

ipate facts with more than two entities, first de-146

fined n-ary relations mathematically and used star-147

to-clique conversion to convert triple-based facts148

representing n-ary relational facts into the first149

NKG dataset JF17K in hypergraph-based schema150

(r, {vi}ni=1). Fatemi et al. (2021) proposed FB-151

AUTO and M-FB15K with the same hypergraph-152

based schema. Secondly, Guan et al. (2019) intro-153

duced role information for n-ary relational facts and154

extracted Wikipeople, the first NKG dataset in role-155

based schema ({(ki, vi)}ni=1), composed of role-156

value pairs. Thirdly, Wikidata (Vrandečić and157

Krötzsch, 2014), the largest knowledge base, uti-158

lizes an NKG schema based on hyper-relation159

(s, r, o, {(ki, vi)}n−2
i=1 ), which adds auxiliary key-160

value pairs to the main triple. Galkin et al. (2020)161

first proposed an NKG dataset in hyper-relational162

schema WD50K. Fourthly, as Guan et al. (2022)163

pointed out, events are also n-ary relational facts.164

One basic event representation has an event type,165

a trigger, and several key-value pairs (Lu et al.,166

2021). Regarding the event type as the main rela-167

tion, the (trigger: value) as one of the key-value168

pairs, and the arguments as the rest key-value169

pairs, we can obtain an event-based NKG schema170

(r, {(ki, vi)}ni=1).171

Based on four common NKG schemas, we pro-172

pose Text2NKG, the first method for extraction of173

structured n-ary relational facts from natural lan-174

guage text, which improves NKG representation175

and application.176

2.2 N-ary Relation Extraction177

Relation extraction (RE) is an important step of KG178

construction, directly affecting the quality, scale,179

and application of KGs. While most of the cur-180

rent n-ary relation extraction (n-ary RE) for NKG181

construction depends on manual construction (Wen182

et al., 2016; Guan et al., 2019; Galkin et al., 2020)183

but not automated methods. Most automated RE184

methods target the extraction of traditional binary185

relational facts. For example, Wang and Lu (2020)186

proposes a table-filling method for binary RE, and187

Zhong and Chen (2021); Ye et al. (2022) propose188

span-based RE methods with levitated marker and189

packed levitated marker, respectively. 190

For automated n-ary RE, some approaches (Jia 191

et al., 2019; Zhuang et al., 2022) treat n-ary RE in 192

hypergraph-based schema or role-based schema as 193

a binary classification problem and predict whether 194

the composition of n-ary information in a document 195

is valid or not. However, these methods extract 196

n-ary information in fixed arity, which are not flexi- 197

ble. Moreover, some event extraction methods (Lu 198

et al., 2021, 2022; Fei et al., 2022) propose different 199

event trigger and argument extraction techniques, 200

which can achieve n-ary RE in event-based schema. 201

Recently, CubeRE (Chia et al., 2022) proposes an 202

automated n-ary RE method in hyper-relational 203

schema, which extends the table-filling extraction 204

method to n-ary RE with cube-filling. However, 205

these methods can only model one of the useful 206

NKG schemas with limited extraction accuracy. 207

In this paper, we propose the first fine-grained 208

n-ary RE framework Text2NKG for NKG construc- 209

tion in four example schemas, proposing a span- 210

tuple multi-label classification method with hetero- 211

ordered merging and output merging to improve 212

the accuracy of fine-grained n-ary RE extraction in 213

all NKG schemas substantially. 214

3 Preliminaries 215

3.1 Formulation of NKG 216

An NKG G = {E ,R,F} consists of an entity set 217

E , a relation set R, and an n-ary fact (n ≥ 2) set 218

F . Each fact fn ∈ F consists of entities ∈ E and 219

relations ∈ R. In NKGs with different schemas, 220

the number and structure of relations corresponding 221

to n entities in an n-ary fact fn vary. 222

For hyper-relational schema (Rosso et al., 2020): 223

fn
hr =

{
(e1, r1, e2), n = 2,

(e1, r1, e2, {ri−1, ei}ni=3), n > 2,
(1) 224

where {ei}ni=1 ∈ E , {ri}n−1
i=1 ∈ R. 225

For event-based schema (Lu et al., 2021): 226

fn
ev = (r1, {ri+1, ei}ni=1), (2) 227

where {ei}ni=1 ∈ E , {ri}n+1
i=1 ∈ R. 228

For role-based schema (Guan et al., 2019): 229

fn
ro = ({ri, ei}ni=1), (3) 230

where {ei}ni=1 ∈ E , {ri}ni=1 ∈ R. 231

For hypergraph-based schema (Wen et al., 232

2016): 233

fn
hg = (r1, {ei}ni=1), (4) 234

where {ei}ni=1 ∈ E , r1 ∈ R. 235
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Figure 3: An overview of Text2NKG extracting n-ary relation facts from a natural language sentence in hyper-
relational NKG schema for an example.

3.2 Problem Definition236

Given an input sentence with l words s =237

{w1, w2, ..., wl}, an entity e is a consecutive span238

of words: e = {wp, wp+1, ..., wq} ∈ Es, where239

p, q ∈ {1, ..., l}, and Es = {ej}mj=1 is the entity240

set of all m entities in the sentence. The output241

of n-ary relation extraction, R(), is a set of n-242

ary relational facts Fs in given NKG schema in243

{fn
hr, f

n
ev, f

n
ro, f

n
hg}. Specifically, each n-ary rela-244

tional fact fn ∈ Fs is extracted with ordered n245

entities [ei]ni=1 ∈ Es out of all entities, and a list of246

labeled nr relations [ri]nr
i=1 ∈ R from the candidate247

relation set, where n is the arity of the extracted248

n-ary relational fact, and nr is the number of rela-249

tions in the fact, which is determined by the given250

NKG schema as follows:251

R([ei]
n
i=1) =


[ri]

n−1
i=1 , fn = fn

hr,

[ri]
n+1
i=1 , fn = fn

ev,

[ri]
n
i=1, fn = fn

ro,

[r1], fn = fn
hg.

(5)252

4 Methodology253

In this section, we first introduce the overview of254

the Text2NKG framework, followed by the span-255

tuple multi-label classification, training strategy,256

hetero-ordered merging, and output merging.257

4.1 Overview of Text2NKG258

Text2NKG is a fine-grained n-ary relation extrac-259

tion framework built for n-ary relational knowledge260

graph (NKG) construction. The input to Text2NKG 261

is natural language text tokens labeled with en- 262

tity span in sentence units. First, inspired by Ye 263

et al. (2022), Text2NKG encodes the entities using 264

BERT-based Encoder (Devlin et al., 2019) with a 265

packaged levitated marker for embedding. Then 266

each arrangement of ordered span-tuple with three 267

entity embeddings will be classified with multiple 268

labels, and the framework will be learned by the 269

weighted cross-entropy with a null-label bias. In 270

the decoding stage, in order to filter the n-ary rela- 271

tional facts whose entity compositions have isomor- 272

phic hetero-ordered characteristics, Text2NKG pro- 273

poses a hetero-ordered merging strategy to merge 274

the label probabilities of 3! = 6 arrangement cases 275

of span-tuples composed of the same entities and 276

filter out the output 3-ary relational facts existing 277

non-conforming relations. Finally, Text2NKG com- 278

bines the output 3-ary relational facts to form the 279

final n-ary relational facts with output merging. 280

4.2 Span-tuple Multi-label Classification 281

For the given sentence token s = {w1, w2, ..., wl} 282

and the set of entities Es, in order to perform fine- 283

grained n-ary RE, we need first to encode a span- 284

tuple (e1, e2, e3) consisting of every arrangement 285

of three ordered entities, where e1, e2, e3 ∈ Es. 286

Due to the high time complexity of training every 287

span-tuple as one training item, inspired by Ye 288

et al. (2022), we achieve the reduction of training 289

items by using packed levitated markers that pack 290
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one training item with each entity in Es separately.291

Specifically, in each packed training item, a pair292

of solid tokens, [S] and [/S], are added before and293

after the packed entity eS = {wpS , ..., wqS}, and294

(|Es| − 1) pairs of levitated markers, [L] and [/L],295

according to other entities in Es, are added with296

the same position embeddings as the beginning297

and end of their corresponding entities span eLi =298

{wpLi
, ..., wqLi

} to form the input token X:299

X ={w1, ..., [S], wpS , ..., wqS , [/S], ...,

wpLi
∪ [L], ..., wqLi

∪ [/L], ..., wl}.
(6)300

We encode such token by the BERT-based pre-301

trained model encoder (Devlin et al., 2019):302

{h1, h2, ..., ht} = BERT(X), (7)303

where t = |X| is the imput token length, {hi}ti=1 ∈304

Rd, and d is embedding size.305

There are several span-tuples (A,B,C) in a306

training item. The embedding of first entity hA ∈307

R2d in the span-tuple is obtained by concat embed-308

ding of the solid markers, [S] and [/S], and the em-309

beddings of second and third entities hB, hC ∈ R2d310

are obtained by concat embeddings of levitated311

markers, [L] and [/L] with all A2
m−1 arrangement312

of any other two entities in Es. Thus, we obtain313

the embedding representation of the three entities314

to form A2
m−1 span-tuples in one training item.315

Therefore, every input sentence contains m train-316

ing items with mA2
m−1 = A3

m span-tuples for any317

ordered arrangement of three entities.318

We then define nr linear classifiers, each of319

which consists of 3 feedforward neural networks320

{FNNk
i }

nr
i=1, k = 1, 2, 3, to classify the span-tuples321

for multiple-label classification. Each classifier tar-322

gets the prediction of one relation ri, thus obtain-323

ing a probability lists (Pi)
nr
i=1 with all relations in324

given relation set R plus a null-label:325

Pi = FNN1
i (hA)+FNN2

i (hB)+FNN3
i (hC), (8)326

where FNNk
i ∈ R2d×(|R|+1), and Pi ∈ R(|R|+1).327

4.3 Training Strategy328

To train the nr classifiers for each relation predic-329

tion more accurately, we propose a data augmen-330

tation strategy for span-tuples. Taking the hyper-331

relational schema as an example, given a hyper-332

relational fact (A, r1, B, r2, C), we consider swap-333

ping the head and tail entities, and changing the334

main relation to its inverse (B, r−1
1 , A, r2, C), as335

well as swapping the tail entities with auxiliary 336

values, and the main relation with the auxiliary 337

key (A, r2, C, r1, B), also as labeled training span- 338

tuple cases. Thus Rhr(A,B,C) = (r1, r2) can be 339

augmented with 3! = 6 orders of span-tuples: 340

Rhr(A,B,C) = (r1, r2),

Rhr(B,A,C) = (r−1
1 , r2),

Rhr(A,C,B) = (r2, r1),

Rhr(B,C,A) = (r2, r
−1
1 ),

Rhr(C,A,B) = (r−1
2 , r1),

Rhr(C,B,A) = (r1, r
−1
2 ).

(9) 341

For other schemas, we can also obtain 6 fully- 342

arranged cases of labeled span-tuples in a similar 343

way, as described in Appendix A. If no n-ary rela- 344

tional fact exists between the three entities of span- 345

tuples, then relation labels are set as null-label. 346

Since most cases of span-tuple are null-label, we 347

set a weight hyperparameter α ∈ (0, 1] between the 348

null-label and other labels to balance the learning of 349

the null-label. We jointly trained the nr classifiers 350

for each relations by cross-entropy loss L with a 351

null-label weight bias Wα: 352

L = −
nr∑
i=1

Wα log

(
exp (Pi[ri])∑|R|+1
j=1 exp (Pij)

)
,

(10) 353

where Wα = [α, 1.0, 1.0, ...1.0] ∈ R(|R|+1). 354

4.4 Hetero-ordered Merging 355

In the decoding stage, since Text2NKG labels all 356

6 different arrangement of the same entity compo- 357

sition, we design a hetero-ordered merging strat- 358

egy to merge the corresponding labels of these 359

6 hetero-ordered span-tuples into one to generate 360

non-repetitive n-ary relational facts unsupervisedly. 361

For hyper-relational schema (nr = 2), we combine 362

the predicted probabilities of two labels P1,P2 in 363

6 orders to (A,B,C) order as follows: 364

P1 = P
(ABC)
1 + I(P

(BAC)
1 ) +P

(ACB)
2

+ I(P
(BCA)
2 ) +P

(CAB)
2 +P

(CBA)
1 ,

P2 = P
(ABC)
2 +P

(BAC)
2 +P

(ACB)
1

+P
(BCA)
1 + I(P

(CAB)
1 ) + I(P

(CBA)
2 ),

(11) 365

where I() is a function for swapping the predicted 366

probability of relations and the corresponding in- 367

verse relations. Then, we take the maximum proba- 368

bility to obtain labels r1, r2, forming a 3-ary re- 369

lational fact (A, r1, B, r2, C) and filter it out if 370
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Dataset #Ent #R_hr #R_ev #R_ro #R_hg
All Train Dev Test

#Sentence #Fact #Sentence #Fact #Sentence #Fact #Sentence #Fact

HyperRED 40,293 106 232 168 62 44,840 45,994 39,840 39,978 1,000 1,220 4,000 4,796

Table 1: Dataset statistics, where the columns indicate the number of entities, relations with four schema, sentences
and n-ary relational facts in all sets, train set, dev set, and test set, respectively.

there are null-label in (r1, r2). If there are inverse371

relation labels in (r1, r2), we can also transform372

the order of entities and relations as equation 9.373

For event-based schema, role-based schema, and374

hypergraph-based schema, all can be generated by375

hetero-ordered merging according to this idea, as376

shown in Appendix B.377

4.5 Output Merging378

After hetero-ordered merging, we merge the out-379

put 3-ary relational facts to form higher-arity facts,380

with hyper-relational schema based on the same381

main triple, event-based schema based on the382

same main relation (event type), role-based schema383

based on the same key-value pairs, and hypergraph-384

based schema based on the same hyperedge rela-385

tion. This way, we can unsupervisedly obtain n-386

ary relational facts with dynamic number of arity387

numbers for NKG construction. More details are388

discussed in Appendix G.2 and Appendix G.3.389

5 Experiments390

This section presents the experimental setup, re-391

sults, and analysis. We answer the following re-392

search questions (RQs): RQ1: Does Text2NKG393

outperform other n-ary RE methods? RQ2:394

Whether Text2NKG can cover NKG construction395

for various schemas? RQ3: Does the main com-396

ponents of Text2NKG work? RQ4: How does397

the null-label bias hyperparameter in Text2NKG398

affect performance? RQ5: Can Text2NKG get399

complete n-ary relational facts in different arity?400

RQ6: How does Text2NKG perform in specific401

case study? RQ7: What is the future development402

of Text2NKG in the era of large language models?403

5.1 Experimental Setup404

Datasets. The existing fine-grained n-ary RE405

dataset is HyperRED (Chia et al., 2022) only in406

hyper-relational schema with annotated extracted407

entities. Therefore, we expand the HyperRED408

dataset to four schemas as standard fine-grained409

n-ary RE benchmarks and conduct experiments on410

them. The statistics of the HyperRED with four411

schemas are shown in Table 1 and the construction 412

detail is in Appendix C. 413

Baselines. We compare Text2NKG against 414

Generative Baseline (Lewis et al., 2020), Pipeline 415

Baseline (Wang et al., 2021b), and CubeRE (Chia 416

et al., 2022) in fine-grained n-ary RE task of hyper- 417

relational schema. For n-ary RE in the other three 418

schemas, we compared Text2NKG with event ex- 419

traction models such as Text2Event (Lu et al., 420

2021), UIE (Lu et al., 2022), and LasUIE (Fei 421

et al., 2022). Furthermore, we utilized different 422

prompts to test the currently most advanced large- 423

scale pre-trained language models ChatGPT (Wei 424

et al., 2023) and GPT-4 (OpenAI, 2023) in an un- 425

supervised manner, specifically for the extraction 426

performance across the four schemas. The detailed 427

baseline settings can be found in Appendix D. 428

Ablations. To evaluate the significance of 429

Text2NKG’s three main components, data augmen- 430

tation (DA), null-label weight hyperparameter (α), 431

and hetero-ordered merging (HM), we obtain three 432

simplified model variants by removing any one 433

component (Text2NKG w/o DA, Text2NKG w/o 434

α, and Text2NKG w/o HM) for comparison. 435

Evaluation Metrics. We use the F1 score with 436

precision and recall to evaluate the dev set and the 437

test set. For a predicted n-ary relational fact to be 438

considered correct, the entire fact must match the 439

ground facts completely. 440

Hyperparameters and Enviroment. We train 441

10 epochs on HyperRED using the Adam optimizer. 442

All experiments were done on a single NVIDIA 443

A100 GPU, and all experimental results were de- 444

rived by averaging 5 random seed experiments. Ap- 445

pendix E shows Text2NKG’s optimal hyperparam- 446

eter settings. Appendix F shows training details. 447

5.2 Main Results (RQ1) 448

The experimental results of proposed Text2NKG 449

and other baselines with both BERT-base and 450

BERT-large encoders can be found in Table 2 451

for the fine-grained n-ary RE in hyper-relational 452

schema. We can observe that Text2NKG shows a 453

significant improvement over the existing optimal 454
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Model PLM HyperRED : hyper-relational schema / Dev HyperRED : hyper-relational schema / Test
Precision Recall F1 Precision Recall F1

Unsupervised Method
ChatGPT gpt-3.5-turbo 12.0583 11.2764 11.6542 11.4021 10.9134 11.1524
GPT-4 gpt-4 15.7324 15.2377 15.4811 15.8187 15.4824 15.6487

Supervised Method
Generative Baseline

BERT-base (110M)

63.79 ± 0.27 59.94 ± 0.68 61.80 ± 0.37 64.60 ± 0.47 59.67 ± 0.35 62.03 ± 0.21
Pipelinge Baseline 69.23 ± 0.30 58.21 ± 0.57 63.24 ± 0.44 69.00 ± 0.48 57.55 ± 0.19 62.75 ± 0.29
CubeRE 66.14 ± 0.88 64.39 ± 1.23 65.23 ± 0.82 65.82 ± 0.84 64.28 ± 0.25 65.04 ± 0.29
Text2NKG w/o DA 76.02 ± 0.50 72.28 ± 0.68 74.10 ± 0.55 73.55 ± 0.81 70.63 ± 1.40 72.06 ± 0.34
Text2NKG w/o α 88.77 ± 0.85 78.39 ± 0.47 83.26 ± 0.70 88.09 ± 0.69 76.64 ± 0.45 81.97 ± 0.58
Text2NKG w/o HM 61.74 ± 0.34 76.97 ± 0.44 68.52 ± 0.69 61.07 ± 0.73 76.16 ± 0.59 67.72 ± 0.48
Text2NKG (ours) 91.26 ± 0.69 79.36 ± 0.51 84.89 ± 0.44 90.77 ± 0.60 77.53 ± 0.32 83.63 ± 0.63
Generative Baseline

BERT-large (340M)

67.08 ± 0.49 65.73 ± 0.78 66.40 ± 0.47 67.17 ± 0.40 64.56 ± 0.58 65.84 ± 0.25
Pipelinge Baseline 70.58 ± 0.78 66.58 ± 0.66 68.52 ± 0.32 69.21 ± 0.55 64.27 ± 0.24 66.65 ± 0.28
CubeRE 68.75 ± 0.82 68.88 ± 1.03 68.81 ± 0.46 66.39 ± 0.96 67.12 ± 0.69 66.75 ± 0.28
Text2NKG (ours) 91.90 ± 0.79 79.43 ± 0.42 85.21 ± 0.69 91.06 ± 0.81 77.64 ± 0.46 83.81 ± 0.54

Table 2: Comparison of Text2NKG with other baselines in the hyper-relational extraction on HyperRED. Results of
the supervised baseline models are mainly taken from the original paper (Chia et al., 2022). The best results in each
metric are in bold.

Model PLM HyperRED : event-based schema HyperRED : role-based schema HyperRED : hypergraph-based schema
Precision Recall F1 Precision Recall F1 Precision Recall F1

Unsupervised Method
ChatGPT gpt-3.5-turbo 10.4678 11.1628 10.8041 11.4387 10.4203 10.9058 11.2998 11.7852 11.5373
GPT-4 gpt-4 13.3681 14.6701 13.9888 13.6397 12.5355 13.0643 13.0907 13.6701 13.3741

Supervised Method
Text2Event

T5-base (220M)
73.94 ± 0.76 70.56 ± 0.58 72.21 ± 1.25 72.73 ± 0.79 68.45 ± 1.34 70.52 ± 0.62 73.68 ± 0.88 70.37 ± 0.51 71.98 ± 0.92

UIE 76.51 ± 0.28 73.02 ± 0.66 74.72 ± 0.18 72.17 ± 0.29 69.84 ± 0.11 70.98 ± 0.31 72.03 ± 0.41 68.74 ± 0.13 70.34 ± 1.07
LasUIE 79.62 ± 0.27 78.04 ± 0.75 78.82 ± 0.26 77.01 ± 0.20 74.26 ± 0.25 75.61 ± 0.24 76.21 ± 0.07 73.75 ± 0.17 74.96 ± 0.42
Text2NKG BERT-base (110M) 86.20 ± 0.57 79.25 ± 0.33 82.58 ± 0.20 86.72 ± 0.80 78.94 ± 0.59 82.64 ± 0.38 83.53 ± 1.18 86.59 ± 0.38 85.03 ± 0.86
Text2Event

T5-large (770M)
75.58 ± 0.53 72.39 ± 0.82 73.97 ± 1.19 73.21 ± 0.45 70.85 ± 0.67 72.01 ± 0.31 75.28 ± 0.93 72.73 ± 1.07 73.98 ± 0.49

UIE 79.38 ± 0.28 74.69 ± 0.61 76.96 ± 0.95 74.47 ± 1.42 71.84 ± 0.77 73.14 ± 0.38 74.57 ± 0.64 71.93 ± 0.86 73.22 ± 0.19
LasUIE 81.29 ± 0.83 79.54 ± 0.26 80.40 ± 0.65 79.37 ± 0.92 76.63 ± 0.44 77.97 ± 0.76 77.49 ± 0.35 74.96 ± 0.60 76.20 ± 0.87
Text2NKG BERT-large (340M) 88.47 ± 0.95 80.30 ± 0.75 84.19 ± 1.29 86.87 ± 0.87 80.86 ± 0.29 83.76 ± 1.17 85.06 ± 0.33 86.72 ± 0.36 85.89 ± 0.69

Table 3: Comparison of Text2NKG with other baselines in the n-ary RE in event-based, role-based, and hypergraph-
based schemas on HyperRED. The best results in each metric are in bold.
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Figure 4: (a) Precision, Recall, and F1 changes in the dev set during the training of Text2NKG. (b) The changes
of the number of true facts, the number of predicted facts, and the number of predicted accurate facts during the
training of Text2NKG. (c) Precision, Recall, and F1 results on different null-label hyperparameter (α) settings. (d)
The changes of the number of extracted n-ary RE in different arity.

model CubeRE on both the dev and test datasets455

of HyperRED. The F1 score is improved by 19.66456

percentage points in the dev set and 18.60 percent-457

age points in the test set with the same BERT-base458

encoder, and 16.40 percentage points in the dev set459

and 17.06 percentage points in the test set with the460

same BERT-large encoder, reflecting Text2NKG’s461

excellent performance. Figure 4(a) and 4(b) intu-462

itively show the changes of evaluation metrics and463

answers of facts in the dev set during the training464

of Text2NKG. It is worth noting that Text2NKG 465

exceeds 90% in precision accuracy, which proves 466

that the model can obtain very accurate n-ary rela- 467

tional facts and provides a good guarantee for the 468

quality of fine-grained NKG construction. 469

5.3 Results on Various NKG Schemas (RQ2) 470

As shown in Table 3, besides hyper-relational 471

schema, Text2NKG also accomplishes the tasks of 472

fine-grained n-ary RE in three other different NKG 473
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schemas on HyperRED, which demonstrates good474

utility. In the added tasks of n-ary RE for event-475

based, role-based, and hypergraph-based schemas,476

since no model has done similar experiments at477

present, we used event extraction or unified extrac-478

tion methods such as Text2Event (Lu et al., 2021),479

UIE (Lu et al., 2022), and LasUIE (Fei et al., 2022)480

for comparison. Text2NKG still works best in these481

schemas, which demonstrates good versatility.482

5.4 Ablation Study (RQ3)483

Data augmentation (DA), null-label weight hyper-484

parameter (α), and hetero-ordered merging (HM)485

are the three main components of Text2NKG. For486

the different Text2NKG variants as shown in Ta-487

ble 2, DA, α, and HM all contribute to the accurate488

results of our complete model. By comparing the489

differences, we find that HM is most effective by490

combining the probabilities of labels of different491

orders, followed by DA and α.492

5.5 Analysis of Null-label Weight493

Hyperparameters (RQ4)494

We compared the effect for different null-label495

weight hyperparameters (α). As shown in Fig-496

ure 4(c), the larger the α, the greater the learning497

weight of null-label compared with other lables,498

the more relations are predicted as null-label. After499

filtering out the facts having null-label, fewer facts500

are extracted, so the precision is generally higher,501

and the recall is generally lower. The smaller the502

α, the more relations are predicted as non-null la-503

bels, thus extracting more n-ary relation facts, so504

the recall is generally higher, and the precision is505

generally lower. Comparing the results of F1 val-506

ues for different α, it is found that α = 0.01 works507

best, which can be adjusted in practice according508

to specific needs to obtain the best results.509

5.6 Analysis of N-ary Relation Extraction in510

Different Arity (RQ5)511

Figure 4(d) shows the number of n-ary relational512

facts extracted after output merging and the number513

of the answer facts in different arity during training514

of Text2NKG on the dev set. We find that, as the515

training proceeds, the final output of Text2NKG516

converges to the correct answer in terms of the num-517

ber of complete n-ary relational facts in each arity,518

achieving implementation of n-ary RE in indefinite519

arity unsupervised, with good scalability.520

He was born in
Skirpenbeck, near York

and attended Pocklington
School from 1936 to 1943.

[He, educated at, Pocklington School,
{start time: 1936, end time: 1943}]

[educated at, {educated at_h: He, educated at_t:
Pocklington School, end time: 1943, start time: 1936}]

[{educated at_h: He, educated at_t: Pocklington School, 
start time: 1936, end time: 1943}]

[educated at, {He, Pocklington School, 1936, 1943}]

Text2NKG

hyper-relational schema

role-based schema

event-based schema

hypergraph-based schema

Figure 5: Case study of Text2NKG’s n-ary relation
extraction in four schemas on HyperRED.

5.7 Case Study (RQ6) 521

Figure 5 shows a case study of n-ary RE by a 522

trained Text2NKG. For a natural language sentence, 523

"He was born in Skirpenbeck, near York 524

and attended Pocklin.", four structured n-ary 525

RE can be obtained by Text2NKG according to the 526

requirements. Taking the hyper-relational schema 527

for an example, Text2NKG can successfully extract 528

one n-ary relational fact consisting of a main triple 529

[He, educated at, Pocklington], and two aux- 530

iliary key-value pairs {start time:1936}, {end 531

time:1943}. This intuitively validates the practi- 532

cal performance of Text2NKG on the fine-grained 533

n-ary RE to better contribute to NKG construction. 534

5.8 Comparison with ChatGPT (RQ7) 535

As shown in Table 2 and Table 3, we compared 536

the extraction effects under four NKG schemas of 537

the supervised Text2NKG with the unsupervised 538

ChatGPT and GPT-4. We found that these large 539

language models cannot accurately distinguish the 540

closely related relations in the fine-grained NKG 541

relation repository, resulting in their F1 scores rang- 542

ing around 10%-15%, which is much lower than 543

the performance of Text2NKG. On the other hand, 544

the limitation of Text2NKG is that its performance 545

is confined within the realm of supervised training. 546

Therefore, in future improvements and practical ap- 547

plications, we suggest combining small supervised 548

models with large unsupervised models to balance 549

solving the cold-start and fine-grained extraction, 550

which is detailed in Appendix G.1. 551

6 Conclusion 552

In this paper, we propose Text2NKG, a novel fine- 553

grained n-ary RE framework for NKG construction. 554

Experimental results show that Text2NKG outper- 555

forms other baselines on fine-grained n-ary RE 556

tasks in all four schemas: hyper-relational, event- 557

based, role-based, and hypergraph-based. Mean- 558

while, we extend HyperRED dataset to a fine- 559

grained n-ary RE benchmark in four schemas. 560
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Limitations561

The fine-grained n-ary RE is a key step in the562

transformation from natural text to NKG. With563

the increasing emphasis on n-ary relational facts564

in knowledge graphs nowadays, NKG would be a565

very useful tool. However, there is now less work566

on fine-grained n-ary RE, and the task is more com-567

plex, Text2NKG, as the best framework at present,568

needs more application cases. Text2NKG can also569

be used in information extraction, event extraction,570

and other areas that need further research.571

Ethics Statement572

This paper investigates the problem of fine-grained573

n-ary RE, aiming at NKG construction. We use574

deep learning methods to promote extraction per-575

formance for applications better. Therefore, we576

believe it does not violate any ethics.577

References578

Erik Arakelyan, Daniel Daza, Pasquale Minervini, and579
Michael Cochez. 2021. Complex query answering580
with neural link predictors. In International Confer-581
ence on Learning Representations.582

Kurt Bollacker, Colin Evans, Praveen Paritosh, Tim583
Sturge, and Jamie Taylor. 2008. Freebase: A col-584
laboratively created graph database for structuring585
human knowledge. In Proceedings of the 2008 ACM586
SIGMOD International Conference on Management587
of Data, SIGMOD ’08, page 1247–1250, New York,588
NY, USA. Association for Computing Machinery.589

Antoine Bordes, Nicolas Usunier, Alberto Garcia-590
Duran, Jason Weston, and Oksana Yakhnenko.591
2013. Translating embeddings for modeling multi-592
relational data. In Advances in Neural Information593
Processing Systems, volume 26. Curran Associates,594
Inc.595

Xuelu Chen, Ziniu Hu, and Yizhou Sun. 2022. Fuzzy596
logic based logical query answering on knowledge597
graphs. Proceedings of the AAAI Conference on Arti-598
ficial Intelligence, 36(4):3939–3948.599

Yew Ken Chia, Lidong Bing, Sharifah Mahani Alju-600
nied, Luo Si, and Soujanya Poria. 2022. A dataset601
for hyper-relational extraction and a cube-filling ap-602
proach. In Proceedings of the 2022 Conference on603
Empirical Methods in Natural Language Processing,604
pages 10114–10133, Abu Dhabi, United Arab Emi-605
rates. Association for Computational Linguistics.606

Jacob Devlin, Ming-Wei Chang, Kenton Lee, and607
Kristina Toutanova. 2019. BERT: Pre-training of608
deep bidirectional transformers for language under-609
standing. In Proceedings of the 2019 Conference of610
the North American Chapter of the Association for611

Computational Linguistics: Human Language Tech- 612
nologies, Volume 1 (Long and Short Papers), pages 613
4171–4186, Minneapolis, Minnesota. Association for 614
Computational Linguistics. 615

Xin Dong, Evgeniy Gabrilovich, Geremy Heitz, Wilko 616
Horn, Ni Lao, Kevin Murphy, Thomas Strohmann, 617
Shaohua Sun, and Wei Zhang. 2014. Knowl- 618
edge vault: A web-scale approach to probabilis- 619
tic knowledge fusion. In Proceedings of the 20th 620
ACM SIGKDD International Conference on Knowl- 621
edge Discovery and Data Mining, KDD ’14, page 622
601–610, New York, NY, USA. Association for Com- 623
puting Machinery. 624

Bahare Fatemi, Perouz Taslakian, David Vazquez, and 625
David Poole. 2021. Knowledge hypergraphs: Pre- 626
diction beyond binary relations. In Proceedings of 627
the Twenty-Ninth International Joint Conference on 628
Artificial Intelligence, IJCAI’20. 629

Hao Fei, Shengqiong Wu, Jingye Li, Bobo Li, Fei Li, 630
Libo Qin, Meishan Zhang, Min Zhang, and Tat-Seng 631
Chua. 2022. Lasuie: Unifying information extrac- 632
tion with latent adaptive structure-aware generative 633
language model. In Advances in Neural Information 634
Processing Systems, volume 35, pages 15460–15475. 635
Curran Associates, Inc. 636

Mikhail Galkin, Priyansh Trivedi, Gaurav Maheshwari, 637
Ricardo Usbeck, and Jens Lehmann. 2020. Message 638
passing for hyper-relational knowledge graphs. In 639
Proceedings of the 2020 Conference on Empirical 640
Methods in Natural Language Processing (EMNLP), 641
pages 7346–7359, Online. Association for Computa- 642
tional Linguistics. 643

Saiping Guan, Xueqi Cheng, Long Bai, Fujun Zhang, 644
Zixuan Li, Yutao Zeng, Xiaolong Jin, and Jiafeng 645
Guo. 2022. What is event knowledge graph: A sur- 646
vey. IEEE Transactions on Knowledge and Data 647
Engineering, pages 1–20. 648

Saiping Guan, Xiaolong Jin, Yuanzhuo Wang, and 649
Xueqi Cheng. 2019. Link prediction on n-ary re- 650
lational data. In The World Wide Web Conference, 651
WWW ’19, page 583–593, New York, NY, USA. 652
Association for Computing Machinery. 653

Robin Jia, Cliff Wong, and Hoifung Poon. 2019. 654
Document-level n-ary relation extraction with multi- 655
scale representation learning. In Proceedings of the 656
2019 Conference of the North American Chapter of 657
the Association for Computational Linguistics: Hu- 658
man Language Technologies, Volume 1 (Long and 659
Short Papers), pages 3693–3704, Minneapolis, Min- 660
nesota. Association for Computational Linguistics. 661

Mike Lewis, Yinhan Liu, Naman Goyal, Marjan 662
Ghazvininejad, Abdelrahman Mohamed, Omer Levy, 663
Veselin Stoyanov, and Luke Zettlemoyer. 2020. 664
BART: Denoising sequence-to-sequence pre-training 665
for natural language generation, translation, and com- 666
prehension. In Proceedings of the 58th Annual Meet- 667
ing of the Association for Computational Linguistics, 668

9

https://openreview.net/forum?id=Mos9F9kDwkz
https://openreview.net/forum?id=Mos9F9kDwkz
https://openreview.net/forum?id=Mos9F9kDwkz
https://doi.org/10.1145/1376616.1376746
https://doi.org/10.1145/1376616.1376746
https://doi.org/10.1145/1376616.1376746
https://doi.org/10.1145/1376616.1376746
https://doi.org/10.1145/1376616.1376746
https://proceedings.neurips.cc/paper/2013/file/1cecc7a77928ca8133fa24680a88d2f9-Paper.pdf
https://proceedings.neurips.cc/paper/2013/file/1cecc7a77928ca8133fa24680a88d2f9-Paper.pdf
https://proceedings.neurips.cc/paper/2013/file/1cecc7a77928ca8133fa24680a88d2f9-Paper.pdf
https://doi.org/10.1609/aaai.v36i4.20310
https://doi.org/10.1609/aaai.v36i4.20310
https://doi.org/10.1609/aaai.v36i4.20310
https://doi.org/10.1609/aaai.v36i4.20310
https://doi.org/10.1609/aaai.v36i4.20310
https://doi.org/10.18653/v1/2022.emnlp-main.688
https://doi.org/10.18653/v1/2022.emnlp-main.688
https://doi.org/10.18653/v1/2022.emnlp-main.688
https://doi.org/10.18653/v1/2022.emnlp-main.688
https://doi.org/10.18653/v1/2022.emnlp-main.688
https://doi.org/10.18653/v1/N19-1423
https://doi.org/10.18653/v1/N19-1423
https://doi.org/10.18653/v1/N19-1423
https://doi.org/10.18653/v1/N19-1423
https://doi.org/10.18653/v1/N19-1423
https://doi.org/10.1145/2623330.2623623
https://doi.org/10.1145/2623330.2623623
https://doi.org/10.1145/2623330.2623623
https://doi.org/10.1145/2623330.2623623
https://doi.org/10.1145/2623330.2623623
https://proceedings.neurips.cc/paper_files/paper/2022/file/63943ee9fe347f3d95892cf87d9a42e6-Paper-Conference.pdf
https://proceedings.neurips.cc/paper_files/paper/2022/file/63943ee9fe347f3d95892cf87d9a42e6-Paper-Conference.pdf
https://proceedings.neurips.cc/paper_files/paper/2022/file/63943ee9fe347f3d95892cf87d9a42e6-Paper-Conference.pdf
https://proceedings.neurips.cc/paper_files/paper/2022/file/63943ee9fe347f3d95892cf87d9a42e6-Paper-Conference.pdf
https://proceedings.neurips.cc/paper_files/paper/2022/file/63943ee9fe347f3d95892cf87d9a42e6-Paper-Conference.pdf
https://doi.org/10.18653/v1/2020.emnlp-main.596
https://doi.org/10.18653/v1/2020.emnlp-main.596
https://doi.org/10.18653/v1/2020.emnlp-main.596
https://doi.org/10.1109/TKDE.2022.3180362
https://doi.org/10.1109/TKDE.2022.3180362
https://doi.org/10.1109/TKDE.2022.3180362
https://doi.org/10.1145/3308558.3313414
https://doi.org/10.1145/3308558.3313414
https://doi.org/10.1145/3308558.3313414
https://doi.org/10.18653/v1/N19-1370
https://doi.org/10.18653/v1/N19-1370
https://doi.org/10.18653/v1/N19-1370
https://doi.org/10.18653/v1/2020.acl-main.703
https://doi.org/10.18653/v1/2020.acl-main.703
https://doi.org/10.18653/v1/2020.acl-main.703
https://doi.org/10.18653/v1/2020.acl-main.703
https://doi.org/10.18653/v1/2020.acl-main.703


pages 7871–7880, Online. Association for Computa-669
tional Linguistics.670

Yu Liu, Quanming Yao, and Yong Li. 2021. Role-aware671
modeling for n-ary relational knowledge bases. In672
Proceedings of the Web Conference 2021, WWW ’21,673
page 2660–2671, New York, NY, USA. Association674
for Computing Machinery.675

Yaojie Lu, Hongyu Lin, Jin Xu, Xianpei Han, Jialong676
Tang, Annan Li, Le Sun, Meng Liao, and Shaoyi677
Chen. 2021. Text2Event: Controllable sequence-to-678
structure generation for end-to-end event extraction.679
In Proceedings of the 59th Annual Meeting of the680
Association for Computational Linguistics and the681
11th International Joint Conference on Natural Lan-682
guage Processing (Volume 1: Long Papers), pages683
2795–2806, Online. Association for Computational684
Linguistics.685

Yaojie Lu, Qing Liu, Dai Dai, Xinyan Xiao, Hongyu686
Lin, Xianpei Han, Le Sun, and Hua Wu. 2022. Uni-687
fied structure generation for universal information688
extraction. In Proceedings of the 60th Annual Meet-689
ing of the Association for Computational Linguistics690
(Volume 1: Long Papers), pages 5755–5772, Dublin,691
Ireland. Association for Computational Linguistics.692

Haoran Luo, Haihong E, Yuhao Yang, Yikai Guo,693
Mingzhi Sun, Tianyu Yao, Zichen Tang, Kaiyang694
Wan, Meina Song, and Wei Lin. 2023. HAHE: Hi-695
erarchical attention for hyper-relational knowledge696
graphs in global and local level. In Proceedings697
of the 61st Annual Meeting of the Association for698
Computational Linguistics (Volume 1: Long Papers),699
pages 8095–8107, Toronto, Canada. Association for700
Computational Linguistics.701

OpenAI. 2023. Gpt-4 technical report.702

Paolo Rosso, Dingqi Yang, and Philippe Cudré-703
Mauroux. 2020. Beyond triplets: Hyper-relational704
knowledge graph embedding for link prediction. In705
Proceedings of The Web Conference 2020, WWW706
’20, page 1885–1896, New York, NY, USA. Associa-707
tion for Computing Machinery.708
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Appendix781

A Supplement to Data Augmentation782

In addition to the hyper-relational schema, the data783

augmentation strategies for other schemas are as784

follows:785

For event-based schema, given an event-based786

fact (r1, r2, A, r3, B, r4, C), we consider keep-787

ing the main relation r1 unchanged, and swap-788

ping other key-value pairs, {r2, A}, {r3, B}, and789

{r4, C}, positionally, also as labeled training span-790

tuple cases. Thus Rev(A,B,C) = (r1, r2, r3, r4)791

can be augmented with 6 orders of span-tuples:792 

Rev(A,B,C) = (r1, r2, r3, r4),

Rev(B,A,C) = (r1, r3, r2, r4),

Rev(A,C,B) = (r1, r2, r4, r3),

Rev(B,C,A) = (r1, r3, r4, r2),

Rev(C,A,B) = (r1, r4, r2, r3),

Rev(C,B,A) = (r1, r4, r3, r2).

(12)793

For role-based schema, given a role-based fact794

(r1, A, r2, B, r3, C), we consider swapping key-795

value pairs, {r1, A}, {r2, B}, and {r3, C}, posi-796

tionally, also as labeled training span-tuple cases.797

Thus Rro(A,B,C) = (r1, r2, r3) can be aug-798

mented with 6 orders of span-tuples:799 

Rro(A,B,C) = (r1, r2, r3),

Rro(B,A,C) = (r2, r1, r3),

Rro(A,C,B) = (r1, r3, r2),

Rro(B,C,A) = (r2, r3, r1),

Rro(C,A,B) = (r3, r1, r2),

Rro(C,B,A) = (r3, r2, r1).

(13)800

For hypergraph-based schema, given a801

hypergraph-based fact (r1, A,B,C), we consider802

keeping the main relation r1 unchanged, and803

swapping entities, A, B, and C, positionally,804

also as labeled training span-tuple cases. Thus805

Rhg(A,B,C) = (r1) can be augmented with 6806

orders of span-tuples:807 

Rhg(A,B,C) = (r1),

Rhg(B,A,C) = (r1),

Rhg(A,C,B) = (r1),

Rhg(B,C,A) = (r1),

Rhg(C,A,B) = (r1),

Rhg(C,B,A) = (r1).

(14)808

B Supplement to Hetero-ordered Merging 809

In addition to the hyper-relational schema, 810

the hetero-ordered merging strategies for other 811

schemas are as follows: 812

For event-based schema (nr = 4), we com- 813

bine the predicted probabilities of four labels 814

P1,P2,P3,P4 in 6 orders to (A,B,C) order as 815

follows: 816

P1 = P
(ABC)
1 +P

(BAC)
1 +P

(ACB)
1

+P
(BCA)
1 +P

(CAB)
1 +P

(CBA)
1 ,

P2 = P
(ABC)
2 +P

(BAC)
3 +P

(ACB)
2

+P
(BCA)
4 +P

(CAB)
3 +P

(CBA)
4 ,

P3 = P
(ABC)
3 +P

(BAC)
2 +P

(ACB)
4

+P
(BCA)
2 +P

(CAB)
4 +P

(CBA)
3 ,

P4 = P
(ABC)
4 +P

(BAC)
4 +P

(ACB)
3

+P
(BCA)
3 +P

(CAB)
2 +P

(CBA)
2 .

(15) 817

Then, we take the maximum probability to obtain 818

labels r1, r2, r3, r4, forming a 3-ary relational fact 819

(r1, r2, A, r3, B, r4, C) and filter it out if there are 820

null-label in (r1, r2, r3, r4). 821

For role-based schema (nr = 3), we com- 822

bine the predicted probabilities of three labels 823

P1,P2,P3 in 6 orders to (A,B,C) order as fol- 824

lows: 825

P1 = P
(ABC)
1 +P

(BAC)
2 +P

(ACB)
1

+P
(BCA)
3 +P

(CAB)
2 +P

(CBA)
3 ,

P2 = P
(ABC)
2 +P

(BAC)
1 +P

(ACB)
3

+P
(BCA)
1 +P

(CAB)
3 +P

(CBA)
2 ,

P3 = P
(ABC)
3 +P

(BAC)
3 +P

(ACB)
2

+P
(BCA)
2 +P

(CAB)
1 +P

(CBA)
1 .

(16) 826

Then, we take the maximum probability to ob- 827

tain labels r1, r2, r3, forming a 3-ary relational fact 828

(r1, A, r2, B, r3, C) and filter it out if there are null- 829

label in (r1, r2, r3). 830

For hypergraph-based schema (nr = 1), we 831

combine the predicted probabilities of one label P1 832

in 6 orders to (A,B,C) order as follows: 833{
P1 = P

(ABC)
1 +P

(BAC)
1 +P

(ACB)
1

+P
(BCA)
1 +P

(CAB)
1 +P

(CBA)
1 .

(17) 834

Then, we take the maximum probability to ob- 835

tain labels r1, forming a 3-ary relational fact 836

(r1, A,B,C) and filter it out if r1 is null-label. 837
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C Construction of Dataset838

Based on the original hyper-relational schema on839

HyperRED dataset (Chia et al., 2022), we con-840

struct other three schemas (event-based, role-based,841

and hypergraph-based) for fine-grained n-ary RE.842

Firstly, we view the main relation in the hyper-843

relational schema as the event type in the event-844

based schema, combine the head entity and tail845

entity with two extra head key and tail key to846

convert them into two key-value pairs, and re-847

main the auxiliary key-value pairs in the hyper-848

relational schema. Taking ‘Einstein received his849

Doctorate degree in Physics from the University850

of Zurich.’ as an example, it can be represented851

as (Einstein, educated, University of Zurich, {aca-852

demic_major, Physics}, {academic_ degree, Doc-853

torate}) in the hyper-relational schema and (ed-854

ucation, {trigger, received}, {person, Einstein},855

{college, University of Zurich}, {academic_major,856

Physics},{academic_degree, Doctorate}) in the857

event-based schema. Secondly, we remove the858

event type in the event-based schema to obtain the859

role-based schema. Thirdly, we remove all the keys860

in key-value pairs and remain the relation to build861

the hypergraph-based schema.862

D Baseline Settings863

Firstly, for the original hyper-relational schema of864

HyperRED, we adopted the same baselines as in865

the CubeRE paper (Chia et al., 2022) to compare866

with Text2NKG:867

Generative Baseline: Generative Baseline uses868

BART (Lewis et al., 2020), a sequence-to-sequence869

model, to transform input sentences into a struc-870

tured text sequence.871

Pipeline Baseline: Pipeline Baseline uses872

UniRE (Wang et al., 2021b) to extract relation873

triplets in the first stage and a span extraction model874

based on BERT-Tagger (Devlin et al., 2019) to ex-875

tract value entities and corresponding qualifier la-876

bels in the second stage.877

CubeRE: CubeRE (Chia et al., 2022) is the only878

hyper-relational extraction model that uses a cube-879

filling model inspired by table-filling approaches880

and explicitly considers the interaction between881

relation triplets and qualifiers.882

Secondly, for the event-based schema, role-883

based schema, and hypergraph-based schema, we884

added the following baselines to further validate the885

effect of Text2NKG on the fine-grained N-ary rela-886

tion fact extraction task in the HyperRED dataset:887

Text2Event: Text2Event (Chia et al., 2022) is a 888

classic model in the Event extraction domain. How- 889

ever, it is not applicable to extractions of the hyper- 890

relational schema. For the role-based schema ex- 891

traction, we retained the key without referring to 892

the main relation, while for the hypergraph-based 893

schema extraction, we retained the main relation 894

without referring to the key to get the final result 895

for comparison. 896

UIE / LasUIE: UIE (Lu et al., 2022) and La- 897

sUIE (Fei et al., 2022) are unified information ex- 898

traction models that can handle most tasks like 899

NER, RE, EE, etc. However, they are still only 900

suitable for event extraction in the multi-relational 901

extraction domain and are not applicable to extrac- 902

tions of the hyper-relational schema. Therefore, 903

we adopted the same approach as with Text2Event 904

to compare with Text2NKG. 905

Thirdly, under the impact of the wave of large- 906

scale language models brought about by ChatGPT 907

on traditional natural language processing tasks, 908

we added unsupervised large models as baselines 909

to compare with Text2NKG in the n-ary RE tasks 910

of the four schemas. 911

ChatGPT / GPT4: Using different prompts, 912

we tested the latest state-of-the-art large-scale pre- 913

trained language models ChatGPT (Wei et al., 914

2023) and GPT-4 (OpenAI, 2023) in an unsuper- 915

vised manner, evaluating their performance on the 916

extraction of the four schemas. 917

E Hyperparameter Settings 918

We use the grid search method to select the opti- 919

mal hyperparameter settings for both Text2NKG 920

with Bert-base and Bert-large. We use the same 921

hyperparameter settings in Text2NKG with differ- 922

ent encoders. The hyperparameters that we can 923

adjust and the possible values of the hyperparame- 924

ters are first determined according to the structure 925

of our model in Table 4. Afterward, the optimal 926

hyperparameters are shown in bold. 927

Hyperparameter HyperRED

α {1.0, 0.1, 0.01, 0.001}
Train batch size {2, 4, 8, 16}
Eval batch size {1}
Learning rate {1e− 5, 2e-5, 5e− 5}

Max sequence length {128, 256, 512, 1024}
Weight decay {0.0, 0.1, 0.2, 0.3}

Table 4: Hyperparameter Selection.
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F Model Training Details928

We train 10 epochs on HyperRED with the opti-929

mal combination of hyperparameters. Text2NKG930

and all its variants have been trained on a single931

NVIDIA A100 GPU. Using our optimal hyperpa-932

rameter settings, the time required to complete the933

training on HyperRED is 4h with BERT-base en-934

coder and 10h with BERT-large encoder.935

G Further Discussions936

G.1 How does ChatGPT perform in937

Fine-grained N-ary RE tasks?938

We have tried to use LLM APIs such as ChatGPT939

and GPT to do similar n-ary RE tasks, i.e., prompt-940

ing model input and output formats for extraction.941

The advantage of ChatGPT is that it can perform942

similar tasks in a few-shot situation, however, for943

building high-quality knowledge graphs, the perfor-944

mance and the fineness of the n-ary RE are much945

lower than Text2NKG. This is because ChatGPT is946

not good at multi-label classification tasks that con-947

tain less semantic interpretation. When the number948

of labels of relations in our relation collection is949

very large, we need to write a very long prompt950

to tell the LLM about our label candidate collec-951

tion, which again leads to the problem of forgetting.952

Therefore, we have tried numerous prompt tem-953

plates to enhance the extraction effect of ChatGPT,954

however, on fine-grained n-ary RE task, the best955

result of ChatGPT can only reach about 10% of F1956

value on HyperRED, which is much lower than the957

result of 80%+ F1 value of Text2NKG.958

However, advanced LLMs such as ChatGPT959

are a good idea for training dataset generation for960

Text2NKG in such tasks to save some manual la-961

bor to only verify and correct the training items962

generated. For future work, we will continue our963

research in this direction and try to combine large964

language models with Text2NKG-like supervised965

models for automated fine-grained n-ary RE for966

n-ary relational knowledge graph construction.967

G.2 Why first Extracting 3-ary facts and then968

Merging them into N-ary Facts ?969

We use output merging to address the dynamic970

changes in the number of elements in n-ary rela-971

tional facts. The atomic unit of an n-ary fact in-972

cludes a 3-ary fact with three entities. For instance,973

in the hyper-relational fact (Einstein, educated_at,974

University of Zurich, degree: Doctorate degree,975

major: Physics), the Text2NKG algorithm allows976

us to extract two 3-ary atomic facts: (Einstein, edu- 977

cated_at, University of Zurich, degree: Doctorate 978

degree) and (Einstein, educated_at, University of 979

Zurich, major: Physics). These are then merged 980

based on the same primary triple (Einstein, edu- 981

cated_at, University of Zurich) to form a 4-ary fact. 982

The same principle applies to facts of higher arities. 983

As another example demonstrating the problem 984

with merging binary relations: consider the state- 985

ment “Einstein received his Bachelor’s degree in 986

Mathematics and his Doctorate degree in Physics." 987

When represented as binary relations, the facts be- 988

come (Einstein, degree, Doctorate degree), (Ein- 989

stein, major, Physics), (Einstein, degree, Bache- 990

lor), and (Einstein, major, Mathematics). With this 991

representation, we cannot merge these binary re- 992

lation facts effectively because there’s no way to 993

determine whether Einstein’s doctoral major was 994

Physics or Mathematics. This necessitates the use 995

of NKG’s n-ary relationship facts to represent this 996

information, as seen in (Einstein, degree, Doctorate 997

degree, major, Physics). 998

Therefore, using binary facts, we can’t merge 999

them into n-ary facts based on shared elements 1000

within these facts. On the other hand, using facts 1001

with four entities or more makes it challenging to 1002

effectively extract 3-ary atomic facts. 1003

In Section 5.6 and Figure 4(d), we also analyzed 1004

the effects and detailed insights of unsupervised 1005

extraction of arbitrary-arity facts. 1006

G.3 How Text2NKG can address Long 1007

Contexts with Relations spread across 1008

Various Sentences ? 1009

As long as the text to be extracted is a lengthy 1010

piece with entities annotated, it can undergo long- 1011

form n-ary relation extraction. The maximum text 1012

segment size for our proposed method depends on 1013

the maximum text length that a transformer-based 1014

encoder can accept, such as Bert-base and Bert- 1015

large, which have a maximum limit of 512. To 1016

extract from larger documents, we simply need 1017

to switch to encoders with larger context length, 1018

which all serve as the encoder portion of Text2NKG 1019

and are entirely decoupled from the n-ary relation 1020

extraction technique we propose. This is one of the 1021

advantages of Text2NKG. Its primary focus is to 1022

address the order and combination issues of multi- 1023

ary relationships. We can seamlessly combine a 1024

transformer encoder that supports long texts with 1025

Span-tuple Multi-label Classification to process n- 1026

ary relation extraction in long chapters. 1027
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