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Abstract

In the medical field, we have seen the emergence of
health-bots that interact with patients to gather data
and track their state. One of the downstream appli-
cation is automatic questionnaire filling, where the
content of the dialog is used to automatically fill
a pre-defined medical questionnaire. Answering
questions from the dialog context can be cast as a
Natural Language Inference (NLI) task and there-
fore benefit from current pre-trained NLI models.
However, these models have not been generally
trained on dialog input format, which may have
an influence on their performance. In this paper,
we study the influence of dialog input format on
the task. Our results demonstrate that dialog pre-
processing and content selection can significantly
improve performance of zero-shot models.

1 Introduction

Recent pre-training and fine-tuning approaches
have demonstrated strong performance gains on
various natural language processing (NLP) tasks
and benchmarks (Brown et al., 2020). However,
fine-tuning still requires a considerable amount of
task-specific data. Such data is not always avail-
able, and its collection can be very challenging.

One alternative is to use pre-trained models in
a zero-shot setting. In particular, Toudeshki et al.
(2021) showed that pretrained Natural Language
Inference (NLI) models can be used to fill in ques-
tionnaires from dialogs in a zero-shot setting, i.e.,
without fine-tuning on task-specific data. They
used dialogs without any pre-processing, however,
while NLI models are typically trained on non-
dialogic text.

In this paper, we propose different ways of trans-
forming and selecting dialog content, and we anal-
yse the impact of these operations on NLI-based
questionnaire filling. Our experimental results
demonstrate that, in a zero-shot setting, transform-

ing and selecting dialog content yields significant
improvements over a baseline which takes the full
dialog content as input.

2 Related work

Given a text and a question, the purpose of a Ma-
chine Reading Comprehension (MRC) task is to
derive the answer to that question from the input
text (Zeng et al., 2020). Similarly, dialog-based,
Automatic Questionnaire Filling can be viewed as
an MRC task. Understanding multi-turn dialogs
presents several challenges, however, as dialogs
involve multiple speakers and intentions (Li et al.,
2020), information may be imparted across mul-
tiple turns (Sun et al., 2019), topic shifts are fre-
quent (Zhang et al., 2021) and utterances do not
always appear in the form of complete sentences
(Carbonell, 1983).

A simple approach for modeling a multi-turn di-
alog is to concatenate all turns (Zhang et al., 2019;
Adiwardana et al., 2020). However, Zhang et al.
(2018); Yuan et al. (2019) showed that turns-aware
aggregation methods can achieve a better under-
standing of dialogs compared to considering all
turns equally, in retrieval-based response selection
for multi-turn conversations. Similarly, for multi-
turn dialog MRC, turns-aware approach have been
proposed which select turns in the conversation
that are related to the input question. (Zhang et al.,
2021) uses embedding-based similarity to select
such turns while (Li et al., 2020) uses a pre-trained
language model fine-tuned on NLI tasks. Their
results showed that eliminating irrelevant turns ef-
fectively improves results.

Closest to our work, Toudeshki et al. (2021)
showed that pre-trained NLI models can be used to
fill in questionnaires from dialogs in a zero-shot set-
ting. We depart from their work in that we propose
different ways of transforming and selecting dialog
content and investigate how this impact zero-shot,
dialog-based, automatic questionnaire filling.



Dialog

bot: What is the most difficult for you about your sleep ?
patient: I have back pain that prevents me from sleeping.
bot: I'm sorry to hear that. How long have you had back
pain?

patient: Since I’ve been working out, I’ve had constant
back pain at night.

bot: Do you think pain can last for long?

patient: I think it will stop once I stop playing sports.
bot: Should we let time fix the pain?

patient: My doctor thinks that I need to get used to doing
sports and that the pain will disappear after a while.

Questionnaire

1. My pain is a temporary problem in my life.

CQ: (A) no (B) yes (C) NA

ALS: (A) totally disagree (B) rather disagree (C) agree
(D) totally agree (E) NA

Figure 1: An example of a dialog and a question from
the PBPI Questionnaire, answered in CQ and ALS for-
mat

3 Automatic Questionnaire Filling (AQF)

Task. Given a dialog D and a questionnaire @),
the Automatic Questionnaire Filling task consists
in providing an answer a; for each question ¢; € Q.

Questionnaire. We consider two types of ques-
tion: Close Questions (CQ) and Agreement Lik-
ert Scale (ALS) questions. Close questions have
three possible answers (yes, no or Not Applica-
ble, i.e. the dialog does not address the question)
and ALS questions five (totally disagree, rather
disagree, agree, totally agree, NA).

Data. We consider the questions listed in the Pain
Beliefs and Perceptions Inventory (PBPI) question-
naire about pain beliefs and perception (Williams
and Thorn, 1989). The questionnaire includes
sixteen questions, all of them are formulated as
declarative statements with multiple choice an-
swers. PBPI questions along with ALS choices
were used for ALS question type and respectively
with CQ choices for CQ question type.

Dialogs. We evaluate our approach on ten dialogs
collected by having the ComBot health bot (Lied-
nikova et al., 2021) interact with a human agent.
Dialog length varies from 13 to 55 turns and from
166 to 507 tokens, with 23.5 turns and 292.7 tokens
in average.

4 Approach

We model question answering as an NLI task where
the premise is derived from the dialog and the hy-

pothesis from the question. We then derive answers
from the NLI result.

Deriving an NLI hypothesis from a question
and computing the answer. To derive an NLI
hypothesis from a question, we represent questions
as statements (E.g., "I have pain regularly” instead
of "Do you have pain regularly?"). For Close Ques-
tions, the answer is then "yes" if NLI returns an
entailment, "no" if it returns a contradiction and
"NA" if it returns "neutral".

Similarly, for ALS, we represent each question
as a statement and map the NLI result to agreement
choices as follows. If "neutral" has the highest
score, the answer is "NA". Else, the contradiction
score is subtracted from the entailment score. The
subtraction result lies in a range of (-1,1) which is
uniformly divided into 5 segments corresponding
to the 5 ALS answer types.
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Figure 2: Dialog pre-processing schema

Deriving an NLI Premise from the dialog. The
NLI premise is derived from the input dialog using
first, Content Transformation and second, Content
Selection. We describe these operations in the next
section.

Model Architecture. Given a question and a di-
alog, our model, illustrated in Figure 2, answers
the question in three steps as follows. First, the
input dialog is transformed and dialog content is
selected. This creates a premise for NLI. Second,
NLI is applied to determine the entailment relation
between this premise and the question (converted
to a statement). Finally, the NLI results are used to
compute the answer as described above. For NLI,
we use Roberta large (Liu et al., 2019) ! fine-tuned
on the MNLI dataset (Williams et al., 2018).

S NLI-oriented Dialog Pre-processing

We consider different options to transform and se-
lect dialog content. We then explore how each
combination of options impacts AQF performance.

"https://huggingface.co/
roberta-large-mnli
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5.1 Content transformation

Null Transformation (CT,,,,;;). A (transforma-
tion) baseline where we simply concatenate the
turns of the input dialog.

Summary (CTs,,,) . Pairs of non overlapping,
adjacent turns are summarized, and the resulting
summaries are concatenated. In this way, the in-
put dialog is transformed into a sequence of two-
turn summaries. We also tried summarizing the
whole dialog in one go but found that applying
summarization on each two turns rather than on the
whole dialog gives better results. We use the BART-
large model® (Lewis et al., 2020) fine-tuned on
the News summarization corpus XSUM (Narayan
et al., 2018) and on the dialog summarization cor-
pus SAMSum (Gliwa et al., 2019).

Long Answers (CT;,suer). Ininformation seek-
ing dialog, adjacent turns often are question-answer
pairs. Based on this observation, we map each pair
of non overlapping, adjacent turns in the dialog
into a single declarative sentence assuming that the
first turn is a question (e.g., "Which drug did you
take?"), the second is a short answer to that ques-
tion (e.g., "Doliprane") and the sentence derived
from the mapping is a long answer to the question
(e.g., I took Doliprane). To learn this mapping,
we fine-tune TS5 (Raffel et al., 2019), a pre-trained
encoder-decoder model, on two datasets of (ques-
tion, incomplete answer, full answer) triples, one
for wh- and one for yes-no (YN) questions. For
wh-questions, we use 3,000 entries of the dataset
consisting of (question, answer, declarative answer
sentence) triples gathered by (Demszky et al., 2018)
using Amazon Mechanical Turk workers. For YN
questions, we used SAMSum corpus (Gliwa et al.,
2019) which contains short dialogs in chit-chat for-
mat. We created 1,000 (question, answer, full an-
swer) triples by automatically extracting (YN ques-
tion, answer) pairs from this corpus and manually
associating them with the corresponding declara-
tive answer.

This fine-tuned model was applied to each two
subsequent turns of the input dialogs, and the result-
ing declarative sentences were then concatenated to
form the declarative transform of the whole dialog.

https://huggingface.co/Salesforce/
bart-large—xsum-samsum

5.2 Content selection

The transformation operations described in the pre-
vious section yield sequences of dialog turns, two-
turn summaries or full answers. We call these "in-
put units" and consider three ways of pre-selecting
the input units that will be used as premise when
testing for entailment.

Null Content Selection (CS,,,;;)) A (content se-
lection) baseline where the premise is the concate-
nation of all the input units produced by the content
transformation operations (dialog turns, sequence
of two turn summaries, sequence of full form an-
swers).

Unit-Based (CS,,;:s)- Each question is assessed
against each input item. Given an input sequence
I, of length n, the answer a; to a question ¢ is then
determined by aggregating the resulting entailment
probabilities as follows:

* a; = NA if for all input items i € I, the
N A probability is highest.

* a; = Yes (resp. a; = No) if for at least one
item ¢ € I, the Yes (resp. No) probability is
highest and the highest Yes (resp. No) proba-
bility is higher than the highest No (resp. Yes)
probability.

Similarity (CSg;,,). For each question ¢, we
select a subset of input units that are semanti-
cally similar to q. We encode question and input
units using SBERT paraphrase-distilroberta-base-
v2? (Reimers and Gurevych, 2019) and compute
cosine similarity for each (g, input unit) pair. We
then select items whose similarity score is higher
than 0.5, concatenate them and use the result as the
NLI premise.

NLI (CS,,;;). For each question ¢ in the question-
naire, we select the input units that are related to
q using the NLI model (the same model that has
been used for the task). Specifically, we select
sentences which have entailment or contradiction
score higher than 0.5. All selected sentences are
then concatenated to form the NLI premise.

6 Results

We evaluate our approach using macro and
weighted F1 score. Figures 3 and 4 show the results
*https://huggingface.

co/sentence-transformers/
paraphrase-distilroberta-base-v2
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CQ ALS
NA | YES | NO [ macro | weighted | NA [ TD [ RD | A [ TA [ macro | weighted
CThun
CSpun | 025 [ 0.07 [ 031 | 0.21 017 [[021]017[019][0.05[0.04] 013 | 0.1
CSunits | 042070 [ 059 [ 057 | 063 [ 042048 ] 0.0 [ 0.0 [072] 032 | 040
CSsim [ 035]0.69 | 024 [ 043 | 050 [ 0.41[0.16[0.15]0.16[0.69 ] 031 | 038
CSni [ 038074067 ] 060 | 067 [042]053]012/005[073] 037 | 044
CTsum
CSpuu [ 027015030 ] 024 | 021 [0.17]027[020][009]0.13] 017 | 0.16
CSunits | 035043 [ 057 [ 045 | 047 [ 035037 [0.07[0.11][044] 027 | 030
CSgim || 030042004 025 [ 029 [0.29[0.06[0.09]0.12]0.49 [ 0.21 0.26
CSni || 032048 | 061 | 047 | 049 [0.34]041[0.06]0.19]0.54 ] 031 | 036
CTanswer
CSnun | 030 [ 032 [ 0.31 | 031 031 [[029]032]017][009[022] 022 | 022
CSunits | 042071 [ 063 [ 059 | 064 [ 042048 0.0 [0.06[0.70 | 033 | 041
CSsim [ 0361073 035 [ 048 | 056 [039]030[0.08]029[070] 035 | 042
CSni [ 045079 ] 067 ] 064 | 070 [ 0.42]0.61| 00 |005][073] 036 | 044

Table 1: F1-Scores for closed (CQ) and agreement Likert scale (ALS) question type; TD - totally disagree, RD -
rather disagree, A - agree, TA - totally agree. CT: content transformation, CS: content selection.
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Figure 4: F1 macro average for ALS questions

in graphical form. Table 1 shows the breakdown of
the results by answer type.

On both types of questions, content selection
yields significant improvement over the null con-
tent selection baseline (doubling the F1 score for
some configurations) while the long answer trans-
form, which merges pairs of adjacent dialog turns
into statements (CTyy,swer), consistently yields the
best results. For instance, for ALS questions, we
see that using the CT ), swer transformation together
with NLI-based content selection (CS,;;) multi-
plies the macro F1 score by three and the weighted
F1 score by four compared to the CT,,,;;, CSyui
baseline.

From the three content transformation methods,

summarization has the lowest performance which
is likely due to loss of important information and
hallucinations.

The difference between the null (CS,,,;;) and the
unit-based (CS,its) content selection approaches
suggests that the model performs more accurately
when the premise is shorter. In both approaches,
the entire content is considered for final decision.
However, for CS,,,.;;, the model receives all content
at once, while for CS,,,;;s, the model handles the
input content, one item at a time.

Finally, we see that agreement answers (Yes,
Totally agree) have the highest accuracy (over 70%)
in both question types which suggests that the NLI
model is better at confirming rather than rejecting
a statement.

7 Conclusion

In this paper, we studied how dialog pre-processing
can impact the task of filling medical question-
naires based on patient-bot interactions. Our ex-
perimental results show that converting pairs of ad-
jacent turns to sentences and selecting input units
based on their entailment relation with the question
can significantly enhance performance, thereby re-
ducing the need for model adaptation using few-
shot learning.
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A Experiment time estimation

The experiments were conducted with a laptop hav-
ing Intel® Core™ i7-10610U CPU @ 1.80GHz *
8 and NVIDIA Quadro P520.
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B Questionnaire

In this section, we provide the PBPI questionnaire
statements.

[ nb. | Question ]
1 No one is able to tell me why it hurts.

2 | Ithought my pain could be healed, but now I'm
not so sure.

There are times when it doesn’t hurt.

My pain is difficult for me to understand.

My pain will always be there.

I am in constant pain.

If it hurts, it’s only my fault.

I don’t have enough information about my pain.
My pain is a temporary problem in my life.

I feel like I wake up with pain and fall asleep
with it.

11 | I am the cause of my pain.

12 | There is a way to heal my pain.

13 | I blame myself when it hurts.

14 | Ican’tunderstand why it hurts.

15 | One day, again, I won’t have any pain at all.

16 | My pain varies in intensity but it is always
present with me.

—_
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Table 2: List of questions in PBPI questionnaire



