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Abstract

Recent advances in agentic systems for data
analysis have emphasized automation of insight
generation through multi-agent frameworks,
and orchestration layers. While these systems
effectively manage tasks like query translation,
data transformation, and visualization, they
often overlook the structured reasoning pro-
cess underlying analytical thinking. Reasoning
large language models (LLMs) used for multi-
step problem solving are trained as general-
purpose problem solvers. As a result, their rea-
soning or thinking steps do not adhere to fixed
processes for specific tasks. Real-world data
analysis requires a consistent cognitive work-
flow: interpreting vague goals, grounding them
in contextual knowledge, constructing abstract
plans, and adapting execution based on inter-
mediate outcomes. We introduce I2I-STRADA
(Information-to-Insight via Structured Reason-
ing Agent for Data Analysis), an agentic ar-
chitecture designed to formalize this reasoning
process. I2I-STRADA focuses on modeling
how analysis unfolds via modular sub-tasks
that reflect the cognitive steps of analytical
reasoning. Evaluations on the DABstep and
DABench benchmarks show that I2I-STRADA
outperforms prior systems in planning coher-
ence and insight alignment, highlighting the
importance of structured cognitive workflows
in agent design for data analysis.

1 Introduction

Real-time and ad-hoc data analysis in enterprise
environments is a complex task as data tends to be
heterogeneous, non-standard and lacking quality.
This is due to the diversity of systems, the variabil-
ity of human input, and the continuous evolution of
business processes (Rozony et al., 2024). As a re-
sult, data typically undergoes pre-processing before
any analytical queries can be executed. Tradition-
ally, various data harmonization techniques have
been used to address challenges arising from data

in multiple formats, incompleteness, and missing
values (Cheng et al., 2024). Similarly, while deal-
ing with multiple sources, the same entity can have
conflicting attributes due to naming conventions,
out-of-date data etc., necessitating a truth discovery
process before proceeding with any further analysis
(Li et al., 2015). Furthermore, as organizational
processes expand, changes to the data structures
and corresponding analytical requirements result
in significant re-engineering efforts (Putrama and
Martinek, 2024), (Bandara et al., 2023). Thus, it is
imperative that data analytics systems incorporate
procedural knowledge and are knowledge-driven
(Bandara et al., 2023).

LLMs are naturally suited to address these chal-
lenges, given their ability to understand unstruc-
tured data, infer context, and adapt to evolving
semantics across heterogeneous sources. In San-
tos et al. (2025), the authors focus on developing
a system for data harmonization of tabular data
sources using LLMs. In Chen et al. (2023), the
authors leverage representation learning techniques
for multi-modal data discovery and subsequently
query decomposition for planning and execution.
In other similar works like Wang et al. (2025),
Wang and Li (2025) the authors formalize a set
of multi-modal semantic operators which are com-
posed into execution pipelines to answer a query.
These methods focus on tasks like query transla-
tion or data transformation and rely on LLM based
reasoning to perform the tasks effectively. Data
analysis is however a process that involves a formal
set of several cognitive tasks such as understanding
the query/problem, careful planning on collecting
and examining the necessary data, iteratively up-
dating the data for analysis based on examination
and finally performing the most suitable statisti-
cal analysis and communicating it (Grolemund and
Wickham, 2014). Relying on general purpose rea-
soning abilities of LLMs produces sub-optimal re-
sults. For instance, as shown in Song et al. (2025),



LLMs frequently fail at basic compositional reason-
ing—even in relatively simple multi-hop scenarios.
This limitation is especially critical in data analy-
sis, where compositional reasoning is fundamental
for tasks like integrating diverse data points, chain-
ing logic, and deriving high-level insights. We
therefore propose that effective data analysis agents
must be guided by structured reasoning workflows
to produce reliable and goal-aligned analysis.

We introduce I2I — STRADA that enables go-
ing from Information to Insights via a Structured
Reasoning Agent for Data Analysis. The agent
follows a workflow composed of multiple special-
ized sub-tasks, each responsible for a distinct as-
pect of reasoning and planning. We discuss related
work and key limitations in the next section fol-
lowed by the details of our approach. We evaluate
I2I-STRADA on DABstep (Egg et al., 2025) and
DABench (Hu et al., 2024) data analysis bench-
marks that focus on scenarios where agents must
operate under procedural constraints and deliver
insights. Results show significant improvements
in planning quality and alignment with analytical
objectives, underscoring the value of structured
reasoning in agent design.

2 Related work

Recent contributions to data analysis agents can be
categorized into two main streams: (1) those fo-
cused on planning, and (2) those aimed at building
agents for end-to-end analytics platforms.

2.1 Planning focused approaches

DatawiseAgent (You et al., 2025), employs a
(Depth First Search) DFS like planning and incre-
mental code execution mechanism along with self-
debugging capabilities. This approach is proposed
to address the complexities involved in solution ex-
ploration and ensuring the result of code execution
is consistent with the corresponding planning step.
However, the lack of global planning can result
in inconsistencies in the trajectories generated on
the fly. Datalnterpreter (Hong et al., 2024), aims
to produce global execution steps by generating
a graph of tasks for a given problem. The tasks
are chosen from a list of fine-grained task defini-
tions most seen in data processing and data science
pipelines. However, both the methods above do not
incorporate a data understanding step, thereby in-
creasing the chances of erroneous interpretation of
data elements and domain-specific computations.

2.2 Agents for end-to-end analytics platforms

Few approaches focus on complete business in-
telligence (BI) workflows and position the agents
or agentic frameworks as platforms for data anal-
ysis (Weng et al., 2025, 2024; Ma et al., 2023)
— combining query interfaces, tool libraries, and
visualization modules. Weng et al. (2025, 2024)
are broader frameworks that include offline pre-
processing stages to gather metadata for data under-
standing and schema mapping. Hong et al. (2024);
Weng et al. (2025, 2024) focus on having modules
that are specific to stages of insight generation such
as SQL generation, data cleaning, chart genera-
tion, etc. These platform-centric agents prioritize
user workflows — handling tasks like prompt in-
terfaces, chart rendering, and multi-modal output
—while treating reasoning as a black-box module
abstracted behind orchestration layers. Even in
works focusing on insight generation (Weng et al.,
2024; Sahu et al., 2025; Ma et al., 2023), the rea-
soning process is treated as a sequence of Q&As
on the data. While this is strong in guiding explo-
ration, they lack explicit structured planning and
execute using flat reasoning paths.

In particular, existing methods fall short in key
areas that our work aims to address: (1) insufficient
data exploration during early planning, (2) failure
to detect procedural constraints as per the business
rules (in the vastness of the context Shi et al., 2023),
and (3) misalignment between planning and execu-
tion.

3 Approach

Our design is grounded in two key tenets: (1) pro-
gressive abstraction, where we preserve critical
information while filtering noise at each stage; (2)
multi step refinement, using a two-stage planning
process to iteratively improve reasoning quality.
This structured and modular approach enables ro-
bust and interpretable agent behavior in complex
analytical settings.

In this section, we present the architecture and
workflow of I2I-STRADA, detailing how each
component contributes to a structured reasoning
pipeline (see Figure 1).

Goal construction: The initial step involves infer-
ring the user’s analytical goal directly from the
given query. The agent constructs its "beliefs"
about the data by extracting information solely
from the query itself. This early identification of
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Figure 1: The workflow of sub-tasks for I2I-STRADA. A user query is first translated into a contextualized goal
through a structured goal construction phase. This involves understanding the core analytical intent, identifying key
entities and constraints, and outlining a preliminary solution approach—derived solely from the query. The goal is
then refined and grounded using metadata and Standard Operating Procedures (SOPs) to ensure alignment with
available data structures and domain-specific norms. Once contextualized, the goal enters a two-stage planning
process. The workflow scaffolding module defines a high-level strategy, which guides the adaptive planner and
executor—an iterative component that refines actions based on live data interaction. This core reasoning loop is
supported by modules for dynamic tool creation and execution state management, while a communication handler
delivers the final, user-aligned output in the required format. Refer to Algorithm 1.

the problem type is essential for guiding subse-
quent data exploration, and building belief from
scratch ensures that the agent considers every de-
tail relevant to the request. The outcome of this
step consists of:

* Question understanding - Understand the core
intent of the user

» Entity extraction - identifying relevant data
points, dimensions, or concepts mentioned in
the query;

* Generic solution approach - outlining a pre-
liminary high-level strategy; and

* Constraints - detailing any specific limitations
or conditions provided.

Refer to Appendix A for the prompt.

Contextual reasoner: Acting as a bridge
between the initial understanding and a plan of
action, the module grounds the analysis using
contextual information. It references metadata of
the data systems and applicable SOPs to refine
the solution approach derived from the inferred
goal and constructed belief. Utilizing these inputs
helps ensure the resulting plan is not only aligned
with the user’s request but also key procedural
requirements and constraints. Refer to Appendix B
for the prompt.

Two Planning stages:

* Workflow scaffolding: The Workflow Scaf-
folding is the generator of a global plan of
action. This plan is formulated before the
agent interacts with the actual data. This high-
level plan serves as the foundational workflow
or ’scaffold’ that guides the adaptive executor,
allowing for dynamic execution while ensur-
ing the analysis adheres to the defined overall
problem-solving approach. Refer to Appendix
C for the prompt.

» Adaptive planning and executor: It is an it-
erative module that generates execution-level
plans aligned with the scaffolded workflow. It
dynamically adjusts subsequent steps based
on prior execution results, including actual
data exploration and intermediate outcomes.
This adaptability is necessary as complex
tasks require data interaction to inform plan-
ning. The adaptive planner ensures alignment
with the scaffold and tracks plan status itera-
tively. The execution involves writing code
snippets in Python and executing them in a
sandbox. The context of the execution carries
through all the iterations. Refer to Appendix
D, E for the prompts.

Context aware tool creation: The module
utilizes metadata (types of data sources involved)
and instructions (how to process the data, recom-
mended libraries to use etc.) to dynamically create
data processing tools and scripts on the fly. This
is key to analyzing heterogeneous data sources
effectively and extends the solution’s applicability



to Bring Your Own (BYO) data sources.

Dynamic State Handler: Acts as the agent’s dy-
namic working memory, essential due to adaptive
execution planning. It maintains the execution
context across iterations (includes updating vari-
ables) and provides runtime debugging capabilities.

Communication Handler: Manages the
presentation of results, ensuring they address
user goals and conform to required formatting. It
converts raw output based on guidelines or query
context, making information clear and relevant.

4 Evaluation

We evaluate our solution on two recent benchmark
datasets to validate the generalizability of the ap-
proach. The closest benchmark that aligned with
the idea of procedural knowledge driven multi-
source data analysis was DABstep (Egg et al.,
2025). The second benchmark dataset is DABench
(Hu et al., 2024). This dataset has a stronger focus
on statistics and data science. These two datasets
provide a wide spectrum of concepts to test the
efficacy of agentic approach for data analysis.

4.1 Results on DABstep benchmark

The DABstep dataset (Egg et al., 2025), developed
by Adyen in collaboration with Hugging Face con-
tains tasks that test reasoning over financial and op-
erational data. It comprises over 450 tasks that sim-
ulate real-world analytical workflows common in
financial services, such as interpreting transaction
records, navigating policy documentation, and rec-
onciling structured and unstructured data sources.

We used Anthropic’s Claude 3.5 Sonnet in our
agentic workflow. Our agent outperforms several
SOTA data science agents as well as baselines built
using ReACT (Yao et al., 2023) framework with
an accuracy of 80.56% on easy tasks and 28.04%
on hard tasks. Refer to table 1.

Where our agent succeeds:

* Improved planning and failure handling when
writing code

¢ Sensitive to rules mentioned in the SOP

* Planning without overthinking (Easy tasks re-
quire simple plans)

Algorithm 1 I2[-STRADA: Structured Reasoning
Agent for Data Analysis

Require: User query (), Raw data sources D,
SOPs S, Instructions for handling data sources
1

Ensure: Result for the user query in natural lan-
guage I

L. (Offline step): Prepare metadata from D, S
to support structured reasoning

1: M < CREATEMETADATA(D, S)

Main Procedure:
I2I-STRADA(Q, M, S, D, I)

II. Goal Construction

2: Analyze () and build belief state By using
question understanding, entities, constraints
and solution approach

II1. Contextual Grounding
3: Use metadata M and SOPs S to update belief
B() — B

IV. Workflow Scaffolding

4: Generate high-level plan P = {t1,ta, ...
based on B

5: Initialize execution context C(

vt}

V. Adaptive Planning and Execution
6: 141

7: repeat
: Derive tool/code using I, M and
C¢_1 — TZ(D)
9: Execute T;(D), observe results ;
10 Update execution context C;
Based on C}:
11: if £; complete then
12: 141+ 1
13: else
14: continue
15: end if

16: untili=n + 1

VI. Results

17: Based on C,,, contextualize the results to the
user query () and generate response R

18: return R




Agent Easy Level Hard Level Model Family
Accuracy Accuracy

I2I-STRADA (Ours) 80.56 % 28.04 % claude-3-5-sonnet

DICE 75.00% 27.25% 03-mini

O4-mini Reasoning Prompt Baseline =~ 76.39% 14.55% OpenAl 04-mini

Claude 3.7 Sonnet ReACT Baseline  75.00% 13.76% claude-3-7-sonnet

Gemini Data Science Agent 61.11% 9.79% Gemini 2.0 Flash

Claude 3.5 Sonnet ReACT Baseline  77.78% 9.26% claude-3-5-sonnet

Deepseek V3 ReACT Baseline 66.67% 5.56% Deepseek v3

Llama 3.3 70B ReACT Baseline 68.06% 3.70% Llama 3.3 70B Instruct

Table 1: Performance comparison on DABstep benchmark

Agent Accuracy Model Family
Data Interpreter (Hong et al., 2024) 94.93% GPT-40
I2I-STRADA (Ours) 90.27 % claude-3-5-sonnet
Datawise Agent (You et al., 2025) 85.99% GPT-40

Data Interpreter (Hong et al., 2024)  73.55% GPT-4
AgentPoirot (Sahu et al., 2025) 75.88% GPT-4

DatalLab (Weng et al., 2025) 75.10% GPT4

Table 2: Performance comparison on DABench benchmark

Where we see chances to improve:

» The agent seems inconsistent when applying
SOP rule related to handling of “Null” values.
It correctly interprets empty lists (i.e [] ) as
“Null” always but on several occasions, when
a field is explicitly “null”/’None”, it fails to
apply this rule. This seems to be an interpre-
tation problem with Claude 3.5 Sonnet as it
focuses attention on a single example given in
the SOP.

Appendix F presents our agent’s trace on one hard
task. The example represents the attention to detail
arising out of multi-stage refined planning. The rest
of the reasoning traces are available on Hugginface
DABstep submissions for reference.

4.2 Results on DABench benchmark

The InfiAgent-DABench benchmark (Hu et al.,
2024), is specifically designed to evaluate large lan-
guage model (LLM)-based agents on end-to-end
data science tasks across a variety of real-world
domains (Marketing, Finance, Energy etc.). The
core of the benchmark is the DAEval dataset, com-
prising 257 open-ended data analysis questions as-
sociated with 52 diverse CSV files collected from
public sources. The concepts covered by the tasks
include - Summary Statistics, Feature Engineering,

Correlation Analysis, Machine Learning, Distribu-
tion Analysis, Outlier Detection and Comprehen-
sive Data Preprocessing. The dataset doesn’t have
SOPs. We hence provided just the definitions of
the tasks given by as SOP input.

The accuracy metric shown in table 2 is accuracy
by question (ABQ). The numbers are as reported
in the respective papers, and we haven’t attempted
to replicate them. Additionally, we have picked
only the best results from these papers to compare
against.

Where our agent succeeds:

* Single/Multi source, the same workflow with-
out any modifications produces consistently
SOTA results.

* The exact nature of the data analysis task
doesn’t affect the performance. (Domain spe-
cific or pure statistical/data science based)

Where we see chances to improve:

* When applying machine learning algorithms,
the choice of hyperparameters often results in
different results. This could be corrected by
providing an appropriate procedure document.

Appendix G presents our agent’s traces on a hard
task.



5 Conclusion

In this work, we have presented an agentic system
design to address the multifaceted challenges of
data analysis in real-world scenarios. Our approach
leverages a structured workflow composed of spe-
cialized sub-tasks, each dedicated to a distinct as-
pect of reasoning and planning. The multi-step
context refinement process, supported by contex-
tual tool creation ensures that the agent can handle
heterogeneous data sources, perform complex in-
termediate calculations, and support a wide array
of analytical queries.

Our evaluation on the DABstep and DABench
benchmarks demonstrates the effectiveness and
generalizability of our agent. On DABstep, our
agent outperforms other SOTA solutions, particu-
larly excelling in planning and failure handling
when writing code and adhering to SOPs. On
DABench, our agent shows robustness across di-
verse domains and data analysis tasks, maintaining
high accuracy without modifications to its work-
flow. Additionally, our approach substantially ad-
dresses the reasoning limitations of LLMs in com-
plex analytical scenarios (Shojaee*T et al., 2025).

In conclusion, we believe that this approach can
further the development of fine-tuned reasoning
models to be used in agentic systems capable of
performing comprehensive data analysis.

Limitations

While we have used Anthropic’s Claude 3.5 Sonnet,
we see that any change in model requires modifica-
tions to the prompts that best suit the model. This
creates a scalability challenge when evaluating the
system across newly released LLMs. Another limi-
tation relates to the volume of metadata provided
to the model. As the system scales, selecting the
most relevant metadata for a given query becomes
critical and requires a dedicated module for effi-
cient and context-aware selection. Additionally,
generating new reasoning for analytical paths that
have already been explored is often redundant. To
maintain consistency and efficiency, it would be
beneficial to incorporate a reasoning cache with
appropriate retrieval mechanisms.
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A Appendix - Prompt for Goal
construction

o

You are given a user query. You have to
extract the following things from
the query

and context provided to you:

Question understanding : What do you
understand from the question.

Entity extraction: Key entities in
the question.

Solution approach: How to solve the
question in general

Constraints: If any constraints or
any additional details which are
given in the context

which you have to take care while
answering the questions

v

B Appendix - Prompt for Contextual
reasoner

v

Relevant chunks from context: Extract
relevant chunks(exact match) from
the context which help you get the
answer
The context
<context>
{content)
{content2 )
</context>
The user query is given by:
<user query>
{query}
</user query>
The current understanding/belief is
given by:
<belief>
{belief)
</belief>

is given by:

How to
the problem using the context
to you

Provide a solution approach:
solve
given

v

C Appendix - Prompt for Workflow
scaffolding

vy

You are a chatbot who has to create a
checklist for a downstream 'plan
executor ' pipeline.

You have to create checklist to solve
user queries based on the
information

available in the context and the
metadata given to you.

The context is given by:

<context>

{context_for_planner}

</context>

The metadata is given by:

<metadata>

{metadata}
</metadata>

These are the sources
you have:
{files_list}

of the data which
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Follow these instructions:
<instructions >
{custom_instructions }
</instructions >

The output should be only a parsable
JSON whose format is given by:

<output_format >

{output_format}
</output_format>

The user query is:
<user_query>

{query}
</user_query>

o

D Appendix - Prompt for Adaptive
planning and executor (1)

o

You are an Al assistant. You have to
execute a plan given

by a upstream 'planner agent' for
completing a user query.

The plan you have to follow is given by:

<plan>

{plan]
</plan>

The files given to you are:
{files_list}

This is the metadata for the files which
given to you.

When making a query make sure the column
names, values

and everything follows the metadata.

<metadata >
{ metadata}
</metadata >

Follow these instructions:
<instructions >
{instructions}
</instructions >

The output should be only a parsable
JSON whose format is given by:
<output_format >

{output_format}
</output_format>

o

E Appendix - Prompt for Adaptive
planning and executor (2)

o

The response for the query is given by:
{response}

Instructions :

1. Reflect on the output and take the
next step according to the response
as well as the plan.

2. If you get a error on your code,
rewrite the code and make sure you
have no undefined variables .

3. In case of writing code, every query
is independent. \

So make sure you define variable names
before using them directly as
variables only have local scope.

4. You will put the plan status as
completed"”" when you have the final
answer with yourself and you have to
give it to user.

5. The response has to strictly follow
the output format given to you.

"

v

F Appendix - Example trace of
I2I-STRADA on DABstep

Hard task — Task ID: 1434

Question: What is the most expensive MCC for
a transaction of 5 Euros, in general? If there are
many MCCs with the same value, list all of them.
Provide a list as an output even if it is one element.

Guideline: Answer must be a list of values in
comma-separated list, eg: A, B, C. If the answer is
an empty list, reply with an empty string. If a ques-
tion does not have a relevant or applicable answer
for the task, please respond with ‘Not Applicable’.

Trace: Figure 2

G Appendix - Example trace of
I2I-STRADA on DABench

Hard task — Task ID - 28

Question: Perform comprehensive data prepro-
cessing on the dataset, including cleaning, trans-
formation, and handling of missing values. Han-
dle the missing values in the "age’, ’sex’, and ’re-
gion’ columns by removing the corresponding rows.
Transform the "sex’ and ’smoker’ columns to binary
format (0 and 1). Normalize ’age’, *bmi’, ’chil-
dren’, and ’charges’ columns. Report the mean of
each column after the preprocessing.

Trace: Figure 3



Goal inference and belief construction:
Letme help you break this down:

Question understanding:

- Need tofind which Merchant Category Code(s) (MCC) results inthe highest fee fora €5 transaction
- Need to calculate fees using the formula: fe int + rate * transaction_value \/ 10000

- Need to compare across all MCCs and find the one(s). with highest fee

- If multiple MCCs have same highest fee, need tolist all of them

Entity extraction:

- Transaction amount: 5 euros.

- MCC (Merchant Category Code)

- Fee calculation components: fixed_amount, rate

Solution approach:
1. For each MCCin the fee rules:
- Calculate total fee using the formula
~Track the highest fee and associated MCCs
2. Compare fees across all MCCs
3. Return MCC(s) with highest fee

Constraints:
- Need to con:
- Need to use the fee rules from fees.json file (wmch is not directly visible in the context)
- Need to output as a list evenif single MCC

t_type, etc.)

Contextual reasoner:

Solution approachifrom context)

Based on the context, we need to:

1. Look at the merchant_category_code field in fee rules

2. Calculate fee using: fee = fixed_amount + rate * 5\/ 10000
3.Compare across allrules considering the MCCs

4. Find highest fee and associated MCCs

Relevant chunks from context:
* The fee then is provided by ‘fee = fixed_amount + rate * transaction_value \/ 10

* f a field is set to nullit means tha s to all possible values of that field. E.g. nullvzluem aci means that the rules applies for all
possible values of aci.

Note: tothe actual fe C(s) with the highest fee. The
answer would require analyzing the actual fee rules data to calculate and compare fees across different MCCs

the fee rules, | ide the.

Workflow Scaffolding:

['1.Load fees json fle to get all fee rules’,
2. For each fee rule n fees json:", " - Calculate the fee using formula: fee = fixed_amount + (rate * 5\/ 10000)’," -Store the calculated
fee alongwith the corresponding merchant_category_code(s),’ rthe:Ilmercham,category,codelleld contains multiple MCCs,
calculate fee for each MCC', ‘3. Create a di i Cs',"4. Find i
amount fees','S. Find all MCCs. ','6. Load merchant_category_codes.csv to
get descriptions o the identified MCCS', 7. Return the st of MCCs with highest fee (with their descriptions), 8. Important

" - Consider. card_scheme,
I ', -Output should bealitoventt

account_type, et - For each MCC, take the hig
single MCCis found']

ossible e acrossal

Based on the context and metadata, we need tocalculate fees for all possible MCCs for 2 €5 transaction. The plan s structured to:
1.U contains

rat
2. Ca\cululefezs using the given formula: i ixed_amount + rate * transaction_value \/ 10000
3. Consider all possible combinations as mentioned in context that null values apply to all possible values
4 Map he MCCsto theldesriptons usingmerchant_ctegory codescsv for beterunderstanding
5. Return results as a st as specified in the que
The plan ensures all
assumptions.

teps for the executor ts

Adaptive Planning & Executor:

The response forthe query isgiven by:
tion

11 3000 UNITED AIRLINES
12 3001 AMERICANAIRLINES

13 3002 PANAMERICAN

588 7011 LodgingHotels, Motels, andResorts
590 7032 Sportingand Recreational Camps.
625 7512 AutomobileRental Ags

626 7513 Truck and Utility Trailer Rentals

importjson

withopen('fees json, r) as file:
fees_data=json.load(file)

mec_fees={)
for ruleinfees_data

rulelmerchant_category_cod
el fixed, smmmh(mlarmq’svmw;

- UNITED AIRLINES (MCC: 3000)
- AMERICAN AIRLINES (MCC: 3001)

- PAN AMERICAN (MCC: 3002)

- Lodging Hotels, Motels, and Resorts (MCC: 7011)
- Sporting and Recreational Camps (MCC: 7032)

- Automobile Rental Agency (MCC: 7512)

~Truck and Utility Trailer Rentals (MCC: 7513)

ifisinstance(mees, list):
ifmeenot inmee,_fees:
mee_fees|med] = fee

else
mec_fees[mec] =max(mce_fees[m), fee)

B

P Planstatus: completed
lmmiormm. - feeinmec_fees.items) ffee =max_fee] e
The response for the query Isgivenby:

{imax_fee':0.185, 'mccs" [3000, 3001, 3002, 3003, 7011, 7032,

i The final answerguidelines are given by:

1,8, C.If the

import pandasas pd

e ) Botbpplbky

3000, 3001, 3007, 3003, 7011, 7032, 7512, 7513]
in(mec_list'mee’

The final response of the system:

print{max_fee_descriptiors)

Motel
‘Agency, Truck and Utility Trailer Rentals

Planstatus: pending

Figure 2: Trace of the agent for task 1434 from DABstep dataset

Goal inference and belief construction:
Let me break this down systematically;
Question Understanding:

‘The query asks for pipeline that i i ing of missing value
fora dataset containing health insurance-related information.

Entity Extractior
- Columns mentioned: age, sex, region, smoker, bmi, children, charges

- Required output: mean values of all columns

Solution Approach (General):
1. Handle missing values

3. Normalize numerical variables
4. Calculate summary statistics

Constraints:

1. Missing values should be handled by removing rows
2. Sex and smoker columns need binary format (0and 1)
3. mi, children,

4.Final means should be rounded to 4 decimal places

Contextual reasoner:

Relevant Chunks from Context:
1. From Data Preprocessing Task Block:

- Drop/select columns
- Convert data types
- Handle missing values

2. From Transformation Task Block:

- Create new columns
- Normalize, scale, encode, or map values

Workflow Scaffolding:

['1.LoadData:'," -Load nsurance.csv’ into a dataframe”, "2, Handle Missing Values:
sex, bmi, children, smoker, region, charges’,
Categorical Variables:, " - Convert ‘sex' column to binary format:”,

* - Check for missing values in all columns: age,
', '3 Transform

*Map ‘female’ toOand 'male’to 1%, - Convert 'smoker’

column to binary format:","  * Map'no' to 0 and 'yes' to 1 n' column:"," * Create dummy variables (one-hot
encoding), ' * Wil resultn  new colu: regln_southw stheast, _northwest, \_northeast’,'4. Normalize
Numerical Variables:'," -Identify h rges’, " -Apply

between 0and 1’ -Formula:(x-min(x)/ (maxfx) - mm{x))‘ '5. Calculate Summary Statistics:,* - Calculate mean values for all

columns'," -Round the results to 4 decimal places’, . Save Processed Data:'," - Save the preprocessed dataset with all
transformations applied’]

The reasoning given for the plan:

The planii based on tohandle missing values
b , and normalize . The metadata shows us the
exact columnnames an thelrtypes: age’,‘sox, ‘b, children, ‘smoker, region', and charges. For ctegoricalvarlables, we cansee
that 'sex’ *smoker' has d region’ has four distinctvalues. The numerical columns
(age, bmi, child izati context. t cleani , then
d numerical), the
ntext inary i rounding
Adaptive Planning & Executor:
region northeast 0.2622
importpandasas pd region northwest 0.2429
importnumpy asnp region southeast 0.2720
region_southwest 0.2429
#Load data dtype:floatss
df=pd.read_csv(‘nsurance.csv)
df=df.dropnal) Hereareth

The data
mean values forall columns fter preprocessing:
e

T e O Numerical Variables (normalized between 0and 1):
dil'smoker]=dff smoker .map({no’ -

-BMI:0.3956
#ne-hotencoding orregion - Children:0.2150

df=pd.get = ‘region)

Ny
- Sex(0=female, 1=m:
- Smoker (0=no, !‘yej. X

# Normalize numerical vaiables
numerical_cols=['age’, bmi, ‘children, charges']
o e G

ffcol) = (dffcol) - fcollmin() / (¢fcoll.max) - fcoll min()

Region (one-hot encoded):

- Northwest:0.2429

\eans = df.mean().round(4)

Planstatus: pending
@mean_age[0.4610]
@mean_sex(0.5052]

The response forthe query s given by:
‘Summary Statistics (Mean Values): Y

age 0.4610 @mean _children(02190]

sex 05052 @mean_smoker(0.2048]

0.3956 @mean _region[0.2500]

children  0.2190 @mean_charges[0.1935]

smoker 0.2048 &

charges 01339

Figure 3: Trace of the agent for task 28 from DABench dataset
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