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Abstract

Optimal decision-making under partial observability requires agents to balance
reducing uncertainty (exploration) against pursuing immediate objectives (exploita-
tion). In this paper, we introduce a novel policy optimization framework for
continuous partially observable Markov decision processes (POMDPs) that explic-
itly addresses this challenge. Our method casts policy learning as probabilistic
inference in a non-Markovian Feynman–Kac model that inherently captures the
value of information gathering by anticipating future observations, without requir-
ing suboptimal approximations or handcrafted heuristics. To optimize policies
under this model, we develop a nested sequential Monte Carlo (SMC) algorithm
that efficiently estimates a history-dependent policy gradient under samples from
the optimal trajectory distribution induced by the POMDP. We demonstrate the
effectiveness of our algorithm across standard continuous POMDP benchmarks,
where existing methods struggle to act under uncertainty.

1 Introduction

Optimal decision-making under uncertainty is central to building autonomous agents capable of
operating in real-world environments. The ability to quantify and act on uncertainty enables agents
to exhibit greater autonomy and robustness, allowing them to react effectively beyond controlled
laboratory environments — a hallmark of adaptive systems [Feldbaum, 1963]. In practice, sensory
limitations or environmental factors often conceal information required for optimal decision-making.
This setting has been a long-standing challenge in the field of decision theory and the canonical
framework to deal with such scenarios is that of partially observable Markov decision processes
(POMDPs) [Åström, 1965, Aoki, 1967, Sondik, 1971].

The primary challenge of POMDPs lies in the entanglement of probabilistic inference and sequential
planning. At each step, an agent must anticipate how its actions will shape future observations, what
those observations may reveal about the latent state, and how this information can influence future
decisions. Effective decision-making in POMDPs hence necessitates an exhaustive consideration
of all possible state-action-observation trajectories over long horizons. While exact solutions exist
for discrete POMDPs with small spaces [Cassandra et al., 1997, Porta et al., 2005, Poupart et al.,
2006], continuous POMDPs pose far greater challenges, as the belief state becomes an infinite-
dimensional object. Tractable solutions are restricted to linear-Gaussian problems with quadratic
rewards [Aoki, 1967, Stengel, 1994], a special setting where inference and control decouple without
loss of optimality [Bar-Shalom and Tse, 1974]. In more general continuous settings, existing
methods often rely on problematic simplifications, such as an invalid decoupling of inference from
control [Tse and Bar-Shalom, 1975, Li and Todorov, 2007], assuming maximum-likelihood future
observations [Platt et al., 2010], or applying local linear-Gaussian approximations [Van Den Berg
et al., 2012, Indelman et al., 2015].
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Simulation-based methods have recently advanced learning in POMDPs by considering only a random
subset of possible paths in the space of states, observations, and actions, thereby mitigating the curse
of histories [Pineau et al., 2003]. This includes both trajectory-based planners [Hafner et al., 2019b,
Wang et al., 2020] and deep reinforcement learning (RL) algorithms [Wierstra et al., 2007, Igl et al.,
2018, Hafner et al., 2019a, Han et al., 2019, Lee et al., 2020, Meng et al., 2021, Zhang et al., 2023].
However, a weakness shared by many of these RL approaches is their adoption of the so-called
QMDP approximation [Littman et al., 1995] to optimize policies based on latent-state dynamics,
rather than reasoning over the space of beliefs. In QMDP, the latent state is assumed to be fully
observable after a single step, thereby ignoring the impact of future observations on decision-making.
As a result, information gathering becomes incidental, rather than intentional.

We propose a novel policy optimization algorithm for learning in continuous POMDPs. By directly
reasoning over belief trajectories that account for future observations, our approach results in deliber-
ate information gathering. It builds on the well-established connection between optimization and
probabilistic inference [Dayan and Hinton, 1997, Attias, 2003, Kappen, 2005, Toussaint and Storkey,
2006, Todorov, 2008, Rawlik et al., 2012, Levine, 2018, Watson et al., 2020]. This framework is
particularly well-suited for POMDPs, as it casts the coupled interaction between belief propagation
and decision-making as a unified statistical inference problem. This perspective enables the use of
state-of-the-art inference techniques, avoiding the common approximations that often limit traditional
approaches. Our key contributions are:

• A Feynman–Kac model that captures the adaptive nature of decision-making in POMDPs
and naturally incorporates the value of future observations.

• A nested sequential Monte Carlo (SMC) method that simulates adaptive decision-making by
sampling from the optimal trajectory distribution of a POMDP.

• A policy optimization algorithm framed as maximum likelihood estimation within the
Feynman–Kac model, resulting in a novel policy gradient method for POMDPs.

We begin by introducing the notation and objective of POMDPs. We then present our nested non-
Markovian Feynman–Kac model, which captures the coupling between inference and decision-making
in POMDPs. Building on this, we develop an efficient sampling scheme for policy optimization.
Finally, we relate our approach to prior work and evaluate it on standard POMDP benchmarks.

2 Partially Observable Markov Decision Processes

A partially observable Markov decision process is defined by the tuple (S,A,Z, R, f, g). Here,
S ⊂ Rds , A ⊂ Rda , and Z ⊂ Rdz are the sets of allowed states, actions, and observations,
respectively. At any time t ∈ N, the transition model f : S ×A× S → R≥0 defines the likelihood
of moving to a state st+1 after taking action at in state st, denoted as f(st+1 | st, at). The initial
state follows s0 ∼ p(s0). The reward function Rt : S × A → R assigns a reward to a state-action
pair (st, at−1)

2, and the observation model g : S × Z → R≥0 is the probability of observing zt
when the state is st, written as g(zt | st). In a POMDP, the true state st is latent. The agent instead
maintains a belief state p(st | z0:t, a0:t−1) given a history of observations z0:t and actions a0:t−1, with
a0:−1 = ∅ by convention. Finally, a policy is a mapping from observation-action histories to actions.
We consider stochastic policies πϕ(at | z0:t, a0:t−1) parameterized by ϕ.

Modern approaches for POMDPs [Igl et al., 2018, Lee et al., 2020, Hafner et al., 2019a, Meng
et al., 2021, Chen et al., 2022] commonly adopt a learning objective ϕ∗ = argmaxϕ J (ϕ), where

J (ϕ) = Epϕ
[∑T

t=1 Rt(st, at−1)
]

is the expected cumulative reward under the joint density
pϕ(s0:T , z0:T , a0:T−1) of all random variables:

pϕ(·) := p(s0)


T−1∏
t=0

f(st+1 | st, at)πϕ(at | z0:t, a0:t−1)




T∏
k=0

g(zk | sk)

 .

We refer to the objective J (ϕ) as the state-space objective, as it is defined in terms of the state-action
reward Rt(·) and the generative process pϕ(·) induced by the state transition dynamics f(·). We

2For notational convenience, and without loss of generality, we consider a transition-based reward definition
Rt(st, at−1, st−1) [Sutton and Barto, 2018], in which the dependency on st−1 is omitted.
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denote this underlying process as the state-space generative process. While valid, the objective
J (ϕ) obscures the adaptive nature of the decision-making process by not explicitly conditioning on
intermediate observations. This makes it difficult to reason about how the agent’s beliefs evolve over
time, an essential aspect in POMDPs [Kaelbling et al., 1998, Thrun et al., 2005]. In practice, optimal
decision-making in POMDPs involves two intertwined components, as described by the dual control
framework [Bar-Shalom and Tse, 1974]: a backward-looking inference process, which updates the
belief state p(st | z0:t, a0:t−1) using realized observations, and a forward-looking planning process,
which selects actions to maximize the expected future reward Jt:T (ϕ) under the predictive distribution
pϕ(st:T , at:T−1, zt+1:T | z0:t, a0:t−1). Crucially, accounting for future observations zt+1:T enables
exploration, as it encourages the agent to consider how future, yet-to-be-seen information will affect
its beliefs and, consequently, its actions.

To model adaptivity, we depart from paradigms that rely on state-space generative processes. Instead,
we draw on the work of Thrun [1999] and construct an adaptive Monte Carlo simulation procedure
which we denote as the belief-space generative process. We demonstrate that the state-space objective
J (ϕ) is equivalent to a belief-space objective B(ϕ), which is governed by the belief-space generative
process that explicitly tracks and updates the belief.
Proposition 1 (Belief-Space Objective). The expected cumulative reward objective J (ϕ) defined
over a sequence of state-action reward functions Rt(st, at−1) evaluated according to a state-space
generative process pϕ(s0:T , z0:T , a0:T−1) is equivalent to

B(ϕ) = Epϕ(z0:T , a0:T−1)

[
T∑

t=1

ℓt(z0:t, a0:t−1)

]
, (1)

where ℓt(z0:t, a0:t−1) := Ep(st | z0:t, a0:t−1)
[
Rt(st, at−1)

]
is the expected reward under the belief

p(st | z0:t, a0:t−1), and pϕ(z0:T , a0:T−1) characterizes the belief-space generative process:

pϕ(z0:T , a0:T−1) = p(z0)

T−1∏
t=0

p(zt+1 | z0:t, a0:t)πϕ(at | z0:t, a0:t−1), (2)

with p(z0) = Ep(s0)
[
g(z0 | s0)

]
and

p(zt+1 | z0:t, a0:t) =
∫∫

S2

g(zt+1 | st+1) f(st+1 | st, at) p(st | z0:t, a0:t−1) dst dst+1.

The proof is in Appendix A.1. Proposition 1 defines an objective that factorizes according to the
causal structure of decision making: an agent’s belief p(st | ·) depends only on past quantities. This
reformulation expresses the sequential decision-making problem explicitly in terms of histories
(z0:t, a0:t−1) and highlights how agents are incentivized to explore by steering the belief towards
informative observations that improve the expected utility ℓt(·) [Kaelbling et al., 1998]. Next, we
leverage this belief-space generative process and objective within a probabilistic inference framework.

3 POMDPs as Feynman–Kac Models

We present a novel technique to simulate adaptive decision-making and learning in POMDPs. We
leverage the connection between optimization and inference [Toussaint and Storkey, 2006, Levine,
2018] to construct a Feynman–Kac (FK) model that emulates the decision-making process in the
belief space (1), and derive a policy gradient approach for policy optimization. We start with a brief
introduction to Feynman–Kac models and sequential Monte Carlo.

3.1 Feynman–Kac Models and Sequential Monte Carlo

Let x0:T be a sequence of random variables taking values in X (T+1). Their joint probability density
MT (x0:T ) can be decomposed as MT (x0:T ) = M0(x0)

∏T
t=1 Mt(xt |x0:t−1), where M0 is the prior

law of x0 and Mt are transition kernels. Now, let G0 : X → R+ and Gt : X (t+1) → R+ for
t ∈ {1, . . . , T} be so-called potential functions. Then the sequence of distributions

Qt(x0:t) :=
1

Lt
M0(x0)G0(x0)

t∏
k=1

Mk(xk |x0:k−1)Gk(x0:k), t ∈ {0, . . . , T}, (3)
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defines a Feynman–Kac model [Del Moral, 2004] on X (T+1), with Lt being the normalizing constant.

Sequential Monte Carlo (SMC) algorithms or particle filters provide discrete approximations to
Feynman–Kac models [Chopin and Papaspiliopoulos, 2020]. Here we present the bootstrap particle
filter from Gordon et al. [1993]. We start by drawing i.i.d. samples xn

0 ∼ M0 with weights wn
0 ∝

G0(x
n
0 ) for n ∈ {1, . . . , N}, N > 1, and alternate between the following steps for t ∈ {1, . . . T}:

1. Resample: Sample An
t ∼ Categorical(N, {wn

t−1}Nn=1).

2. Mutate: Generate importance samples xn
t ∼Mt(· |xAn

t
0:t−1).

3. Reweight: Assign importance weights wn
t = Wn

t /
∑N

n=1 W
n
t , where Wn

t = Gt(x
n
0:t).

Here, xn
0:t is defined recursively as xn

0:t := (x
An

t
0:t−1, x

n
t ). The algorithm returns a discrete approxima-

tion
∑N

n=1 w
n
t δ(x0:t−xn

0:t) ≈ Qt(x0:t) at each time step t, where δ is the Dirac delta function. It also
provides an unbiased estimate of the marginal likelihood increment Lt/Lt−1 ≈ 1

N

∑N
n=1 W

n
t . For

t = T , samples from the particle filter approximate the terminal smoothing distribution QT (x0:T ).

3.2 Probabilistic Inference for POMDPs

Proposition 1 defines a sequential decision-making problem over observation-action histories, resem-
bling objectives from stochastic control and reinforcement learning [Aoki, 1967, Sutton and Barto,
2018]. This allows us to draw on established techniques for solving such problems. In particular, since
inference and decision-making are inherently coupled in POMDPs, we adopt the control-as-inference
perspective [Toussaint and Storkey, 2006, Levine, 2018] and construct a Feynman–Kac model
over (z0:t, a0:t−1) trajectories. This probabilistic formulation yields a surrogate of the belief-space
objective that serves as the foundation for our policy learning approach.

Let {Ot}t>0 be a sequence of auxiliary binary random variables with a history-dependent likelihood

p(Ot = 1 | z0:t, a0:t−1) ∝ exp
{
η ℓt(z0:t, a0:t−1)

}
, t ∈ {1, . . . , T}, (4)

where ℓt(·) is the expected reward function specified in Proposition 1 and η > 0 is a constant. We
assume the reward function Rt (and hence ℓt) is bounded. {Ot = 1} represents the event that the pair
(zt, at−1) is optimal given the partial trajectory (z0:t−1, a0:t−2), and a higher probability of optimality
corresponds to higher expected reward ℓt. The exponential function is strictly positive and monotonic.
Positive potential functions are required by the Feynman–Kac formalism and monotonicity guarantees
that the potential function maintains the same maximizer as the reward function. For brevity, we
write Ot to denote the event {Ot = 1} and O1:t := ∪tk=1{Ok = 1} to denote optimality of an entire
horizon. With the dynamic process (2) and potential functions (4), we construct an FK model

Ψt(z0:t, a0:t−1;ϕ) := pϕ(z0:t, a0:t−1 | O1:t)

=
1

pϕ(O1:t)
p(z0)

{
t−1∏
k=0

p(zk+1 | z0:k, a0:k)
}

×
{

t−1∏
l=0

πϕ(al | z0:l, a0:l−1)

}{
t∏

m=1

p(Om | z0:m, a0:m−1)

}
,

(5)

for t ∈ {1, . . . , T}. Ψt represents the joint distribution over observation-action trajectories condi-
tioned on optimality until time t. The normalizing constant

pϕ(O1:t) =

∫
p(O1:t | z0:t, a0:t−1) pϕ(z0:t, a0:t−1) dz0:t da0:t−1

quantifies the probability of generating optimal trajectories under the policy πϕ, making it a natural
optimization target in the control-as-inference framework [Toussaint and Storkey, 2006].

This alternative objective serves as a surrogate for the POMDP objective B(ϕ) and can be justified
from multiple perspectives. Optimizing the evidence lower bound [ELBO, Blei et al., 2017] of this
objective is equivalent to solving a maximum entropy RL problem [Ziebart et al., 2008, Rawlik et al.,
2012, Levine, 2018]. Alternatively, directly maximizing log pϕ(O1:t) corresponds to optimizing an
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Algorithm 1: Particle POMDP Policy Optimization (P3O).
input: Initial policy parameters ϕ0, step size sequence {αk}k∈N, and number of samples N .
output: Optimal policy parameters ϕ∗.

1 Set k ← 0.
2 while not converged do
3 Sample {(zi0:T , ai0:T−1)}Ni=1 approximately distributed as ΨT (·;ϕk). // Algorithm 2
4 Estimate the policy gradient ĝk ← 1

N

∑N
i=1

∑T−1
t=0 ∇ϕ log πϕ(a

i
t | zi0:t, ai0:t−1)|ϕ=ϕk

.
5 Update parameters ϕk+1 ← ϕk + αk ĝk and set k ← k + 1.

optimistic risk-sensitive objective [Marcus et al., 1997, Rawlik, 2013, Watson et al., 2020]:

Bη(ϕ) :=
1

η
log pϕ(O1:t) =

1

η
logEpϕ(z0:T , a0:T−1)

exp
η

T∑
t=1

ℓt(z0:t, a0:t−1)


 . (6)

The hyperparameter η controls the degree of risk, with the risk-neutral objective B(ϕ) (1) recovered
in the limit η → 0. In this work, we maximize the objective Bη(ϕ) directly using a Monte Carlo
policy gradient algorithm, which we describe next.

3.3 Particle POMDP Policy Optimization (P3O)

The risk-sensitive belief-space objective Bη(ϕ) is proportional to the log-normalizing constant
log pϕ(O1:T ). As noted in Section 3.1, particle filters provide unbiased estimates of the normaliz-
ing constant, hinting at a natural approach to policy learning: obtain gradients by differentiating
through a particle filter and use gradient ascent. However, the gradient cannot be obtained this way
because standard resampling schemes are discontinuous. While differentiable resampling schemes
exist [Corenflos et al., 2021], they do not easily extend to non-Markovian systems. We circumvent
this issue by estimating the policy gradient directly using Fisher’s identity [Cappé et al., 2005].
Proposition 2 (POMDP Policy Gradient). Consider the risk-sensitive belief-space objective Bη(ϕ)
from (6) and the distribution ΨT (z0:T , a0:T−1;ϕ) from (5). Under suitable regularity conditions, the
pathwise policy gradient of Bη(ϕ) satisfies

∇ϕ Bη(ϕ) ∝ EΨT (z0:T , a0:T−1;ϕ)

T−1∑
t=0

∇ϕ log πϕ(at | z0:t, a0:t−1)

 . (7)

The proof is available in Appendix A.2. Proposition 2 provides a principled way to estimate the
gradient of the objective Bη(ϕ) with respect to the policy parameters ϕ by integrating ∇ϕ log πϕ

under the Feynman–Kac distribution ΨT . This integral is intractable, so we propose constructing
a particle filter targeting ΨT and using the resulting Monte Carlo samples to estimate the policy
gradient [Kantas et al., 2015]. The meta procedure is outlined in Algorithm 1.

While a Monte Carlo estimate of (7) resembles the REINFORCE estimator [Williams, 1992], it
differs significantly. REINFORCE is the gradient of the risk-neutral objective B(ϕ) given by:

∇ϕ B(ϕ) ∝ Epϕ(z0:T , a0:T−1)

T−1∑
t=0

 T∑
k=1

ℓk(z0:k, a0:k−1)

∇ϕ log πϕ(at | z0:t, a0:t−1)

 ,

where pϕ(z0:T , a0:T−1) is the prior policy-induced joint distribution. Monte Carlo estimates of
this expectation typically suffer from high variance, as the prior distribution pϕ(·) is often uninfor-
mative with respect to the reward and rarely samples from high-reward regions. In contrast, our
method samples trajectories directly from the reward-weighted posterior distribution ΨT (·;ϕ), which
concentrates probability mass on high-reward trajectories due to conditioning on the optimality
events O1:T (4). As a result, our estimator benefits from lower variance relative to REINFORCE.
When using sequential Monte Carlo approximations of ΨT (z0:T , a0:T−1;ϕ), which we describe in
the upcoming section, this variance reduction arises naturally from an importance (re)-sampling
correction, yielding a more efficient estimator for the policy gradient.
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Algorithm 2: Particle filter to sample from ΨT (z0:T , a0:T−1;ϕ).
input: Number of history particles N , number of belief particles M , and temperature η.
output: Weighted particle set {zn0:T , an0:T−1, v

n
T }Nn=1 approximating ΨT (z0:T , a0:T−1;ϕ).

notation: Operations indexed by n and m are run over n = 1, . . . , N and m = 1, . . . ,M .

1 Sample belief particles snm0 ∼ p0(s0) and set wnm
0 ← 1/M . // Initialize

2 Sample observation zn0 ∼
∑M

m=1 w
nm
0 g(z0 | snm0 ) and set vn0 ← 1/N .

3 for t← 0 to T − 1 do
4 Sample history ancestor indices: An

t ∼ Categorical(N, {vnt }Nn=1). // Resample
5 Sample belief ancestor indices: Bnm

t ∼ Categorical(M, {wnm
t }Mm=1).

6 Replace history particles: {zn0:t, an0:t−1, v
n
t } ← {z

An
t

0:t , a
An

t
0:t−1, 1/N}.

7 Replace belief particles: {snmt , wnm
t } ← {s

An
t B

nm
t

t , 1/M}.
8 Sample action: ant ∼ πϕ(· | zn0:t, an0:t−1). // Mutate
9 Propagate belief particles: snmt+1 ∼ f(· | snmt , ant ).

10 Sample observation: znt+1 ∼
∑M

m=1 w
nm
t g(· | snmt+1).

11 Weight and normalize belief particles: wnm
t+1 ∝ wnm

t g(znt+1 | snmt+1). // Reweight
12 Estimate expected reward: ℓt+1(z

n
0:t+1, a

n
0:t) ≈

∑M
m=1 w

nm
t+1 Rt+1(s

nm
t+1, a

n
t ).

13 Weight and normalize history particles: vnt+1 ← vnt exp
{
η ℓt+1(z

n
0:t+1, a

n
0:t)

}
.

Implementing a particle filter for ΨT requires sampling from the sequence of target distributions Ψt

defined by the Feynman–Kac model in (5). A critical challenge in POMDPs is that the construction
of these target distributions depends on the intermediate belief distributions p(st | z0:t, a0:t−1), as
both the utility function ℓt(z0:t, a0:t−1) and the predictive process p(zt+1 | z0:t, a0:t) are implicitly
functions of the belief. To address this dependency, we propose nesting two particle filters. The outer
filter targets the trajectory-level distribution defined by the Feynman–Kac model, while the inner
filter maintains an estimate of the belief states required at each step. We use the outer samples to
optimize the parameters ϕ via the policy gradient method in Algorithm 1. We describe the nested
particle filter in detail in the next section.

Remark 1. The target distribution ΨT (5) admits the following decomposition:

ΨT (z0:T , a0:T−1) ∝ p(z0 | O1:T )

T−1∏
t=0

p(zt+1 | z0:t, a0:t,Ot+1:T )
p(Ot+1:T | z0:t, a0:t)

p(Ot+1:T | z0:t, a0:t−1)
. (8)

The terms log p(Ot+1:T | [z0:t, a0:t−1]) and log p(Ot+1:T | [z0:t, a0:t−1], at) stand for the soft value
functions Vt([z0:t, a0:t−1]) and Qt([z0:t, a0:t−1], at) in the control-as-inference framework, as they
describe probabilities of future optimality given partial trajectories [Levine, 2018]. Soft actor-critic
methods learn parametrized approximations of these functions [Haarnoja et al., 2018, Lee et al.,
2020, Zhang et al., 2023]. In contrast, we sample from ΨT directly using a particle filter, bypassing
the need to learn explicit value functions. This decomposition is detailed in Appendix A.3.

3.4 A Particle Filter for the Distribution ΨT

Following the policy optimization algorithm described in the previous section, the final component
required by our method is a procedure to generate samples from the target trajectory distribution
ΨT (z0:T , a0:T−1;ϕ). This section introduces a novel nested particle filtering scheme that enables
such sampling efficiently, thereby supporting the implementation of Algorithm 1.

As illustrated in Section 3.1, a particle filter approximates Feynman–Kac models defined by a
sequence of transition kernels Mt and potential functions Gt. Comparing our target distribu-
tion in (5) to the model in (3), we observe that Ψt corresponds to a Feynman–Kac model with
Mt = pϕ(zt, at−1 | z0:t−1, a0:t−2) and Gt = exp

{
η ℓt(z0:t, a0:t−1)

}
. However, direct application

of particle filtering is not feasible because here both Mt and Gt require computing expectations with
respect to the belief distribution p(st | z0:t, a0:t−1), which is generally not available in closed form.
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To address this, and inspired by the success of nested sequential Monte Carlo algorithms in pa-
rameter estimation problems [Chopin et al., 2013, Crisan and Míguez, 2018], we propose nesting
two (bootstrap) particle filters with interleaved updates. The first particle filter, denoted as the
belief filter, maintains a set of M weighted particles {smt , wm

t }Mm=1 approximating the posterior
p(st | z0:t, a0:t−1) ≈

∑M
m=1 w

m
t δ(st − smt ) according to weights updated recursively using the

observation model, wm
t ∝ wm

t−1 g(zt | smt ). The second filter, denoted as the Feynman–Kac filter,
targets ΨT , while maintaining a set of N weighted particles {zn0:t, an0:t−1, v

n
t , {snmt , wnm

t }Mm=1}Nn=1
with the associated weights updated according to the expected reward vnt ∝ vnt−1 ℓt(z

n
0:t, a

n
0:t−1).

Notice that the state of the Feynman–Kac filter contains the full states of N unique and independent
belief filters, each associated with a history particle (zn0:t, a

n
0:t−1). These belief filters are used within

the Feynman–Kac filter to approximate the reward ℓt(z0:t, a0:t−1) ≈
∑M

m=1 w
nm
t Rt(s

nm
t , ant−1) and

predictive observation distribution p(zt+1 | z0:t, a0:t) ≈
∑M

m=1 w
nm
t g(zt+1 | snmt+1) according to their

definition in Proposition 1. Algorithm 2 outlines the detailed filter operations.

This interleaved construction of particle filters yields a set
{
zn0:T , a

n
0:T−1, v

n
T

}N

n=1
of weighted

samples that are approximately distributed according to ΨT , and can be used to estimate the policy
gradient in Algorithm 1. Nonetheless, such samples may suffer from a problem known as path
degeneracy: as T increases, all trajectories tend to coalesce and share a common ancestor at the initial
time step [Del Moral and Miclo, 2001]. This can lead to higher variance of the policy gradient (7).
To mitigate this, an additional backward sampling step [Godsill et al., 2004] can be applied after
performing Algorithm 2, yielding more diverse trajectories. We detail this procedure in Appendix C.

Algorithm 2 has computational complexity O(NMT ), which increases to O(NM2T 2) when em-
ploying backward sampling (Appendix C). For long-horizon problems, we therefore recommend
avoiding backward sampling and instead tuning the parameter η to mitigate particle degeneracy.

4 Related Work

A substantial body of literature addresses online planning in POMDPs. These algorithms plan from
the current belief, execute the chosen action, incorporate the new observation, and then repeat the
cycle [Silver and Veness, 2010, Ross et al., 2008, Somani et al., 2013, Kurniawati and Yadav, 2016,
Ye et al., 2017]. Although this loop makes them flexible, it also imposes a significant computational
cost, since the planner is invoked after every observation. This procedure may violate the real-time
requirements of certain systems. Moreover, most online planners are designed for discrete POMDPs
and rely on Monte Carlo Tree Search (MCTS) variants [Kocsis and Szepesvári, 2006, Browne
et al., 2012]. While these MCTS-based solvers have been successfully extended to continuous
domains [Sunberg and Kochenderfer, 2018, Lim et al., 2021], such approaches rely on heuristics, like
progressive widening, to artificially limit the branching factor of MCTS.

In contrast to online planners, a separate class of offline algorithms learn value functions and corre-
sponding policies to select optimal actions without replanning [Kaelbling et al., 1998, Thrun, 1999].
Estimating value functions in continuous POMDPs is difficult because they are defined over infinite-
dimensional belief spaces. Therefore, Littman et al. [1995] introduced the QMDP approximation,
which replaces belief-space Q-values with the expectation of fully observable state-space Q-values
under the current belief, see Appendix B.1 and B.2 for more details. This simplification ignores
the value of future information, preventing the agent from performing directed exploration, and is
therefore sub-optimal [Ross et al., 2008]. Despite this, QMDP underpins many popular modern
deep-RL algorithms [Hafner et al., 2019a, Zhang et al., 2019, Wang et al., 2020, Lee et al., 2020, Chen
et al., 2022, Singh et al., 2021, Zhang et al., 2023]. A handful of approaches, such as those proposed
by Igl et al. [2018], Meng et al. [2021] and Yang and Nguyen [2021], avoid the QMDP approximation,
yet they still deviate from Bellman’s optimality principles for POMDPs. Their learning pipelines
interact directly with the environment and estimate the belief state and the returns via Monte Carlo
rollouts driven by the state dynamics, rather than the belief dynamics, as required by the optimality
equations. We discuss this mismatch in further detail in Appendix B.1 and B.3.

Our approach shares technical aspects with prior work. Particle filters have been used in several
POMDP solvers [Thrun, 1999, Coquelin et al., 2008, Igl et al., 2018, Wang et al., 2020, Ma et al.,
2020, Deglurkar et al., 2023], primarily to approximate the belief state. Our method differs in its
use of a nested particle filtering procedure with interleaved updates that not only tracks the evolving
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Figure 1: Benchmarking P3O on a linear-Gaussian quadratic problem. Left: LQG provides a tractable
optimal baseline and P3O converges to a similar performance under general assumptions. Right: the
influence of the temperature η on the variance of the gradient, higher η leads to smaller variance.

belief but also samples optimal observation–action trajectories for policy learning. While Lee et al.
[2020], Wang et al. [2020], Zhang et al. [2023] also adopt a control-as-inference perspective, they
rely on the sub-optimal QMDP approximation, which undermines directed exploration.

5 Numerical Evaluation

For empirical validation, we compare our method, particle POMDP policy optimization (P3O),
against several popular baselines. Stochastic latent actor-critic [SLAC, Lee et al., 2020] combines
the QMDP approximation with the soft actor-critic [SAC, Haarnoja et al., 2018] algorithm to learn a
state-action value function and a history-dependent policy. Deep variational reinforcement learning
for POMDPs [DVRL, Igl et al., 2018] avoids QMDP and learns a belief-dependent policy and value
function. We replace its original advantage actor-critic [A2C, Mnih et al., 2016] training procedure
with SAC to ensure parity. Finally, Dual sequential Monte Carlo [DualSMC, Wang et al., 2020]
employs the QMDP approximation to learn a state-action value function and a belief-dependent
policy via SAC, but also includes a planning step that selects actions based on their estimated
advantage. To isolate algorithmic differences in policy learning, we equip all four methods with the
same particle filter belief tracker, which has oracle access to the true observation models. Complete
experimental details are given in Appendix D and implementations of all algorithms are available at
https://github.com/Sahel13/particle-pomdp.

Our P3O-framework is agnostic to the policy representation: the policy can be explicitly history-
dependent, πϕ

(
at | z0:t, a0:t−1

)
, or belief-dependent, πϕ

(
at | bt

)
where bt := p(st | z0:t, a0:t−1).

History-dependent policies are theoretically appealing, yet training long-horizon recurrent networks
often suffers from vanishing gradients [Pascanu et al., 2013]. Belief-dependent policies sidestep this is-
sue by acting on the instantaneous belief, which is a sufficient statistic of the entire observation–action
history in POMDPs [Sondik, 1971, Kaelbling et al., 1998]. However, finite-sample approximations of
belief have serious drawbacks [Thrun, 1999]: the same belief state can be approximated by different
sets of particles, and neural networks usually cannot respect this invariance. Although this mismatch
can introduce spurious effects, particle-based belief inputs have been empirically effective [Igl et al.,
2018]; consequently, we explore both variants of the policy.

Tractable LQG: We validate our approach against a closed-form linear-quadratic Gaussian (LQG)
benchmark. In this setting, belief propagation is computed exactly using a Kalman filter, and the
optimal policy is an affine function of the Gaussian belief mean [Aoki, 1967]. We test P3O on a
two-dimensional system with linear-Gaussian transition and observation models and a quadratic
reward, where LQG provides a reference for the achievable cumulative reward. Figure 1 compares this
baseline with P3O, which operates without exploiting any analytic structure. As training progresses,
P3O converges toward the optimal performance of LQG. We also use this problem to illustrate the
role of the temperature parameter η in controlling the variance of the policy gradient in Figure 1.
Larger values of η reduce variance but introduce bias through the risk-sensitive objective, while
η → 0 recovers the unbiased REINFORCE gradient at the cost of high variance.

Control Tasks: Here we evaluate on two classical control tasks: stochastic, partially-observed
variants of the pendulum and cart-pole swing-up tasks. In both settings, the agent cannot observe the
velocity components of the state. These tasks are representative of standard control problems, where
active information gathering is not critical. Hence, it is expected that the QMDP approximation should
not be detrimental to learning. This intuition is confirmed by the results in Figure 2. The differences
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the light-dark and triangulation tasks that require deliberate exploration.

0 1 2 3 4 5
x

0.5

0.0

0.5

1.0

1.5

2.0

y

200 150 100 50 0
x

150

100

50

0

50

100
y

0 10 20 30
Time Step

20

40

60

80

E
ig

en
va

lu
e

Figure 3: Example trajectories from the light-dark (left) and triangulation (middle and right) tasks. In
the light-dark environment, the agent learns to steer towards low-uncertainty regions to localize itself,
then moves to the target. We visualize the agent’s belief at every time step. In the triangulation task,
the agent executes a specialized maneuver to estimate its position using only heading measurements.
We plot the largest eigenvalue of the agent’s belief covariance over time. The red dashed lines
represent the shortest path the agent could follow if no information gathering was required.

in convergence speed reflect how frequently gradient steps are performed. P3O and SLAC, which use
recurrent policies over full histories, require complete trajectory rollouts before each update, unlike
DVRL, DualSMC, and P3O with a belief-dependent policy. While belief-dependent policies can
learn faster, their performance can be constrained by the quality of the belief representation, and
(bootstrap) particle filters are known to produce degenerate approximations in certain cases [Bickel
et al., 2008]. This trade-off is evident in the more challenging cart-pole environment.

Light-Dark: Next, we consider a continuous light-dark navigation task [Platt et al., 2010, Van
Den Berg et al., 2012], where an agent must reach a goal state in a two-dimensional plane while
relying on observations with location-dependent noise. Outside a light region, the observation noise
is very large, whereas near the light the agent can localize accurately. The optimal strategy requires
first navigating towards the light to reduce uncertainty before committing to the goal. QMDP-based
baselines, DualSMC and SLAC, are doubly handicapped in this task. Their disregard for information-
gathering results in persistently high-variance observations. This in turn leads to high-variance
bootstrap targets in their Q-learning procedures, inflating gradient noise and stalling learning, as
Figure 2 shows. In contrast, methods that explicitly reason over the belief space, such as P3O, learn to
gather information, then exploit, achieving better performance. Figure 3 depicts an example trajectory
generated by a policy learned with P3O. The policy intentionally steers away from the target to reduce
uncertainty before moving towards the goal state.

Triangulation: In our final experiment, we consider an active triangulation task, in which the agent
must reach the origin in a two-dimensional plane relying solely on heading measurements [Tse
and Bar-Shalom, 1975]. This task is particularly difficult, as accurate distance estimation to the
target requires the agent to perform a special maneuver to collect heading measurements from varied
positions in the state space. As with the previous experiment, this environment has significant
noise both in transitions and observations. P3O successfully learns to solve this task, see Figure 2.
A representative trajectory from a policy learned with P3O is shown in Figure 3, exhibiting a
characteristic S-shape oscillation around the line of sight.
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Ablation Studies: Finally, we conduct ablation
studies to disentangle the effect of P3O’s hyper-
parameters. In Figure 4, we vary the number
of particles used in the Feynman–Kac and be-
lief filters. Increasing the particle count yields
more accurate approximations of the target dis-
tribution ΨT and accelerates learning, though
with diminishing returns. In Figure 5, we exam-
ine the impact of the temperature parameter η.
Proper tuning of η is essential: it controls gra-
dient variance and determines the effectiveness
of policy updates, although too high values of η
can exacerbate path degeneracy in SMC.

6 Discussion

Optimal decision-making in partially observable environments presents fundamental challenges, as
agents have to reason in the space of histories and beliefs. While many existing methods simplify this
complexity using approximations such as QMDP, they typically sacrifice the ability to actively gather
information and perform directed exploration. In this work, we introduced particle POMDP policy
optimization (P3O), a principled policy learning algorithm that operates directly on the belief space.
By formulating the POMDP learning problem within a Feynman–Kac framework, our approach
integrates belief tracking with reward-guided trajectory sampling, enabling principled and efficient
policy optimization under partial observability in continuous domains.

Our experiments, while focused on relatively low-dimensional tasks, highlight a fundamental limi-
tation of several sophisticated algorithms that fail to learn in the light-dark and triangulation tasks.
These tasks expose a key distinction between dual-effect systems, where actions influence both
state transitions and the agent’s uncertainty, and neutral systems, where actions do not affect state
estimation [Feldbaum, 1963, Bar-Shalom and Tse, 1974]. In dual-effect settings, P3O demonstrates a
clear advantage by explicitly incorporating exploration. In contrast, in neutral systems, QMDP-based
algorithms like SLAC and DualSMC are likely to scale better.

Our method is not without limitations. First, the bootstrap particle filter used in our implementation
may not scale well in high-dimensional settings due to increased discrepancy between the proposal and
target distributions. Using more sophisticated proposals that take the likelihood into account [Doucet
et al., 2000] or learning better proposals [Guarniero et al., 2017, Naesseth et al., 2018] may be
necessary to ensure satisfactory performance for high-dimensional problems. Second, the particle
belief-tracker (though not the policy learning loop) requires access to the oracle of the observation
likelihood. Incorporating a learning-based state estimator that can operate from raw interaction
alone is an important direction for future work. Third, quantifying the bias in the score estimate
in Algorithm 2 is a challenging problem that we do not address. While standard SMC methods
have well-understood bias properties (O(1/N) with N particles for additive functionals [Del Moral,
2004]), our nested structure creates more complex bias behavior. Lastly, tuning the risk parameter η is
an open problem. We refer the reader to Watson and Peters [2022] for potential calibration strategies.
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• Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

• While we encourage the release of code and data, we understand that this might not be
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• If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

8. Experiments compute resources
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puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]

Justification: The compute resources used to reproduce the experiments are reported in
Appendix D.
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• The answer NA means that the paper does not include experiments.
• The paper should indicate the type of compute workers CPU or GPU, internal cluster,

or cloud provider, including relevant memory and storage.
• The paper should provide the amount of compute required for each of the individual

experimental runs as well as estimate the total compute.
• The paper should disclose whether the full research project required more compute

than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

9. Code of ethics
Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]

Justification: The research complies with the NeurIPS Code of Ethics.
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• The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.
• If the authors answer No, they should explain the special circumstances that require a

deviation from the Code of Ethics.
• The authors should make sure to preserve anonymity (e.g., if there is a special consid-

eration due to laws or regulations in their jurisdiction).

10. Broader impacts
Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [No]

Justification: The paper presents an algorithmic contribution for learning in POMDPs
without addressing specific applications or deployment scenarios, and hence we do not
anticipate any direct positive or negative societal consequences.
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• The answer NA means that there is no societal impact of the work performed.
• If the authors answer NA or No, they should explain why their work has no societal

impact or why the paper does not address societal impact.
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(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.
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to particular applications, let alone deployments. However, if there is a direct path to
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to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

• The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

• If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

11. Safeguards
Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?
Answer: [NA]
Justification: We do not see a potential risk of misuse for our work.
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• The answer NA means that the paper poses no such risks.
• Released models that have a high risk for misuse or dual-use should be released with

necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

• Datasets that have been scraped from the Internet could pose safety risks. The authors
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• We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

12. Licenses for existing assets
Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?
Answer: [Yes]
Justification: We have provided proper accreditation wherever applicable.
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• The answer NA means that the paper does not use existing assets.
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• For existing datasets that are re-packaged, both the original license and the license of
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Question: Are new assets introduced in the paper well documented and is the documentation
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Answer: [Yes]
Justification: The code implementing the method proposed in the paper is well-documented
and provided in the supplementary material.
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• The answer NA means that the paper does not release new assets.
• Researchers should communicate the details of the dataset/code/model as part of their

submissions via structured templates. This includes details about training, license,
limitations, etc.

• The paper should discuss whether and how consent was obtained from people whose
asset is used.

• At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

14. Crowdsourcing and research with human subjects
Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?
Answer: [NA]
Justification: The paper does not involve crowdsourcing or research with human subjects.
Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
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• Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

• According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

15. Institutional review board (IRB) approvals or equivalent for research with human
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Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
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Answer: [NA]
Justification: The paper does not involve crowdsourcing or research with human subjects.
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• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.
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• We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

• For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.

16. Declaration of LLM usage
Question: Does the paper describe the usage of LLMs if it is an important, original, or
non-standard component of the core methods in this research? Note that if the LLM is used
only for writing, editing, or formatting purposes and does not impact the core methodology,
scientific rigorousness, or originality of the research, declaration is not required.
Answer: [NA]
Justification: Our work does not involve LLMs.
Guidelines:

• The answer NA means that the core method development in this research does not
involve LLMs as any important, original, or non-standard components.

• Please refer to our LLM policy (https://neurips.cc/Conferences/2025/LLM)
for what should or should not be described.
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A Proofs and Derivations

A.1 Proof of Proposition 1

Proof. We begin with the original definition of the objective function J (ϕ):

J (ϕ) = Epϕ(z0:T , a0:T−1, s0:T )

 T∑
t=1

Rt(st, at−1)

 ,

which defines the expected cumulative reward over a fixed horizon, where the expectation is over full
trajectories (z0:T , a0:T−1, s0:T ) given a policy πϕ. By linearity of expectation, we can interchange
the expectation and the sum,

J (ϕ) =
T∑

t=1

Epϕ(z0:T , a0:T−1, s0:T )

[
Rt(st, at−1)

]
.

Now, consider the term Epϕ(·)
[
Rt(st, at−1)

]
. The reward Rt depends only on the state st and the

previous action at−1. We can thus marginalize out variables corresponding to future times t′ > t and
past states s0:t−1:

J (ϕ) =
T∑

t=1

Epϕ(z0:t, a0:t−1, st)

[
Rt(st, at−1)

]
=

T∑
t=1

Ep(st | z0:t, a0:t−1) pϕ(z0:t, a0:t−1)

[
Rt(st, at−1)

]
,

where p(st | z0:t, a0:t−1) is the belief state and pϕ(z0:t, a0:t−1) is the marginal probability of the
history. Now, we can apply the law of total expectation to decouple the expectation over the history
(z0:t, a0:t−1) from the expectation over the state st leading to:

B(ϕ) := Epϕ(z0:T , a0:T−1)

[
T∑

t=1

Ep(st | z0:t, a0:t−1)

[
Rt(st, at−1)

]]
.

The outer expectation with respect to pϕ(z0:T , a0:T−1) averages over all possible histories of obser-
vations and actions generated under the policy πϕ. The inner expectation with respect to p(st | ·)
averages the reward Rt over the possible states st, given a specific history (z0:t, a0:t−1). This ob-
jective is consistent with the definition of POMDP objectives according to Kaelbling et al. [1998].
To simplify the expression, we define an auxiliary function ℓt representing the expected immediate
reward at time t given the history up to that point:

ℓt(z0:t, a0:t−1) := Ep(st | z0:t, a0:t−1)

[
Rt(st, at−1)

]
.

This definition effectively integrates out the dependency on the latent state st by averaging according
to the belief state distribution. Substituting this definition back yields

B(ϕ) = Epϕ(z0:T , a0:T−1)

[
T∑

t=1

ℓt(z0:t, a0:t−1)

]
,

with pϕ(z0:T , a0:T−1) being the belief-space generative process

pϕ(z0:T , a0:T−1) = p(z0)

T−1∏
t=0

p(zt+1 | z0:t, a0:t)πϕ(at | z0:t, a0:t−1),

where p(z0) = Ep(s0)
[
g(z0 | s0)

]
and

p(zt+1 | z0:t, a0:t) =
∫∫

S2

g(zt+1 | st+1) f(st+1 | st, at) p(st | z0:t, a0:t−1) dst dst+1,

as required.
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A.2 Proof of Proposition 2

Proof. We begin with the definition of the risk-sensitive belief-space objective

Bη(ϕ) :=
1

η
log pϕ(O1:T ).

Since η > 0 is just a scalar, we focus on the gradient of the log-marginal likelihood log pϕ(O1:T )

∇ϕ Bη(ϕ) ∝ ∇ϕ log pϕ(O1:T )

=
1

pϕ(O1:T )
∇ϕpϕ(O1:T )

=
1

pϕ(O1:T )
∇ϕ

∫
pϕ(z0:T , a0:T−1) p(O1:T | z0:T , a0:T−1) dz0:T da0:T−1.

Under suitable regularity conditions, we can interchange differentiation and integration (see Mohamed
et al. [2020] for details on when this is admissible)

∇ϕ Bη(ϕ) ∝
1

pϕ(O1:T )

∫
∇ϕ pϕ(z0:T , a0:T−1) p(O1:T | z0:T , a0:T−1) dz0:T da0:T−1.

Next, using the log-ratio trick,∇f = f ∇ log f , the expression becomes:

∇ϕ Bη(ϕ) ∝
1

pϕ(O1:T )

∫
pϕ(z0:T , a0:T−1,O1:T )∇ϕ log pϕ(z0:T , a0:T−1) dz0:T da0:T−1

Now, let’s recall the definition of pϕ(z0:T , a0:T−1) from (2)

pϕ(z0:T , a0:T−1) = p(z0)

T−1∏
t=0

p(zt+1 | z0:t, a0:t)πϕ(at | z0:t, a0:t−1),

and the definition of ΨT from (5)

ΨT (z0:T , a0:T−1;ϕ) := pϕ(z0:T , a0:T−1 | O1:T ) =
pϕ(z0:T , a0:T−1,O1:T )

pϕ(O1:T )
.

Plugging them back into the gradient expression, we get:

∇ϕ Bη(ϕ) ∝ EΨT

∇ϕ log

p(z0)

T−1∏
t=0

p(zt+1 | z0:t, a0:t)πϕ(at | z0:t, a0:t−1)




= EΨT

∇ϕ log


T−1∏
t=0

πϕ(at | z0:t, a0:t−1)

+∇ϕ log

p(z0)

T−1∏
t=0

p(zt+1 | z0:t, a0:t)




= EΨT

T−1∑
t=0

∇ϕ log πϕ(at | z0:t, a0:t−1)

 ,

as required.

A.3 Derivation of Equation (8)

We omit the dependence on ϕ, and start from the definition of ΨT in (5),

ΨT (z0:T , a0:T−1) = p(z0:T , a0:T−1 | O1:T )

= p(z0 | O1:T )

T−1∏
t=0

p(at | z0:t, a0:t−1,O1:T ) p(zt+1 | z0:t, a0:t,O1:T )

= p(z0 | O1:T )

T−1∏
t=0

p(zt+1 | z0:t, a0:t,Ot+1:T ) p(at | z0:t, a0:t−1,Ot+1:T ).
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For the final step, we used the fact that zt+1 and at are conditionally independent of O1:t given
(z0:t, a0:t−1). Using Bayes’ rule, we have

p(at | z0:t, a0:t−1,Ot+1:T ) = π(at | z0:t, a0:t−1)
p(Ot+1:T | z0:t, a0:t)

p(Ot+1:T | z0:t, a0:t−1)
,

where π(at | z0:t, a0:t−1) is the prior (unconditioned) policy. Putting everything together, we get

ΨT (z0:T , a0:T−1) ∝ p(z0 | O1:T )

T−1∏
t=0

p(zt+1 | z0:t, a0:t,Ot+1:T )
p(Ot+1:T | z0:t, a0:t)

p(Ot+1:T | z0:t, a0:t−1)
,

as required.

B Decision-Making in POMDPs

B.1 Bellman’s Optimality Equations

In this section, we briefly review the fundamentals of optimal decision-making in partially observable
Markov decision processes. We use [z0:t, a0:t−1] to denote the history up to time t as a stacked vector.
The solution to a POMDP can be formulated in terms of optimal value functions, Vt and Qt, over
beliefs and actions ([z0:t, a0:t−1], at) as follows [Thrun et al., 2005, Chapter 15]:

Vt([z0:t, a0:t−1]) := max
at∈A

Qt([z0:t, a0:t−1], at), (9)

Qt([z0:t, a0:t−1], at) :=

∫
p(zt+1 | z0:t, a0:t)

×
[
ℓt+1(z0:t+1, a0:t) + Vt+1([z0:t+1, a0:t])

]
dzt+1

(10)

where ℓt+1(z0:t+1, a0:t) = Ep(st+1 | z0:t+1, a0:t)
[
Rt+1(st+1, at)

]
is the expected reward defined in

Proposition 1 and p(st+1 | z0:t+1, a0:t) is the updated belief after following action at and observing
zt+1, retrieved according to a Bayes filter [Särkkä and Svensson, 2023]:

p(st+1 | z0:t+1, a0:t) ∝ g(zt+1 | st+1)

∫
f(st+1 | st, at) p(st | z0:t, a0:t−1) dst.

Unlike in fully observable Markov decision processes (MDPs), where value functions are defined
over finite-dimensional spaces, POMDP value functions Vt and Qt are defined over the infinite-
dimensional space of histories. This makes solving Bellman’s optimality equations significantly
more challenging. Crucially, the value of information gathering is implicitly encoded into the value
function through the predictive distribution over future observations

p(zt+1 | z0:t, a0:t) :=
∫∫

g(zt+1 | st+1) f(st+1 | st, at) p(st | z0:t, a0:t−1) dst dst+1,

so that the expected utility of an action at depends not only on immediate rewards but also its effect
on future belief refinement. This way, an agent can account for the long-term value of observations
that improve its understanding of the latent state and thus influence subsequent decisions.

B.2 The QMDP Approximation

To simplify Bellman’s optimality equations in POMDPs, Littman et al. [1995] introduced what is
known as the QMDP approximation, which replaces (10) with the approximation

Qt([z0:t, a0:t−1], at) ≈ Ep(st | z0:t, a0:t−1)

[
Qt(st, at)

]
=

∫∫
p(st | z0:t, a0:t−1) f(st+1 | st, at)

[
Rt+1(st+1, at) + Vt+1(st+1)

]
dst+1 dst,

where Qt(st, at) is the state-space Q-function of the corresponding fully observable MDP. While
this approach is algorithmically simpler, it relies on a strong, crude assumption: action values are
estimated as if the latent state will be perfectly observable from the next time step onwards. This
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effectively ignores the need for, and potential value of, future information gathering, as it fails to
account for how future observations zt+1 might refine the agent’s knowledge of the latent state and
improve decision-making. Consequently, this method decouples the procedures of probabilistic
inference and decision-making, which are inherently intertwined in POMDPs, making any reduction
in belief uncertainty merely incidental, rather than a directed outcome of the policy. For this reason,
methods that use QMDP fail to address the core POMDP challenge of actively balancing the need
to reduce state uncertainty (exploration) against maximizing expected extrinsic rewards based on
the current state of belief (exploitation). Since optimal POMDP policies must achieve this balance,
policies derived via the QMDP approximation are inherently sub-optimal [Ross et al., 2008]. State-
of-the-art work on POMDPs such as [Hafner et al., 2019b,a, Lee et al., 2020, Wang et al., 2020]
either explicitly or implicitly assume the QMDP setting.

B.3 The Belief-Space Generative Process

The Bellman equations in (9) and (10) are computationally tractable only for a narrow class of
continuous POMDPs. Consequently, state-of-the-art methods typically rely on sampling-based
approximations. A critical distinction arises between reinforcement learning in MDPs and POMDPs,
namely in the generative process used to obtain Monte Carlo samples.

In an MDP, Bellman’s optimality principle defines the value of a state, Vt+1(st+1), as the ex-
pected sum of future rewards. This expectation is taken over the known state-transition dynamics
f(st+1 | st, at). Hence, MDP algorithms interact directly with the transition dynamics to generate
the state-space Monte Carlo tuples of the form (st, at, st+1, rt+1), where rt+1 = Rt+1(st+1, at, st).
These samples are then used to approximate the expectation underpinning the state-value.

In contrast, optimal decision-making in POMDPs must operate in the space of histories or beliefs.
According to Bellman’s principle in POMDPs (10), the value function, Vt+1([z0:t+1, a0:t]), is eval-
uated in expectation over the observation predictive distribution p(zt+1 | z0:t, a0:t). Additionally,
the corresponding reward signal is the expected reward, lt+1 = ℓt+1(z0:t+1, a0:t), given the agent’s
belief. This implies that a theoretically sound sampling-based approach must simulate from this
predictive process and collect the tuples of the form ([z0:t, a0:t−1], at, zt+1, lt+1) to arrive at valid
Monte Carlo estimations of the corresponding value functions.

However, many state-of-the-art reinforcement learning methods for POMDPs appear to deviate
from this required simulation process [Igl et al., 2018, Meng et al., 2021, Yang and Nguyen,
2021]. Instead of simulating from p(zt+1 | z0:t, a0:t), these methods sample observations by in-
teracting with the transition dynamics f(st+1 | st, at) and effectively drawing from the conditional
g(zt+1 | st+1), where st+1 is the true, latent state. Furthermore, they use the raw reward signal,
rt+1 = Rt+1(st+1, at, st) associated with that specific latent state transition, rather than the expected
reward, lt+1 = ℓt+1(z0:t+1, a0:t), associated with agent’s belief. This leads to belief updates that
evolve along a trajectory driven by state-space dynamics, rather than belief-space dynamics.

The result is a fundamental mismatch, because such an approach attempts to estimate a history-
dependent Q-function using state-space Monte Carlo samples. Therefore, policy and value updates
can diverge from the optimal POMDP solution, crippling an algorithm’s ability to properly value
information gathering. The raw reward, rt+1, is tied to a single, realized latent state rather than
reflecting the expected utility of an action under the agent’s full belief. An action that significantly
reduces uncertainty but happens to yield a low reward in a specific sampled trajectory may be
incorrectly penalized, hindering the agent’s ability to learn policies that intelligently trade off between
exploration and exploitation in partially observable settings.

C Backward Sampling

C.1 Overview

Backward sampling is an algorithm used to generate more diverse samples from the smoothing
distribution [Godsill et al., 2004, Lindsten and Schön, 2013]. While the smoothing distribution can
be represented by the ancestral lineage of the trajectories generated by the particle filter, backward
sampling prescribes an additional step: compute the likelihood that each particle from the previous
time step could have led to a given current particle, and sample an ancestor from this distribution.
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As a result, backward sampling can generate trajectories that were not explicitly formed during the
forward filtering pass.

We use the notation for Feynman–Kac models from Section 3.1 and follow the presentation in
Corenflos [2024, Chapter 3]. The formula for backward sampling is based on the trivial identity

QT (x0:t |xt+1:T ) ∝ QT (x0:T ) =
QT (x0:T )

Qt(x0:t)
Qt(x0:t).

After performing particle filtering, we will have weighted particles {xn
0:t, w

n
t }Nn=1 that form a discrete

approximation to the filtering distribution Qt(x0:t) for all t ∈ {0, . . . , T}. We can use these to form
an approximation to QT (x0:t |xt+1:T ) as

QT (x0:t |xt+1:T ) ≈
N∑

n=1

w̃n
t δxn

0:t
(x0:t),

where the smoothing weights w̃n
t are given by

W̃n
t =

QT (x
n
0:t, xt+1:T )

Qt(xn
0:t)

wn
t , w̃n

t = W̃n
t /

N∑
n=1

W̃n
t . (11)

Thus, we need to compute the ratios QT (x
n
0:t, xt+1:T )/Qt(x

n
0:t) in addition to the filtering weights

wn
t . The full backward sampling procedure is as follows:

1. Sample a particle at the final time step: ST ∼ Categorical(N, {wn
T }Nn=1) and xT = xST

T .

2. Then for t ∈ {T − 1, . . . , 0}, sample an ancestor St ∼ Categorical(N, {w̃n
t }Nn=1) and set

xt:T = (xSt
t , xt+1:T ), with the smoothing weights w̃n

t computed using (11).

C.2 Details for the Nested SMC Algorithm

We now discuss how to compute the smoothing weights for our nested SMC algorithm (Algorithm 2).
Observe that one "particle" of the outer particle filter is the set {zt, at−1, B

1:M
t−1 , s

1:M
t } =: Θt, defined

for every t ∈ {1, . . . , T}. When doing backward sampling, at time t, we will have already sampled a
trajectory Θt+1:T , and we need to sample an ancestor Θn

0:t for some n ∈ {1, . . . , N}. Denoting the
distribution of Θn

0:t by ΨM
t , the fraction we need to compute to sample an ancestor for time t is given

by

ΨM
T (Θn

0:t,Θt+1:T )

ΨM
t (Θn

0:t)
=

ΨM
T (zn0:t, a

n
0:t−1, B

n1:M
0:t−1 , s

n1:M
0:t , zt+1:T , at:T−1, B

1:M
t:T−1, s

1:M
t+1:T )

ΨM
t (zn0:t, a

n
0:t−1, B

n1:M
0:t−1 , s

n1:M
0:t )

∝
T−1∏
s=t

πϕ(as | zn0:t, an0:t−1, zt+1:s, at:s−1)︸ ︷︷ ︸
Probability of sampling future actions

M∏
m=1

w
nBm

t
t︸ ︷︷ ︸

Probability of sampling Bm
t

Transition probability for the state︷ ︸︸ ︷
f(smt+1 | s

nBm
t

t , at) .

(12)

Note that we have only written down the terms that are unique to each ancestor Θn
0:t, as the terms

that are common for all n will be normalized away. By using (12) and the stored filtering weights,
we can now perform backward sampling for Algorithm 2 as described in Appendix C.1.

The algorithm developed thus far, while correct, can be improved in two major ways. First, when
we compute the probability of transitioning from a belief state {snmt , wnm

t }Mm=1 to a belief state
{smt+1, 1/M}Mm=1, the expression in (12) looks at the pairwise alignment of individual particles (i.e.,
the probability of sampling smt+1 from s

nBm
t

t ). This is likely to yield very low probabilities for all n
except the previously traced ancestor index At−1, because even if the particle sets represent similar
posterior distributions, their pairwise alignment can be arbitrarily poor. To fix this, we use a solution
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proposed in Iqbal et al. [2024] and integrate over the the resampling indices B1:M
t , yielding the

following transition probability for belief states

p(s1:Mt+1 | sn1:Mt , at) =

∫ M∏
m=1

f(smt+1 | s
nBm

t
t , at) dΨ

M
t (B1:M

t )

=

M∏
m=1

∫
f(smt+1 | s

nBm
t

t , at) dΨ
M
t (B1:M

t )

=

M∏
m=1


M∑
k=1

wnk
t f(smt+1 | snkt , at)

 . (13)

In the second line, we have used the fact that the resampling indices are sampled independently from
a categorical distribution. We replace the second line in (12) with (13).

The second improvement we make to the algorithm concerns its computational complexity. Com-
puting the smoothing weights with (12) and 13 for a single n at a single time step t has complexity
O(M2T ), leading to the full backward sampling algorithm having complexity O(NM2T 2) to sim-
ulate a single trajectory. We improve this to O(M2T 2) by using a modified version of backward
sampling from Bunch and Godsill [2013], in which the ratio in (12) needs to be computed for only
two, rather than N , possible ancestors. For details, we refer to Dau and Chopin [2023].

D Evaluation Details

D.1 Architectures

For history-dependent policies, used in both P3O and SLAC, we use a gated recurrent unit [GRU,
Cho et al., 2014], a type of recurrent neural network [RNN, Elman, 1990], to encode the history into a
fixed-size vector (Table 1), similar to Yang and Nguyen [2021]. This embedding is passed to a multi-
layer perceptron (MLP) to get the mean m and standard deviation σ of the action distribution (Table 2).
Actions are then sampled from a diagonal Gaussian distribution, at ∼ N (m, diag(σ2)).

Table 1: The GRU encoder architecture used for P3O and SLAC.

Layer Size Activation

Input dim(Z ×A) -
Dense 256 ReLU

LayerNorm - -
Dense 256 ReLU

LayerNorm - -
Dense 128 -

LayerNorm - -
GRU 128 -
GRU 128 -
Dense 128 -

Table 2: The MLP decoder architecture used for the policies of all algorithms except P3O. For P3O,
the noise is independent of the input, and hence the output dense layer has size dim(A).

Layer Size Activation

Input Variable -
Dense 256 ReLU
Dense 256 ReLU
Dense 2× dim(A) -

The policy in DVRL uses the belief state, which is a weighted particle set, as input. We concatenate
the particles and their weights, flatten them, and use a dense layer to encode the belief state as a vector
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of size 32. This encoded vector is then passed to the decoder in Table 2 to generate the mean and
standard deviation of the Gaussian action distribution. The process for DualSMC is similar, except
we do not include the weights because the particles are resampled before being passed to the policy,
and we append the mean of the particles to the belief state before flattening [Wang et al., 2020].

For the belief-dependent policy for P3O, we use the set transformer architecture from Lee et al.
[2019] to encode the belief state. The set transformer ensures that the network output is invariant to
permutations of the particles in the belief state. The encoded belief state is passed to the same MLP
decoder in Table 2.

Finally, SLAC, DualSMC, and DVRL also have critic networks. The critic networks for SLAC and
DualSMC have the same architecture, given in Table 3. The critic networks for DVRL use the belief
state as input (encoded in the same way as for the policy), and the architecture is given in Table 4.

Table 3: Critic network architecture for SLAC and DualSMC. The input is state, action, and time.
The input state is randomly sampled from the belief distribution.

Layer Size Activation

Input dim(S ×A) + 1 -
Dense 256 ReLU
Dense 256 ReLU
Dense 1 -

Table 4: Critic network architecture for DVRL. The input is the encoded belief state, action, and time.

Layer Size Activation

Input 32 + dim(A) + 1 -
Dense 256 ReLU
Dense 256 ReLU
Dense 1 -

D.2 Training Details

SLAC, DualSMC, and DVRL all use soft actor-critic [SAC, Haarnoja et al., 2018] as the base RL
algorithm. Our SAC implementation and the hyperparameters chosen for training are based on the
implementations in CleanRL [Huang et al., 2022] and Brax [Freeman et al., 2021]. Please see the
code for full hyperparameter specification for all reference algorithms.

For all algorithms considered (including P3O), we use a particle filter with 32 particles to track the
belief state. Additionally, for P3O, the outer particle filter has 128 particles. Unlike in Algorithm 1,
which would use all 128 trajectories to perform one gradient step, we use mini-batches to perform
multiple gradient updates per nested SMC run to improve sample efficiency.

For P3O, we use an additional slew rate penalty in the reward function that penalizes large changes in
action in adjacent time steps. We found that this was necessary to ensure that the trajectories sampled
using Algorithm 2 are smooth enough for the GRU networks to learn.

All our experiments were carried out on an NVIDIA A100 80GB GPU. For complete details,
including the scripts used for the experiments, see the source code at https://github.com/
Sahel13/particle-pomdp.
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