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Abstract

Vision-language models (VLMs) are achiev-001
ing increasingly strong performance on multi-002
modal tasks. However, reasoning capabilities003
remain limited particularly for smaller VLMs,004
while those of large-language models (LLMs)005
have seen numerous improvements. We pro-006
pose a technique to transfer capabilities from007
LLMs to VLMs. On the recently introduced008
ChartQA (Masry et al., 2022), our method009
obtains state-of-the-art performance when ap-010
plied on the PaLI3-5B VLM by Chen et al.011
(2023c). We first improve the chart represen-012
tation by continuing the pre-training stage us-013
ing an improved version of the chart-to-table014
translation task by Liu et al. (2023a). We015
then propose constructing a 20x larger dataset016
than the original training set. To improve017
general reasoning capabilities and improve nu-018
merical operations, we synthesize reasoning019
traces using the table representation of charts.020
Lastly, our model is fine-tuned using the mul-021
titask loss introduced by Hsieh et al. (2023).022
Our variant ChartPaLI-5B outperforms even023
10x larger models such as PaLIX-55B without024
using an upstream OCR system, while keep-025
ing inference time constant compared to the026
PaLI3-5B baseline. When rationales are fur-027
ther refined with a simple program-of-thought028
prompt (Chen et al., 2023a), our model out-029
performs the recently introduced Gemini Ultra030
and GPT-4V.031

1 Introduction032

Visual language, where text and images work to-033

gether to deliver information, can be expressed034

through charts, plots, and diagrams. Multimodal035

reasoning within this context is challenging, as it036

involves linking visual properties (like color, line037

style, and positioning) with textual content (such038

as legends and units).039

Many recent advances of vision-language mod-040

els (VLMs) come from techniques enabling better041

representations (Dosovitskiy et al., 2021; Lee et al.,042

Question: What's the difference between the highest value
of the red line and the lowest value of the green line? Answer: 79

Fig. 1: Example from the ChartQA validation set.

2023), giving the model the ability to understand 043

core elements of the image, a necessary building 044

block for basic reasoning. However, complex rea- 045

soning capabilities which combine the core repre- 046

sentation of the image with semantic understanding 047

of a question to provide an answer, have been rather 048

limited. Models oftentimes are not able to contextu- 049

ally combine image and text representations. One 050

technique that improves reasoning capabilities in 051

large-language models (LLMs) includes in-context 052

learning for eliciting reasoning such as chain-of- 053

thought prompting (Wei et al., 2023), decompos- 054

ing tasks (Zhou et al., 2023) or composing stored 055

facts in weights (Press et al., 2023). Fine-tuning 056

on datasets with rationales (Magister et al., 2023; 057

Hsieh et al., 2023) has been shown to be effective 058

for smaller models. In this work, we tackle im- 059

proving reasoning capabilities in VLMs through 060

better learn image representations, followed by fine- 061

tuning on synthetic datasets with reasoning traces 062

generated by more capable LLMs. We also ex- 063

plore a hybrid online setup for numerical reasoning 064

refinements. 065

We empirically show that this indeed improves 066
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performance through experiments on ChartQA067

(Masry et al., 2022). Visual-question answering068

on charts quantifies the ability of a VLM to reason069

using complex information presented. Oftentimes070

answering the question requires implicit or explicit071

information extraction, followed by intermediate072

grouping or computations using the extracted infor-073

mation, and reasoning with the final quantities, as074

shown in Figure 1.075

Vision-language models (VLMs) such as PaLI-X076

and PaLI-3 are hybrid model architectures which077

use a vision and a language backbone to solve vi-078

sual tasks (Chen et al., 2023b,c). The training079

recipe typically involves a pre-training stage fo-080

cused on learning a good internal representation,081

followed by a downstream fine-tuning stage. Chen082

et al. (2023c) note that PaLI-3 falls behind PaLI-083

X on ChartQA likely due to its limited reasoning084

capabilities. Results presented in this work sug-085

gest that the lack of a pre-training task for learning086

better chart representations, as done in Liu et al.087

(2023b), may be another reason.088

Enhancing the reasoning capabilities of large lan-089

guage models (LLMs) such as PaLM-2 (Anil et al.,090

2023) or GPT-4 (OpenAI, 2023) is a very active091

research area. While reasoning is considered an092

emerging property with scale (Wei et al., 2022),093

Press et al. (2023) argue that simply scaling only en-094

ables better memorization of knowledge and does095

not enable composing multiple stored facts into an096

answer. On the other hand, prompting techniques097

enacting complex reasoning on downstream tasks098

have been shown to be very effective (Wei et al.,099

2023) (Zhou et al., 2023).100

Transferring reasoning capabilities from large to101

small models enables reducing serving costs, while102

increasing task performance. Hsieh et al. (2023)103

have introduced an effective multi-task framework104

which enable small models to outperform their105

much larger counterparts using less data. They106

do so by leveraging rationale generation as a sepa-107

rate task, instead of more standard distillation ap-108

proaches, which first infer the rationale, followed109

by the answer (Magister et al., 2023). We apply this110

framework for the first time on multimodal tasks.111

Contributions Our main results can be summa-112

rized as follows: (i) we introduce an efficient recipe113

consisting of a pre-training task and fine-tuning114

task with synthetic datasets using a multi-task setup115

for improving reasoning capabilities, (ii) we ob-116

tain SoTA performance by significantly improving117

PaLI-3 performance on the ChartQA benchmark 118

with our recipe and using 10x less parameters than 119

prior work, (iii) we perform numerous ablation ex- 120

periments quantifying the impact of the techniques 121

used in our recipe. 122

The remainder of this paper is structured as fol- 123

lows. Section 2 describes related work, followed 124

by Section 3 which introduces the construction of 125

the training datasets. Section 4 illustrates our novel 126

pre-training and fine-tuning recipe, followed by 127

Section 5 describing the experimental setup and 128

main results. Lastly, Section 8 delivers a conclu- 129

sion and recommendation for future work, followed 130

by Section 9 where we acknowledge limitations of 131

the current work. 132

2 Related Work 133

VLM landscape Vision-language models usu- 134

ally combine a vision backbone with a language 135

backbone. Frequently it is a Vision Transformer 136

(ViT) (Dosovitskiy et al., 2021) coupled with a 137

Large Language Model via an encoder-decoder 138

(Chen et al., 2023b) or decoder-only (Alayrac et al., 139

2022) architecture. More recently, models such as 140

Fuyu-8B (Bavishi et al., 2023) explore projecting 141

the image directly through the language backbone. 142

In this work we extend PaLI-3, an encoder-decoder 143

architecture with ViT-3B as vision and UL2-2B as 144

language backbones. We refer the reader to Chen 145

et al. (2023c) for a complete overview of PaLi3. 146

Existing approaches for chart understanding 147

The task of answering questions on charts is, along- 148

side documents and infographics, part of a broader 149

set of tasks commonly referred to visually-situated 150

language understanding, where text and image can- 151

not be treated separately (Lee et al., 2023). Fine- 152

tuned models on downstream ChartQA include 153

PaLI-3 (Chen et al., 2023c), MatCha (Liu et al., 154

2023b) and UniChart (Masry et al., 2023). Among 155

these, UniChart takes the most similar approach 156

to ours, pre-training a chart image encoder as vi- 157

sion backbone and BART decoder (Lewis et al., 158

2019) as language backbone. Alternatively, Liu 159

et al. (2023a) took the approach of decomposing 160

question-answering into first translating the chart 161

into a table, then querying an LLM in a plug-and- 162

play fashion. Here our main focus is on fine-tuned 163

self-contained models, however we show that a sim- 164

ple refinement using a much larger LLM, continues 165

to improve performance as well. 166
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The role of upstream OCR systems A chart167

usually has an underlying equivalent tabular rep-168

resentation of the data. However, decoding the169

tabular representation remains a challenging prob-170

lem. Alternatively, charts can be passed through an171

OCR system to extract an unstructured text repre-172

sentation of the image. (Luo et al., 2021) combine173

chart-specific extraction logic with an OCR sys-174

tem to extract key information from the charts. As175

intuitively expected, usually the use of an OCR176

system improves downstream quality. In this work,177

we assume the model only has access to the chart178

image.179

Improving chart reasoning with synthetic data180

Having the pre-training mixture specialize on chart181

tasks is effective (Liu et al., 2023b). We further182

extend the chart derendering task, which translates183

charts to code or to table. Similar to our approach,184

Methani et al. (2020) and Masry et al. (2023) have185

made use of programmatic templates to a synthe-186

size complex QA pairs. However, instead of using187

an LLM to generate chart summaries as in Masry188

et al. (2023), here we use it to generate additional189

QA pairs with rationales. These generated exam-190

ples together with synthetic programmatic exam-191

ples are key in the pre-training and fine-tune stages192

of our model.193

3 Dataset194

3.1 Brief description of ChartQA195

ChartQA is one of the widely adopted visual196

question-answering benchmarks for reasoning ca-197

pabilities of VLMs.198

The standard ChartQA benchmark has two com-199

ponents: (a) human set and (b) augmented gen-200

erated set. The augmented set has been machine201

generated and is more simplistic in nature than the202

human set.203

The charts in the dataset come from four sources204

(Statista, Pew, Our World in Data and OECD). Gold205

tables are available for all sources, except for Pew,206

where the tables are inferred using a combination207

of heuristics and the ChartOCR model (Luo et al.,208

2021).209

3.2 Synthetic Generation Methods210

In this work, we use LLMs to synthesize additional211

examples paired with rationales generated using212

chain-of-thought prompting. We use the tabular213

representation of charts present in the training set214

Question: “Find the difference between the largest value and the median of all values?"
Table: "TITLE | Change in death rate from tuberculosis, by age, Equatorial Guinea,
2004\nCountry | Change in death rate from tuberculosis, by age, Equatorial Guinea, 2004\n70+
years old | 451.03\n50-69 years old | 180.56\n15-49 years old | 28.81\nUnder-5s | 17.65\n5-14
years old | 1.7"
Answer: 422.22
Rationale: "The table shows the change in death rate from tuberculosis by age in Equatorial
Guinea in 2004. The largest value is 451.03 and the median is 17.65. The difference between
the largest value and the median is 422.22.”

Fig. 2: ChartQA-Rationale-S: For each example of the
original training set, we synthesize a rational based on
the table, the question and the answer.

as a way to mediate the lack of vision input into 215

LLMs. 216

The data we synthesize increases the diversity of 217

the original training set, especially with examples 218

that require extracting multiple quantities from the 219

chart and perform reasoning using them. 220

We combine two approaches that focus on this 221

type of examples, specifically we use a LLM for 222

synthesizing rationale generation and extra ques- 223

tion answer pairs. We also use a programmatic ap- 224

proach for generating arithmetic question answer 225

pairs. 226

Rationale Generation We augment the original 227

training set with synthetic explanations on why 228

an answer is reached. We achieve this by using 229

PaLM 2-S to predict a rationale on an input tu- 230

ple of (table,question,answer) with a 4-shot 231

prompt, as illustrated in Figure 4. We refer to this 232

set as ChartQA-Rationale-S. 233

By requesting the model to provide justifications 234

for ground truth answers, which are typically accu- 235

rate, we witness a significant reduction in halluci- 236

nations. A notable exception is when the answer 237

itself is wrong, which happens more frequently for 238

the ChartQA augmented set than the human set. 239

However, we did not perform a detailed investiga- 240

tion of this aspect in the generated training sets. An 241

instance of the generated rationale can be seen in 242

Figure 2. 243
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ExtraQA Generation We hypothesize that the244

original training set is too small to contain enough245

diversity in the examples to enable solving more246

complex QA questions such as the ones present247

in the human validation set. Therefore we used a248

1-shot prompt illustrated in Figure 5 to generate ad-249

ditional examples covering types of errors we iden-250

tify by examining the model performance on the251

validation set. The prompt is adapted from the one252

used in (Liu et al., 2023a). An example of a gener-253

ated sample can be seen in Figure 7. We used both254

PaLM 2-S and PaLM 2-L to generate the examples255

and refer to the respective datasets as ChartQA-256

ExtraQAR-S/L. We perform only lightweight filter-257

ing of generated examples that deviate from the im-258

posed structure. If we cannot parse from the LLM259

response all three elements, we simply drop the260

example. However, we do not verify the generated261

examples for hallucinations, fluency or perform any262

other model-based verification.263

ArithmeticQA Generation It is well known that264

large language models have difficulties in per-265

forming arithmetic computations accurately. For266

ChartQA, this is particularly exacerbated by the267

fact that the small training dataset is adequate for268

the specifics of the arithmetic questions one can269

have for charts (as represented by the test set). We270

programmatically create examples which either re-271

quire numeric reasoning or a comparative analysis272

of multiple chart elements. Examples are illus-273

trated in Figure 8 and Figure 9. We abstracted the274

questions into templates and used a fixed set of275

mathematical operations such as median, max, min276

etc. For each template we created a rationale to277

teach the model a plan to solve the arithmetic prob-278

lems. For example, computing the mean requires279

first looking up the values, then adding them up and280

finally dividing the value by the total. For each type281

of arithmetic we created multiple templates both282

for the questions and rationales. The source data283

we used are only the ChartQA human examples,284

using the available tables. The type of questions285

and their count can be found in Table 1.286

Question Type Count #

Mean 235K
Subtraction 90K
Other 32K

Total 357K

Table 1: Examples are mostly means or subtractions.

3.3 Resulting Dataset 287

The final dataset is roughly 20x larger than the 288

original one and is described in Table 2. Sampling 289

was done using greedy decoding with temperature 290

τ = 0. We used the augmented and human sets to 291

generate examples. 292

PaLM 2-S vs. 2-L The same prompt was used 293

for all examples in the synthetic dataset. We note 294

that using samples from both LLMs improves per- 295

formance, but ablation studies do not indicate one 296

is better than the other. We hypothesize that diver- 297

sity matters more than model size, but we have not 298

investigated sampling strategies. 299

4 Method 300

Our work builds on top of PaLI-3 architecture and 301

pre-training recipe, which consists of two back- 302

bones, a Vision Transformer ViT-2B and Text 303

Encoder-Decoder UL2-3B. Our starting point is 304

the recipe described by Chen et al. (2023c). The 305

uni-modal pre-training stage trains the vision en- 306

coder using contrastive loss through the SigLIP 307

loss, while the language encoder-decoder is pre- 308

trained using the UL2 loss. Both backbones are pre- 309

trained jointly using a multi-modal stage. Lastly 310

the resolution increase stage enables the vision en- 311

coder backbone to work with 812x812 resolution 312

images. We continue pre-training using this check- 313

point. 314

4.1 Pre-training: Chart2Table Mixture 315

Extending the work done by Liu et al. (2023a), we 316

use a chart-to-table dataset mixture to continue pre- 317

training with the ViT backbone unfrozen, which 318

facilitates learning an internal representation of the 319

chart. We do not explicitly use the tabular conver- 320

sion further downstream. 321

Dataset For learning this representation, we com- 322

bine several chart-to-table derendering tasks into 323

a mixture: (1) synthetic chart-to-table data simi- 324

lar to the synthetic mixture introduced by Liu et al. 325

(2023a). We traverse different combinations of plot- 326

ting options in matplotlib and seaborn to randomly 327

plot tables from Wikipedia into charts of different 328

layouts. (2) the chart-to-table mixture introduced 329

by Masry et al. (2023). (3) The chart-table pairs 330

from the train set of DVQA (Kafle et al., 2018). 331

(4) The chart-table pairs from the train set of TaTA 332

(Gehrmann et al., 2022). (5) The chart-table pairs 333
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Dataset Human # Augmented # Total Rate #

ChartQA-Rationale-S 7398 20901 28.3K 15%
ChartQA-ExtraQAR-S 23261 69433 92.7K 15%
ChartQA-ExtraQAR-L 16388 50468 66.9K 30%
ChartQA-ArithmQAR 357000 - 357.0K 40%

ChartQA-Synth (Total) 544.9K

Table 2: Overview of the synthetic datasets created and used in experiments. The suffix denotes the size of the
PaLM 2 model used. The rate is used only for the final mixture. The total number of examples synthesized is 20x
the original size of the ChartQA dataset.

introduced in Benetech - Making Chart Accessi-334

ble Kaggle challenge1. A complete listing of data335

source, sampling weight, and number of examples336

is shown in Table 3.337

Component Rate Size

Synthetic 44.0% 1.2M
UniChart 39.5% 612K
DVQA 3.2% 200K
ChartQA 3.2% 22K
TaTa 3.2% 6.7K
Chart2Text 3.2% 24K
Benetech Challenge 3.2% 21K
PlotQA 0.5% 224K

Total 2.37M

Table 3: Pre-training datasets for learning chart repre-
sentations include examples from numerous tasks that
have paired chart images with table representations.

4.2 Fine-tuning: Multi-task Loss338

After the pre-training stage which enables the ViT339

backbone to work better with charts, we use the340

synthetic data to fine-tune the model for the down-341

stream task. We investigate two ways of incorporat-342

ing the rationales available in the extended dataset.343

The first one is by changing the task target from344

answer to rationale, answer. This has been shown345

to be effective in (Magister et al., 2023). We refer346

to this approach as single-task setup. However, it347

requires increased inference time by predicting the348

rationale, together with increased sequence length349

during training. The unintended side effect of train-350

ing to predict jointly rationales and answers is that351

rationale tokens become equally important as the352

answer tokens.353

The second one is inspired by Hsieh et al. (2023)354

which addresses both concerns by constructing a355

multi-task setup where the answer and rationale356

1https://www.kaggle.com/competitions/
benetech-making-graphs-accessible

are treated as independent tasks. This can be done 357

using different prefixes similar to T5 (Raffel et al., 358

2023), such as "Rationale:" and "Question:". The 359

training loss balances the strength between the two 360

tasks using a hyper-parameter λ: 361

Loss = (1− λ)Lossans + λLossrat 362

Our experiments are the first application of this 363

setup for a multimodal task. We further confirm 364

the observation from text domains that not only 365

inference time remains constant, but quality also 366

improves. 367

5 Experiments 368

We describe the general learning hyper-parameters 369

for the pre-training and fine-tuning stages, followed 370

by interpretation of the results. 371

5.1 Setup 372

Pre-training We continue pre-training the 373

PaLI-3 model with ViT unfrozen on the 374

Chart2Table data mixture for train_steps=6K 375

with learning_rate=5e-3 with normalized 376

square root decay using decay_factor=2e-6 and 377

dropout_rate=0.1. 378

Fine-tuning We then freeze the ViT en- 379

coder and continue fine-tuning on the syn- 380

thetic ChartQA dataset for train_steps=5K with 381

learning_rate=1e-3 with linear decay using 382

decay_factor=1e-4 using dropout_rate=0.1. 383

Multitask We use λ = 0.5 and we do not find 384

significant differences when using other values. 385

5.2 Results 386

We validate the effectiveness of the different tech- 387

niques by reporting the downstream task perfor- 388

mance on the ChartQA test set. All following ex- 389

periments are on PaLI-3. 390
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Pre-training Continuing the pre-training stage391

for the PaLI-3 model using the Chart2Table mix-392

ture enables learning a better general representa-393

tion of the charts. We intuitively expect that this394

better representation enables the model to more ac-395

curately identify quantities on the images. Indeed,396

we confirm this first through the results reported397

in Table 4. Later, as we scale the dataset size, we398

show that this continues to play an important role.399

Pre-training Strategy ChartQA (RA%)

Avg. Hum. Aug.

Original PT (Chen et al., 2023c) 70.00 - -
Chart2Table PT (our run) 70.84 48.96 92.72

Table 4: PaLI-3 performance on ChartQA slightly in-
creases with our chart-to-table pre-training phase.

As expected, the increase is predominantly in the400

augmented set, given that the pre-training mixture401

is constructed synthetically as well.402

Singletask vs. Multitask We first study the403

effect of introducing rationales only using the404

ChartQA-Rationale-S. This only adds rationales405

to the original ChartQA dataset.406

When using the rationales in singletask setup the407

performance difference is not significant compared408

to not using them. However, when used in the409

multitask setup, we note a quality improvement,410

particularly noticeable in the more difficult human-411

set. We refer to the former as Singletask-Rationale412

and to the latter as Multitask-Rationale in Table 5.413

Fine-tuning setup ChartQA (RA%)

Avg. Hum. Aug.

C2T PT + Singletask-Rationale 70.80 49.36 92.24
C2T PT + Multitask-Rationale 71.72 50.72 92.72

Table 5: Multitask performance stands out compared
to Singletask on the more difficult human-written set.

We hypothesize that the improvement comes414

from better use of the rationales, guiding the model415

to internally produce a form of reasoning before416

producing the final answer. This is done without417

paying the cost predicting the rationales tokens.418

Learning with augmented dataset We use the419

ChartQA-Synth dataset from Table 2 for studying420

the extent to which we can transfer reasoning capa-421

bilities from PaLM-2 to PaLI-3.422

We perform an ablation experiment to under- 423

stand the role of the extra questions, rationales and 424

pre-training stage and report our results in Table 6. 425

We denote experiments using the original pre- 426

trained checkpoint as Orig PT and on the further 427

pre-trained checkpoint with chart-to-table transla- 428

tion as C2T. We report a clear improvement, further 429

strengthening our observation that internal repre- 430

sentation plays an important role. 431

Fine-tuning Setup ChartQA (RA%)

Avg. Hum. Aug.

Orig PT + Singletask-ExtraQAR 72.43 53.20 91.67
Orig PT + Multitask-ExtraQAR 73.15 55.20 91.10

C2T PT + ExtraQA (w/o Rationale) 74.67 56.39 92.96

C2T PT + Singletask-ExtraQAR 75.16 55.84 94.48
C2T PT + Multitask-ExtraQAR 75.36 56.80 93.92

C2T PT + Singletask-ChartQA-Synth 76.60 59.04 94.16
C2T PT + Multitask-ChartQA-Synth 77.28 60.88 93.68

Table 6: Ablation results confirm the importance of
each step in our recipe. ChartQA-Synth is the mixture
described in Table 2

We ran an experiment without rationales, but 432

with the entire synthetically generated QA pairs. 433

We note that the increase in examples ends up im- 434

proving over the original ChartQA performance 435

reported in Table 4. However, the use of rationales 436

continues to improve quality for both singletask 437

and multitask setups. We observe that in high-data 438

regimes, there is no longer a significant difference 439

between the two. 440

Given the neutral impact of the multi-task setup 441

at inference time, paired with slightly improved 442

performance on the human-written queries of 443

ChartQA, multi-task is the preferred option in prac- 444

tice. Further, we refer to the best performing fine- 445

tuned setup in Table 6 as ChartPaLI-5B. 446

5.3 Errors and Challenges 447

To understand the effect of our method and inves- 448

tigate further opportunities for improvements, we 449

manually looked at predictions on the ChartQA val- 450

idation set. We compared baseline PaLI-3 model 451

outputs with the model fine-tuned with our recipe 452

and share our observations below. We report our 453

findings below. 454

General The model predicts the rationale2 or the 455

answer, depending on the task prefix. Because the 456

2Although the table is not used during inference, the ratio-
nales contain the word table due to its use in prompts.
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Fine-tuned VLMs (up to 55B) Source ChartQA (RA%)

Fuyu-8B our eval, (Bavishi et al., 2023) 42.1
Pix2Struct-1.3B (Lee et al., 2023) 58.6
MatCha-300M (Liu et al., 2023b) 64.2
UniChart-201M (Masry et al., 2023) 66.2
ChartLlama-13B (Han et al., 2023) 69.6
PaLI-5B (Chen et al., 2023c) 70.0
PaLI-55B (Chen et al., 2023b) 70.9
PaLI-55B (Soft Mixture of Low-rank Experts) (Wu et al., 2023) 73.8
ChartPaLI-5B our work 77.3

Hybrid VLMs/LLMs (undisclosed size)

GPT-4V (OpenAI, 2023) 78.5
DePlot-300M + FlanPaLM + Codex with PoT SC (Liu et al., 2023a) 79.3
Gemini Ultra (Gemini Team, Google, 2023) 80.8
ChartPaLI-5B + PaLM 2-S PoT SC @ 5 our work 81.3

Table 7: State-of-the-art performance among fine-tuned VLMs on ChartQA benchmark.

answer is not conditioned on the rationale, it can457

differ. One general improvement area we note is the458

ability to extract necessary intermediate quantities459

(Fig. 11) and operate with them (Fig. 12).460

Question: What is the total of Macy's, Bloomingdale's and Bluemercury
brand stores worldwide in the 2019?
Answer [baseline]: 1122
Answer [ours]: 832 [inexact, but correct because it’s within 5% of ground truth]
Rationale [ours]: The table shows the number of Macy's, Bloomingdale's
and Bluemercury brand stores worldwide in the years 2015, 2016, 2017,
2018, 2019 and 2020. In 2019, Macy's had 613 brand stores,
Bloomingdale's had 55 brand stores and Bluemercury had 171 brand
stores. Therefore, the total number of Macy's, Bloomingdale's and
Bluemercury brand stores worldwide in the 2019 is 613 + 55 + 171 = 824.

Fig. 3: Correct numeric approximations on answers.

Numerical reasoning Despite improvements,461

computation of mathematical expressions contin-462

ues to be very challenging. The rationales correctly463

extract (Fig. 3) or infer chart values when missing464

(Fig. 13), however the computed value is frequently465

incorrect. This does not always prevent the final466

answer to be correct (Fig. 15). This seems in line467

with observations by Wang et al. (2023a), who also468

conclude that corruption of the chain-of-thought469

reasoning trace does not always degrade the final470

answer. Due to the frequency of this numeric com- 471

putation error, we explore a simple refining tech- 472

nique in Section 5.4. 473

Color reasoning Our synthetic data does not 474

have color metadata, as only the table was used 475

in the generation process. Therefore the model con- 476

tinues to struggle when the reasoning trace requies 477

working with colors (Fig. 10). Thus, this is an area 478

worth of investigating next and has applicability 479

well beyond the specifics of chart understanding. 480

Complex reasoning Reasoning about multiple 481

values and checking for a matching condition 482

which requires arithmetic computations is another 483

example of a remaining difficult task (Fig.14, 484

Fig.16). The increased complexity stemming from 485

internal inability of VLMs to perform numeric op- 486

erations paired with enumerating chart elements 487

through semantic descriptions is likely fairly diffi- 488

cult to achieve without the use of external tools. 489

Task leakage Due to the training methodology, 490

we observe that when conditioned with the Ques- 491

tion task prefix, the model may behave similarly 492

as to when Rationale prefix is used. Sometimes, 493

instead of directly outputting an answer, the model 494

may generate a longer explanation that resembles a 495

rationale or a fragment of rationale. 496

5.4 Refinement with Program of Thoughts 497

Despite the improved ability to construct numeric 498

equations using the required values on the charts 499

(Fig. 3), the exact numeric computation continues 500

to be wrong. This is unsurprising, since both the 501

visual and the language backbone treat numbers 502

as tokens. Making the problem worse, the charac- 503
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ter sequence forming a number may be split and504

encoded in arbitrary chunks. Chen et al. (2023a)505

have proposed replacing chain-of-thoughts (CoT)506

prompting with program-of-thoughts (PoT) to en-507

able delegation of the arithmetic computation to508

a program interpreter. This has previously been509

explored by Liu et al. (2023a), however in a much510

more computationally involved setup than the one511

we describe further.512

Through our fine-tuning approach, both single-513

task and multitask setups can be used produce CoT514

rationales for which an LLM prompted with PoT515

can write the equivalent code for performing the516

numeric computation.517

We take the approach of using a simple 4-shot518

prompt (Fig. 6) constructed on the validation set to519

generate code using PaLM 2-S for performing the520

numeric computation that is present in a rationale.521

We run this online refinement, only if the rationale522

contains an arithmetic operator (’+’, ’-’, ’/’ or ’*’).523

Self-consistency is an effective way to improve524

chain-of-thoughts rationales by selecting an answer525

with majority voting from a pool of sampled ratio-526

nales (Wang et al., 2023b). We apply this approach,527

by sampling with temperature τRat = 0.4 and gen-528

erate N = 5 rationales that are then refined with529

PaLM 2-S using temperature τRef = 0.0.530

Setup ChartQA (RA%)

Avg. Hum. Aug.

ChartPaLI-5B (from Table 6) 77.28 60.88 93.68
ChartPaLI-5B + PaLM 2-S PoT 80.80 67.92 93.68
ChartPaLI-5B + PaLM 2-S PoT SC @ 5 81.32 68.96 93.68

Table 8: PoT refinement improves performance on the
human set, while not affecting the augmented set.

The results presented in Table 8 highlight the531

utility of the method. THey also highlight the sim-532

plicity of the augmented set compared to the hu-533

man set, for which the refinement does not have534

an impact. Either the augmented set contains no535

arithmetic computations or they are simple enough536

for the fine-tuned VLM to already get right.537

6 Performance Overview538

We position our results relative to existing prior539

work in Table 7. We extracted the results from the540

referenced papers, with the exception of the Fuyu-541

8B (Bavishi et al., 2023) model. We performed our542

own evaluation as the authors have not provided543

the results on the ChartQA benchmark.544

Our work significantly outperforms prior mod- 545

els specialized on the ChartQA benchmark. Con- 546

current to our work, ChartLlama-13B also uses 547

synthetic data generated, but with a fairly differ- 548

ent approach. Although outside the scope of our 549

work, it may be that the approach took to train the 550

much smaller MatCha and UniChart models may 551

be combinable with the approach we presented 552

in this work, leading to possible improved perfor- 553

mance with even less computational resources. 554

The method introduced in this work can be 555

uniquely combined with much larger models 556

through rationale generation. As shown in the re- 557

sults, rationales generated by VLMs can suffice 558

for larger LLMs to effectively operate on, provid- 559

ing a text-representation of the chart conditioned 560

on the question. Our method matches the recently 561

introduced Gemini Ultra model and outperforms 562

previous approaches. 563

7 Future Work 564

We highlighted several drawbacks of our approach 565

in Section 5.3. The training mixtures do not have 566

examples where colors are used to construct reason- 567

ing examples. Bootstrapping such examples, for 568

example by running a smaller sized model with 569

questions that extract color related information, 570

then combines them, would likely improve quality. 571

Very complex reasoning examples are also lim- 572

ited. Specifically, semantically identifying chart 573

elements and performing numeric computations to 574

solve questions would further improve quality. 575

8 Conclusion 576

We introduced a novel recipe that significantly im- 577

proves the reasoning capabilities of VLMs. Ap- 578

plied to PaLI-3, our method significantly outper- 579

forms even the 10x larger PaLI-X on the ChartQA 580

benchmark, establishing a new state-of-the-art. We 581

demonstrate how the pre-training stage improves 582

downstream performance. Our synthetic data gen- 583

eration technique coupled with the use of a multi- 584

task setup, successfully transfers reasoning capa- 585

bilities from larger LLMs to smaller VLMs. More- 586

over, our method enables a computationally more 587

expensive setup where predicted rationales are re- 588

fined using program-of-thoughts with PaLM 2-S. 589

The composite solution outperforms Gemini Ultra 590

and GPT-4V on the ChartQA benchmark. 591
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9 Limitations592

We acknowledge limitations of our approach.593

Table representation Although our final model594

works on pixels only, our synthetic data generation595

method requires having access to a table version of596

the charts for leveraging LLMs to construct ratio-597

nales, additional question/answer pairs, etc for the598

training datasets. Although it is likely that inferred599

tables or output of an OCR model may replace to600

some degree the presence of gold tables, it will601

likely affect final model quality.602

Risks associated with synthetic dataset Since603

the method for constructing our dataset relies on604

LLMs, there are certain inherent risks that come605

with that, for example that of hallucination. Al-606

though our technique extends the publicly available607

ChartQA dataset, additional care needs to be taken608

into account when planning to apply it for releasing609

models or dataset openly. Although the metrics are610

state-of-the-art, it cannot be guaranteed that model611

outputs can’t be abused if trained in this manner.612

Reasoning limitations Our work is centered613

around improving reasoning capabilities. We ac-614

knowledge limitations stemming from the empir-615

ical prompt creation process, which is based on616

human inspection of model errors. An additional617

limitation comes from the capabilities of LLM used618

for the synthetic data creation, which although im-619

pressive, continue to have numerous limitations as620

reported by the community.621
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A Prompts for PaLM-2764

We use PaLM 2-S and PaLM 2-L throughout this765

work. Here we describe the prompts used for766

the different purposes. Our ChartQA-Rationale-767

S dataset is a straightforward augmentation of the768

ChartQA dataset, by predicting the rationales using769

the table, answer and question. For this, we have770

constructed the prompt illustrated in Figure 4. The771

ChartQA-ExtraQAR-S/L datasets are constructed772

using PaLM 2-S/L respectively for which we ex-773

tended the 1-shot prompt provided by (Liu et al.,774

2023a). We chose this prompt for simplicity and775

for it already containing several diverse question776

examples. The prompt is illustrated in Figure 5.777

Lastly, we describe an online refinement of the778

rationale prediction using program-of-thoughts in779

Section 5.4. For this, we manually constructed the780

prompt illustrated in Figure 6. This was built by781

inspecting a few validation errors when the numeric782

values computed by the VLM were wrong.783

B Generated Examples784

Licensing As we redistribute certain data arti-785

facts, we note that the ChartQA dataset at the time786

of this writing is marked as GPL v3.0 3. In this787

section we provide visual examples of our syntheti-788

cally generated training datasets, using PaLM 2-S/L789

models, as well as the programmatically generated790

templates for mathematical computations. Figure 7791

contains an example of synthesized example using792

only the table representation. The question, answer793

and rationale cover an aspect of the table and are794

generated together with 3-5 other questions.795

Figure 8 and Figure 9 are examples of a pro-796

grammatically generated questions based on the797

template to compute the mean. The markdown798

table provided as input is processed through a func-799

tion that takes the corresponding values and outputs800

all the elements, including the reasoning trace in801

the rationale for computing the mean as shown in802

the figure.803

C Model Outputs804

In this section we provide examples that accom-805

pany our analysis of the model behavior. We high-806

lighted impressive performance, as can be seen in807

Figure 11, Figure 12 and Figure 13. However, we808

noted several limitations as well, as can be seen in809

Figure 10, Figure 14 and Figure 16.810

3https://github.com/vis-nlp/ChartQA/blob/main/LICENSE

You are given a table, a question and answer and your task is to output a

rationale that justifies why the answer to the question is the one provided.

Question: What was the unemployment rate in Poland in 2020?

Table: TITLE |

Characteristic | Unemployment rate

2020 | 3.04%

2019 | 3.47%

2018 | 3.85%

2017 | 4.89%

2016 | 6.16%

2015 | 7.5%

2014 | 8.99%

2013 | 10.33%

2012 | 10.09%

2011 | 9.63%

2010 | 9.64%

2009 | 8.17%

2008 | 7.12%

2007 | 9.6%

2006 | 13.84%

2005 | 17.75%

2004 | 19.07%

2003 | 19.37%

2002 | 19.9%

2001 | 18.37%

2000 | 16.31%

1999 | 12.29%

Answer: 3.04

Rationale: The table is about the unemployment rate in Poland from 2020 to

1999. The unemployment rate in Poland in 2020 is 3.04%.

Question: Is the difference in import value between fiscal year 2020 and

fiscal 2018 larger than the difference between 2013 and 2011?

Table: TITLE |

Characteristic | Import value in billion Indian rupees

FY 2020 | 1590.66

FY 2019 | 1888.81

FY 2018 | 2209.7

FY 2017 | 1594.6

FY 2016 | 1314.1

FY 2015 | 1379.68

FY 2014 | 1442.93

FY 2013 | 1231.68

FY 2012 | 1343.74

FY 2011 | 1541.37

Answer: No

Rationale: The difference in important value between 2020 and 2018 is

1590.66-2209.7 = -619.04. Between 2013 and 2011 is 1231.68-1541.37 =

-309.69. Because -619.04 is smaller than -309.69 the answer is no.

Question: What was the revenue from sponsorship, licensing and merchandising

at the 2008 EURO in Switzerland and Austria?

Table: TITLE |

Characteristic | Revenue in million euros

2016 France | 483.3

2012 Poland & Ukraine | 313.9

2008 Switzerland & Austria | 289.8

2004 Portugal | 182.2

2000 Belgium & the Netherlands | 54.1

1996 England | 29.3

1992 Sweden | 9.7

Answer: 289.8

Rationale: From the table, the revenue from sponsorship, licensing and

merchandising at the 2008 EURO in Switzerland and Austria is 289.8.

Question: How many people in Sub-Saharan Africa had no access to electricity

in 2016?

Table: TITLE |

Characteristic | 2009 | 2016 | 2030

Central and South America | 30 | 17 | 4

North Africa | 1 | 0 | 0

Sub-Saharan Africa | 586 | 588 | 602

Middle East | 21 | 17 | 14

India | 289 | 239 | 0

China | 8 | 0 | 0

Rest of developing Asia | 329 | 200 | 54

Answer: 588

Rationale: The table is about the number of people in different regions who

had no access to electricity in 2009, 2016 and 2030. For Sub-Saharan Africa

the values are 586 for 2009, 588 for 2016 and 602 for 2030. Therefore the

answer is 588.

Question: {question}

Table: {table}

Answer: {answer}

Rationale:

Fig. 4: The input template, with a 4-shot prompt,
for generating the ChartQA-Rationale-S dataset using
PaLM 2-S.
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You are a helpful assistant who creates unique and innovative

question-answer pairs for training other models.

You should create question-answer pairs from text tables. The questions can

be of two types: (i) directly answered from the table, and (ii) inferred by

applying simple mathematical operations on the values in the table. The

mathematical operations can include maximum, minimum, average, peak, etc.

The questions may not always be answerable from the give table. If a

question can be answered, the answer itself should be crisp and unambiguous.

The answer should be preceded by a brief description detailing how the

answer was arrived at. So the answer format is:

Rationale: ...

Answer: ...

An example table and some sample QA pairs are shown below.

Favor rates of US political parties

Year | Democrats | Republicans | Independents

2004 | 68% | 45% | 53%

2006 | 58% | 42% | 53%

2007 | 59% | 38% | 45%

2009 | 72% | 49% | 60%

2011 | 71% | 51% | 58%

2012 | 70% | 48% | 53%

2013 | 72% | 41% | 60%

Q: In which year republicans have the lowest favor rate?

Rationale: Let's find the column of republicans. Then let's extract the

favor rates, they [45, 42, 38, 49, 51, 48, 41]. The smallest number is 38,

that's row 3. Row 3 is year 2007.

Answer: 2007

Q: What is the sum of Democrats' favor rates of 2004, 2012, and 2013?

Rationale: Let's find the rows of years 2004, 2012, and 2013. We find Row 1,

6, 7. The favor dates of Demoncrats on that 3 rows are 68, 70, and 72.

68+70+72=210.

Answer: 210

Q: By how many points do Independents surpass Republicans in the year of

2011

Rationale: Let's find the row with year = 2011. We find Row 5. We extract

Independents and Republicans' numbers. They are 58 and 51. 58-51=7.

Answer: 7

Q: Which group has the overall worst performance?

Rationale: Let's sample a couple of years. In Row 1, year 2004, we find

Republicans (column 3) having the lowest favor rate 45 (45<68, 45<53). In

year 2006, Row 2, we find Republicans (column 3) having the lowest favor

rate 42 (42<58, 42<53). The trend continues to other years.

Answer: Republicans

Q: Which party has the second highest favor rates in 2007?

Rationale: Let's find the row of year 2007, that's Row 3. Let's extract the

numbers on Row 3: [59, 38, 45]. 45 is the second highest. 45 is the number

of Independents.

Answer: Independents

Q: What was the favor rates for democrats in 2008?

Rationale: Let's find the row of year 2008. Because 2008 is not in the

table, the answer is not known from this data

Answer: None

Q: What is the value of the brown line?

Rationale: Because I don't have color information on the table, the answer

is not known from this data

Answer: None

Depending on the size of the table, you should create 3-7 such QA pairs.

Make sure that you output only the QA pairs and nothing else.

Now create QA pairs for the following table:

{table}

Fig. 5: The input template, with a 1-shot prompt, for
generating the ChartQA-ExtraQAR-S/L datasets using
PaLM 2-S/L.

You are a helpful assistant which helps extract the equations from a text

and write python code to fix the result that is usually incorrect in the

text.

You only output valid python code and nothing else. If there is no

arithmetic computation or equation in the solution, you output 'skipped'.

Question: What is the average number of users across properties?

Solution: Facebook has 563 users, Whatsapp has 69 and Instagram 23. The

average number of users across properties is (563 + 69 + 23) / 3 = 2.

Code:

facebook_users=563

whatspps_users=69

instagram_users=23

result['value'] = (facebook_users + whatsapp_users + instagram_users) / 3

Question: What is the average percentage of people using Google in 2015 and

Bing in 2017 at 60+?

Solution: The percentage of people using Google at 60+ in 2015 is 23% and

the percentage of people using Bing in 2017 at 60+ is 8%. 23% + 8% = 42%.

Code:

google_percentage_2015=23

bing_percentage_2017=8

result['value'] = (google_percentage + bing_percentage) / 2

Question: What is WarnerMedia's global revenue for advertising from 2018 to

2019?

Solution: The table is about WarnerMedia's global revenue for advertising,

subscription and content and other from 2018 to 2019. The sum of all the

WarnerMedia's global revenue for advertising from 2018 to 2019 is 2266 +

7408 + 839 = 10299.

Code:

advertising_revenue=2266

subscription_revenue=7408

content_and_other_revenue=839

result['value'] = advertising_revenue + subscription_revenue +

content_and_other_revenue

Question: What is the ratio between oppose and favor distribution for a ban

on high-capacity ammunition clips?

Solution: The table shows the percentage of people who favor or oppose each

of the following gun measures. The percentage of people who oppose a ban on

high-capacity ammunition clips is 47. The percentage of people who favor a

ban on high-capacity ammunition clips is 50. The ratio between oppose and

favor distribution for a ban on high-capacity ammunition clips is 47 / 50 =

0.092361111

Code:

oppose_percentage=47

favor_percentage=50

result['value'] = oppose_percentage / favor_percentage

Question: {question}

Solution: {text}

Code:

Fig. 6: The input template, with a 4-shot prompt, for
refining arithmetic operations with python code using
PaLM 2-S.
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Table: "TITLE | Refugee admissions evenly split between Muslims and Christians
during first four weeks of Trump's presidency Refugee admissions by religious
group \nEntity | Value\nChristian , | 4118\nMuslim , | 2778\nUnaffiliated | 59\nOther
religions | 648"

Question: "How many more Muslims were admitted than Other religions?"
Rationale: "To answer this question, we need to find the number of Muslims and
Other religions. The number of Muslims is 2778. The number of Other religions is
648. 2778-648=2130."
Answer: 2130

Fig. 7: ChartQA-ExtraQAR-S/L: Example of synthe-
sized (Question, Answer, Rationale) pair with PaLM-2
using the table

Question: What is the average “Share of population who have ever been homeless,
2003 amount?"
Rationale: "To answer What is the average Share of population who have ever been
homeless, 2003 amount? First extract all the values of Share of population who have
ever been homeless, 2003. The values are [7.7, 6.2, 4.0, 3.4, 2.4]. (7.7 + 6.2 + 4.0 + 3.4 +
2.4) / 5 = 4.73. Hence the mean of Share of the population who have ever been
homeless, 2003 is 4.73.
Answer: 4.73

Fig. 8: ChartQA-ArithmQAR: Example of programmat-
ically generated (Question, Answer, Rationale) pair

Question:What is the average of “Somewhat serious”
and “Very serious” for entity “The loss of U.S jobs to
China”?
Rationale: The value of “Somewhat serious” for entity
“The loss of U.S. jobs to China” is 29. The value of “Very
serious” for Entity “The loss of U.S jobs to China” is 60.
(29 + 60) / 2 = 44.5. The answer is 44.5"
Answer: 44.5

Fig. 9: ChartQA-ArithmQAR: Example of programmat-
ically generated (Question, Answer, Rationale) pair

Question: What's the maximum value in the brightest yellow bar?
Answer [baseline]: 56
Answer [ours]: 22
Rationale [ours]: The brightest yellow bar is the one for "Improved the
country's standing in the world". The maximum value in this bar is 18.

Fig. 10: Matching the colors with content is weak.
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Question: What is the difference between the most popular and least
popular film genres in the United Kingdom (UK) as of October 2013?
Answer [baseline]: 55
Answer [ours]: 27
Rationale [ours]: The table shows the share of respondents who watched
each film genre in the UK as of October 2013. The most popular film genre
is Action/thriller, with a share of 55%. The least popular film genre is
factual/documentary, with a share of 28%. The difference between the two
is 27%.

Fig. 11: Excellent extraction of intermediate values.

Question:What is the total percentage revenue share of the LVMH Group
worldwide in 2020 from Asia and Japan?
Answer [baseline]: 46
Answer [ours]: 43
Rationale [ours]: The table shows the revenue share of the LVMH Group
worldwide in 2020 from different regions. The total percentage revenue
share of the LVMH Group worldwide in 2020 from Asia and Japan is 34% +
7% = 43%

Fig. 12: Correct handling of extracted quantities.

Question: What is the difference between maximum and minimum average
annual wage over the years?
Answer [baseline]: 42421
Answer [ours]: 18267 [inexact, but correct because it’s within 5% of ground truth]
Rationale [ours]: The maximum average annual wage is 44690 euros in
2019 and the minimum average annual wage is 38370 euros in 2001. So
the difference is 44690 - 38370 = 16815

Fig. 13: Strong ability to infer missing values.

Question: How many bars with the equal value in the bar graph?
Answer [baseline]: 3
Answer [ours]: 4
Rationale [ours]: The table shows the percentage of countries that have
already reached a certain percentage of their GNI target on clean cooking
fuels in 2006. There are four countries with the equal value of GNI target
on clean cooking fuels: Israel, China, Angola and South Sudan.

Fig. 14: Checking for equality among multiple values
requires even better reasoning abilities.

Question: IS the value of No more then sum of Yes and Dk?
Answer [baseline]: No
Answer [ours]: Yes
Rationale [ours]: The value of No is 73. The sum of Yes and DK is 17 + 10
= 31. Therefore, the value of No is more than the sum of Yes and DK.

Fig. 15: Despite incorrect arithmetic results, final an-
swer can still be correct

Question: Which country has 0.3 difference when compared with Poland?
Answer [baseline]: austria
Answer [ours]: malta
Rationale [ours]: The table shows the per capita consumption in liters in
different countries. Poland has a per capita consumption of 21.8 liters.
Cyprus has a per capita consumption of 30.9 liters. The difference between
the two is 0.3

Fig. 16: Both answer and rationale can be wrong when
it comes to enumerating values and checking more
complex numerical conditions.
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