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ABSTRACT

Density ratio estimation (DRE) is a fundamental machine learning technique
for capturing relationships between two probability distributions. State-of-the-
art DRE methods estimate the density ratio using neural networks trained with
loss functions derived from variational representations of f-divergence. However,
existing methods face optimization challenges, such as overfitting due to lower-
unbounded loss functions, biased mini-batch gradients, vanishing training loss
gradients, and high sample requirements for Kullback-Leibler (KL) divergence
loss functions. To address these issues, we focus on a-divergence, which provides
a suitable variational representation of f-divergence. Subsequently, a novel loss
function for DRE, the a-divergence loss function (a-Div), is derived. «a-Div is
concise but offers stable and effective optimization for DRE. The boundedness
of a-divergence provides the potential for successful DRE with data exhibiting
high KL-divergence. Our numerical experiments demonstrate the effectiveness in
optimization using a-Div. However, the experiments also show that the proposed
loss function offers no significant advantage over the KL-divergence loss function
in terms of RMSE for DRE. This indicates that the accuracy of DRE is primarily
determined by the amount of KL-divergence in the data and is less dependent on
a-divergence.

1 INTRODUCTION

Density ratio estimation (DRE), a fundamental technique in various machine learning domains, es-
timates the density ratio 7*(x) = ¢(x)/p(x) between two probability densities using two sample
sets drawn separately from p and ¢g. Several machine learning methods, including generative mod-
eling (Goodfellow et al., 2014; Nowozin et all, 2016; [Uehara et al., [2016), mutual information esti-
mation and representation learning (Belghazi et al.,|[2018; [Hjelm et all, 2018), energy-based model-
ing (Gutmann & Hyvirinen, 2010), and covariate shift and domain adaptation (Shimodaira, 2000;
Huang et al., 2006), involve problems where DRE is applicable. Given its potential to enhance a
wide range of machine learning methods, the development of effective DRE techniques has gar-
nered significant attention.

Recently, neural network-based methods for DRE have achieved state-of-the-art results. These
methods train neural networks as density ratio functions using loss functions derived from varia-
tional representations of f-divergence (Nguyen et al., 2010), which are equivalent to density-ratio
matching under Bregman divergence (Sugiyama et all,|2012). The optimal function for a variational
representation of f-divergence, through the Legendre transform, corresponds to the density ratio.

However, existing neural network methods suffer from several issues. First, an overfitting phe-
nomenon, termed train-loss hacking by |[Kato & Teshima (2021)), occurs during optimization when
lower-unbounded loss functions are used. Second, the gradients of loss functions over mini-
batch samples provide biased estimates of the full gradient when using standard loss functions de-
rived directly from the variational representation of f-divergences (Belghazi et all, 2018). Third,
loss function gradients can vanish when the estimated probability ratios approach zero or infinity
(Arjovsky & Bottou, [2017). Finally, optimization with a Kullback-Leibler (KL)-divergence loss
function often fails on high KL-divergence data because the sample requirement for optimization
increases exponentially with the true amount of KL-divergence (Poole et all, 2019;/Song & Ermon,
2019; McAllester & Stratos, [2020).
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To address these problems, this study focuses on a-divergence, a subgroup of f-divergence, which
has a sample complexity independent of its ground truth value. We then present a Gibbs density
representation for a variational form of the divergence to obtain unbiased mini-batch gradients, from
which we derive a novel loss function for DRE, referred to as the a-divergence loss function (a-Div).
Despite its conciseness, a-Div offers stable and effective optimization for DRE.

Furthermore, this study provides technical justifications for the proposed loss function. a-Div has a
sample complexity that is independent of the ground truth value of a-divergence and provides unbi-
ased mini-batch gradients of training losses. Additionally, a-Div is lower-bounded when « is within
a specific interval, thereby preventing train-loss hacking during optimization. By selecting o from
this interval, we also avoid vanishing gradients in neural networks when they reach extreme local
minima. We empirically validate our approach through numerical experiments using toy datasets,
which demonstrate the stability and efficiency of the proposed loss function during optimization.

However, we observe that the root mean squared error (RMSE) of the estimated density ratios in-
creases significantly for data with higher KL-divergence when using the proposed loss function. The
same phenomenon is observed with the KL-divergence loss function. These results suggest that the
accuracy of DRE is primarily determined by the amount of KL-divergence in the data and is less
influenced by the a-divergence, providing insights into the accuracy of downstream tasks in DRE
using f-divergence loss functions.

The key contributions of this study are as follows: (1) A novel loss function for DRE, a-Div, is
proposed, offering a concise solution to the instability and biased gradient issues in existing f-
divergence loss functions. (2) Technical justifications for the proposed loss function are presented.
(3) We empirically confirm the stability and efficiency of the proposed loss function in optimization.
(4) We find that RMSE in DRE increases significantly as the KL-divergence in the data rises when
using the a-divergence loss function, indicating that DRE and KL-divergence estimation accuracy
is primarily determined by the amount of KL-divergence in the data, rather than the a-divergence.

2 PROBLEM SETUP

Problem definition. P and @ are probability distributions on  C R? with unknown probability
densities p and ¢, respectively. We assume p(x) > 0 < ¢(x) > 0 at almost everywhere x € €.

The goal of DRE is to accurately estimate r*(x) = ¢(x)/p(x) from given i.i.d. samples XP[R] =
{Xf}f;l ~ pand XQ[S] = {Xg iS:1 ~d.

Additional notation. FEp[-] denotes an expectation under the distribution P: Ep[p(x)] =
Jo #(x)dP(x), where ¢(x) is a measurable function over (2. Ep[ r)[*] denotes the empirical expec-
tation of X P[R]: Ep[ rlo(x)] = Zf;l #(x%)/R. Variables of a function or the superscript variable
“[R]” of Ep(p) are omitted when unnecessary and represented as Ep[¢] or Ep[¢]. Similarly,
notations Eq[-] and Fqg)[-] are defined. E[] is written for Ep[Eq[-]].

3 DRE VIA f-DIVERGENCE VARIATIONAL REPRESENTATIONS AND ITS
MAJOR PROBLEMS

In this section, we introduce DRE using f-divergence variational representations and f-divergence
loss functions. First, we review the definition of f-divergences. Next, we identify four major issues
with existing f-divergence loss functions: the overfitting problem with lower-unbounded loss func-
tions, biased mini-batch gradients, vanishing training loss gradients, and high sample requirements
for Kullback-Leibler (KL) divergence loss functions.

3.1 DRE VIA f-DIVERGENCE VARIATIONAL REPRESENTATION

First, we review the definition of f-divergences.

Definition 3.1 (f-divergence). The f-divergence Dy between two probability measures P and
@, which is induced by a convex function f satisfying f(1) = 0, is defined as D;(Q||P) =

Ep[f(a(x)/p(x))]-
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Many divergences are specific cases obtained by selecting a suitable generator function f. For
example, f(u) = u - logu corresponds to KL-divergence.

Then, we derive the variational representations of f-divergences using the Legendre transform of
the convex conjugate of a twice differentiable convex function f, f*(¢) = sup,cp{¢ - v — f(u)}
(Nguyen et all,2007):

Di(@IIP) = sup { Fa[1'()] - Er[f(f (9]} (1)

where the supremum is taken over all measurable functions ¢ : @ — R with Eq[|f'(¢)|] < oo and
Ep[|f*(f'(¢))]] < oo. The maximum value is achieved at ¢(x) = ¢(x)/p(x).

By replacing ¢ with a neural network model ¢y, the optimal function for Equation is trained
through back-propagation using an f-divergence loss function, such that

£ (90) = —{ Bqis1 [1'(00)] — Brm [/ (60))]} @

”

where ¢y is a real-valued function, the superscript variable “ (R, .S)” is omitted when unnecessary
and represented as £¢(-). As shown in Table[I] we list pairs of convex functions and the correspond-
ing loss functions L ;(¢y) in Equation (2)) for several f-divergences.

3.2 TRAIN-LOSS HACKING PROBLEM

When f-divergence loss functions L ¢ (¢g), as defined in Equation (@), are not lower-bounded, over-
fitting can occur during optimization. For example, in the case of the Pearson x? loss function,
Lenisqg = —2 - Eg (o] + Ep [#2], overfitting occurs as follows. Since the term —2 - Eq [¢g] is
not lower-bounded, it can approach negative infinity, causing the entire loss function to diverge to
negative infinity as ¢g(x}) — oo for x! € XQ[S]. Therefore, Leni.sq — —00 when ¢p(x7) — oo
for some x! € XQ[ 5]- As shown in Table[T] both the KL-divergence and Pearson x? loss functions
are not lower-bounded, and hence, are prone to overfitting during optimization. This phenomenon
is referred to as train-loss hacking by |Kato & Teshima (2021).

3.3 BIASED GRADIENT PROBLEM

Neural network parameters are optimized by summarizing the gradients of the loss function for each
mini-batch. It is desirable for these gradients to be unbiased, i.e., E[VoLf(0)] = VoE[L;(0)]
holds. However, standard f-divergence loss functions derived solely from Equation (@) often result
in biased gradients. To illustrate this, consider the case of a KL-divergence loss function, where

f(u) = u-logu. The loss function is given by Lx1(¢9) = —Eq[logds] + Ep[pe] — 1, and
the gradient is expressed as Vo Lrcr,(¢p) = —Eq [Vo(log ¢)] + Ep [Vo(¢o)]. Notably, it does
not hold that Vg Eq[log ¢g| = Eq[Vs(log ¢g)] because Eq| - | represents an integral over €.
For example, consider ¢y = |z — 6|, where « € [0,1] and 6 € (0,1). Then, 2 E[log ¢g(z)] =
% fol log |z — 0 dx = —log(1 — ), whereas E[% log ¢y (z)] = foe s—dz + fel —Lodz = cc.

Conversely, this equality does hold for the sample mean EQ, as shown above. Therefore, we find
that VgE[LKL ((be)} #+ E[V(;LKL (¢9)]. To mitigate this issue, [Belghazi et al. (2018) introduced
a bias-reduction method for stochastic gradients in KL-divergence loss functions.

3.4 VANISHING GRADIENTS PROBLEM

The vanishing-gradient problem in optimizing divergences is a well-known issue in GANs
(Arjovsky & Bottou, [2017). To address the vanishing gradients of training losses, loss functions
with penalty terms have been proposed (Gulrajani et all, 2017; Roth et al., [2017).

We believe this problem occurs when the following two conditions are satisfied: (i) The loss function
causes slight updates to the model parameters, and (ii) Updating the model parameters causes min-
imal changes in the model outputs. Therefore, the problem can arise when the following relations
hold:
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E[VoLs(99)] =0 & Eq[Veds] =0 & Ep[Vods] =0, 3)
() (ii)
where 0 denotes a vector of zeros the same length as the model gradient.

In Equation (@), (i) represents the vanishing gradient of the loss function. Notably, (i) does not
necessarily lead to (ii). For example, in the case of the KL divergence loss, the gradient is expressed
as E[VoLkr(¢9)] = —Eq[Vede/de] + Ep[Vage]. Then, we observe that (i) generally cannot

be derived from F [VgﬁK L(¢9)} = 0. Additionally, (ii) serves as a condition that ensures (i)
persists. In fact, since (ii) is equivalent to the condition where no updates of the model parameters
occur, the model parameters are not updated under (ii). Consequently, the model’s predictions do
not change, yielding the same results as the current step. Thus, when (i) and (ii) are satisfied, the
loss gradient remains near zero.

Now, consider a case where the estimated density ratio becomes either very small or very large,
leading to sufficient conditions for Equation () to hold. Table 2] lists the gradient formulas for
divergence loss functions from Table[T] along with the asymptotic behavior of the loss gradients as
¢o — 0 or ¢y — oo. These results demonstrate that major f-divergence loss functions satisfy the
conditions for Equation (3), such that E[VyLf(¢g)| — c1 - EQ[Vode| + c2 - Ep[Vogg], where
c1 and ¢, are constants, as ¢y — 0 or g9 — oo.

In summary, all the divergence loss functions in Tables[I] and D2l can experience vanishing gradients
when the estimated density ratio approaches extreme local minima.

3.5 SAMPLE SIZE REQUIREMENT PROBLEM FOR KL-DIVERGENCE

The sample complexity of the KL-divergence is O(e L (@IIP)) which implies that
Jim N Var[EL\N(QHP)} > KL@IP) _ @)
—00

where K LN (Q|| P) represents an arbitrary KL-divergence estimator for sample size N using a vari-
ational representation of the divergence, and K L(Q||P) represents the true value of KL-divergence
(Poole et al!, [2019; [Song & Ermon, 2019; IMcAllester & Stratos, [2020). That is, when using KL-
divergence loss functions, the sample size of the training data must increase exponentially as the
true amount of KL-divergence increases in order to sufficiently train a neural network. To address
this issue, existing methods divide the estimation of high divergence values into multiple smaller
divergence estimations (Rhodes et all, 2020).

4 DRE USING A NEURAL NETWORK WITH AN o-DIVERGENCE LOSS
In this section, we derive our loss function from a variational representation of «-divergence and

present the training and prediction methods using this loss function. The exact claims and proofs for
all theorems are provided in[C.2lin the Appendix.

4.1 DERIVATION OF OUR LOSS FUNCTION FOR DRE

Here, we define a-divergence (Amari’s a-divergence), which is a subgroup of f-divergence, as

(Amari & Nagaoka, 2000):
1 . <q(x))1a _ 1 (5)
a-(a—1) p(x) ’

where o € R\ {0, 1}. From Equation (3), Hellinger divergence is obtained when o = 1/2, and x*
when o = —1.

Da(QIIP) = Ep

Then, we achieve the following variational representation of a-divergence :
Theorem 4.1. A variational representation of a-divergence is given as

Do(@lP) = sup{ i = % Eo[o] - = e [0 | ©)

a-(1—-a) «
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Table 1: List of f-divergence loss functions £ ;(¢g) in Equation () their associated convex func-
tions, and their lower-boundedness status. Part of the list of divergences and their convex functions
is based on[Nowozin et al/ (2016).

Name convex function f L (d) %glzl?éd?

KL u - logu —EQ [10%@’9)] + EF [‘bd -1 No

Pearson 2 (u—1)? —2- Eq[¢e] + Ep[¢5] No

Squared Hellinger (Vu — 1)? Eq [qS;l/Q] +Ep[oy?] -2 Yes
u-logu EAQ[log(l‘Hb_l)}

GAN A 4 Y
—(u+1)log(u +1) + Ep [1og(1 + qs@)} ©

Table 2: List of gradient formulas Vo L ¢ (¢ ) of loss functions £ ¢(¢g ) in Table[Iland the asymptotic
behavior of [Vgﬁ f(¢9)] as ¢g — 0 or ¢ — oo under regular conditions. A symbol “ * ” in the
table indicates that the asymptotic value cannot be expressed as a linear combination of Eq [Vg (b@}
and Ep [V9 gbg] , and 0 denotes a vector of zeros with the same length as the model gradient.

E[V@Ef(¢9)] — 7

Name Vaﬁj’(gf)g) ¢9 — 0 gf)g — 00
KL —EQ [Voga/de] +EP (Vo] * Eq [V
Pearson x* —2-EQ[Voge] +2- EP3[29¢9 “gp] =2 Eq[Vads] *
) — L Eo[Vede - o, y .
Squared Hellinger _2’:% -QE[p [BV:@ .9%7 1] /2] 0
~Eq[Vogo/(1 + do)] —Eq[Veps] g
GAN + Ep[Vago/(1+ 90) +Bp[Voss]

where the supremum is taken over all overall measurable functions satisfying Ep[¢'~%] < oo and
Eq[¢~?] < oo. The maximum value is achieved at ¢(x) = q(x)/p(x).

From the right-hand side of Equation (6), we obtain a standard a-divergence loss function as

R,S 1 - 7. 1 N

Eg—siarl)dard(qse; a) =—-Eq [¢0} + 1—a ’ EP{ 0 1]' @)
! -«

The above loss function has a biased gradient because VgE(q [fbﬂ # Eq [V9(¢§‘)] and

VoEp| g‘_l] # Ep|Ve( g‘_l)] are generally observed. To obtain unbiased gradients for our

function, we rewrite the terms ¢g and ¢§_1 of the equation in Gibbs density form. Then, we have
another variational representation of a-divergence as

Theorem 4.2. A variational representation of a-divergence is given as

1 1 1
D.(Q|IP) = s 7__.E{Q»T}__.E[(a—l)»T} 7
(QIIP) T?SLZIER{O['(I_Q) ~Eq|e T Erle ®)
where the supremum is taken over all measurable function T : Q — R satisfying Ep [e(o‘fl)'T] < o0
and Eqle® ™) < oo. The equality holds for T* satisfying =7 %) = q(x)/p(x).

Subsequently, we obtain our loss function for DRE, called a-Divergence loss function (a-Div).

Definition 4.3 (a-Div). a-Divergence loss is defined as:
(RS v_ 1 ¢ o T, 1 3 a-1)T,
L (Ty; o) = o EQ[S] [8 9} + T4 EP[R] {6( ) 9] 9)

a-Div

The superscript “ (R, S)” is dropped when unnecessary and is given as L,piy(Tp ; @).
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Algorithm 1 Training for DRE with a-Div

Input: Data from a denominator distribution fort =1to N do )
{xP}1 ., and from a numerator distribution Ep + L0 ela=1)To, (D)
{Xg}le. EQ — %2521 e To, (x})

Output: A Neural Network Model Ty, . Fo |, B

Ea»Div(et) = + ﬁ

Or41 < 0y — Vo, Lopiv(6r)
end for

4.2 TRAINING AND PREDICTING WITH a-DI1v

We train a neural network with a-Div as described in Algorithm [1} In practice, neural networks
rarely achieve the maximum in Equation (8). The following theorem suggests that normalizing

the estimated values, ¢(x)/p(x) = e 7™ /Ep [e=T¢], improves the optimization of the neural
networks.

Theorem 4.4. For a fixed function T : Q) — R, let c* be the optimal scalar value for the following
infimum:

c* =arg i?nf« E[ﬁa.p,-v(T — c)} = arg ggﬂg {é - Eg {ea%T—c)} + ﬁ . Ep {em—l)»(T—c)} .

(10)
Then, c* satisfies Ep [e*T*C*] = 1. That is, e~ T—c" = e*T/Ep [efT].

5 THEORETICAL RESULTS FOR THE PROPOSED LOSS FUNCTION

In this section, we provide theoretical results that justify our approach with a-Div. The exact claims
and proofs for all the theorems are provided in Section[C.3]in the Appendix.

5.1 ADDRESSING THE TRAIN-LOSS HACKING PROBLEM

a-Div avoids the train-loss hacking problem when « is within (0, 1). Table[3lsummarizes the lower-
boundedness status of a-Div for each case: o« < 0,0 < o < 1, or o« > 1. a-Div is lower-bounded
when 0 < « < 1, whereas it is not lower-bounded when o« > 1 or @« < 0. Thus, the train-loss
hacking problem is avoided when « is selected from the interval (0, 1).

5.2 UNBIASEDNESS OF GRADIENTS

The following Theorem [5.1] guarantees the unbiasedness of the gradients of «-Div.

Theorem 5.1 (Brief and informal). Let Ty(x) : Q@ — R be a function such that the map 0 =
(01,62,...,0,) € © — Ty(x) is differentiable for all 0 and pi-almost every x € ). Assume some
regular conditions, including the local Lipschitz continuity of Ty. Then, the following holds:

B[ VoL (To 0)|y_s| = Vo Laon(To; 0)| |,y (1)

5.3 ADDRESSING GRADIENT VANISHING PROBLEM

When « is within (0, 1), @-Div avoids the vanishing gradient problem in its training losses. Below,
we describe why gradient vanishing does not occur in this case.

First, we obtain the gradients of the standard a-divergence loss in Equation (7)) and o-Div:

VoLosuntua (90) = Bq|Voda - 60" = Ep | Vada - 60—, (12)

VoLani(e™) = Eg [VQTQ : ea'Te} —Ep [VQTQ : e<a*1>'T9} . (13)
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Table 3: Lower-boundedness status of a-Div for each case of « < 0, > 1,and 0 < v < 1.

Intervals of « L. EQ[S] + = Ep [e(o"l)'T] = Lopiv(T; )
a<0 1 —oo(as e’ 1 00) >0 lower-unbounded
a>1 >0 1 —oo (as e” 1 00) lower-unbounded

0<ax<l >0 >0 lower-bounded

Table 4: Behavior of E/ [Vgﬁa_s[andard(gbg)] and [Vgﬁa_Div (Tg)] as estimated probability ratios
approach 0 or oo, for each case of « < 0, & > 1,and 0 < @ < 1.

HE[veﬁa-slandard((bG)] H —7? HE[VHEO"DW(THH Hoo -7

Intervalsof «  FEp [gbg] —0 FEp [(be} —o00 FEp [eTQ] —0 FEp [eTQ} — 00
a<0 00 0 00 — 00 0
a>1 0 —00 0 00 — 00

0<ax<l 00 0 —00 00

Next, consider the case where the estimated probability ratios, ¢y and eTo  are either nearly zero
or very large for some point x. Let ||9HOO denote the maximum value of all elements in §. Under
the assumption that p(x) > 0 < ¢(x) > 0 for all x € (2, we observe the following equivalences:
Egle™] — 0 < Eple’®] — 0;and Egle??] — co & Eple’?] — .

Finally, the behavior of F [Vgﬁa_Div (To; a)] when Ep[e®®] — 0 or Ep[e’®] — oo, under certain
regular conditions for Ty, is summarized in Table [4]

In all cases except for a-Div with 0 < o < 1, vanishing of the loss gradients is observed, such
that || B[V La-swndara(06) ] ||OO — 0 or |[E[VeLapiv(Th)] ||OO — 0. This implies that, during
optimization, neural networks may remain stuck at extreme local minima when their estimations
for density ratios are either 0 or co. However, this issue is avoided when « is within the interval
(0,1). Additionally, choosing « within the interval (0, 1) avoids numerical instability in cases where
| E[VoLaniv(Ty; )] ||, — 00 — 0o, which occurs for a > 1 and o < 0.

HOO

5.4 SAMPLE SIZE REQUIREMENTS FOR OPTIMIZING «-DIVERGENCE

We present the exact upper bound on the sample size required for minimizing a-Div in Theorem[3.2]
which corresponds to Equation () for KL-divergence loss functions. The sample size requirement
for minimizing a-Div is upper-bounded depending on the value of «.. Intuitively, this property arises
from the boundedness of Amari’s a-divergence: 0 < D, < 1/(a - (1 — «)).

Theorem 5.2. Let T* = —log(q(x)/p(x)) and N = min{ R, S}. Subsequently, let

AN) Doy 1 NN
D (Q||P7 a) - - (1 _ a) ‘Ca—Div (T ’ Oé). (14)
Then,
VN A{DM(Q|IP; a) = DQIIP; @)} = N(0,0.) (15)

holds, where
oo = Cy - D(Q||P; 2a) + C% - D(Q||P; 2a0 — 1)
+Ca - D(QIIP; )* +Co - D(QIIP; o) + CF,
(16)
and C} = 2a - (1 —2a)/a?, C? = 2a - (1 —2a)/(1 —a)?, C2 = —1/a? — 1/(1 — a)?,

o

Ci=2/a?+2/(1-a)%and C5 = (1/a®> +1/(1 —a)?) - (2 =2 - (1 — ).

Unfortunately, despite the sample requirement stated in Equation (13), we empirically find that the
estimation accuracy for a-Div and KL-divergence loss functions is roughly the same in downstream
tasks of DRE, including KL-divergence estimation, as discussed in Section[6.3]
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6 EXPERIMENTS

We evaluated the performance of our approach using synthetic datasets. First, we assessed the sta-
bility of the proposed loss function due to its lower-boundedness for « within (0,1). Second, we
validated the effectiveness of our approach in addressing biased gradients in the training losses. Fi-
nally, we examined the a-divergence loss function for DRE using high KL-divergence data. Details
on the experimental settings and neural network training are provided in Section[Dlin the Appendix.

In addition to the results presented in this section, we conducted two additional experiments: a
comparison of a-Div with existing DRE methods, and experiments using real-world data. These
additional experiments are reported in Section[Elin the Appendix.

6.1 EXPERIMENTS ON THE STABILITY OF OPTIMIZATION FOR DIFFERENT VALUES OF «

We empirically confirmed the stability of optimization using a-Div, as discussed in Section[5.1] This
includes addressing the potential divergence of training losses for « > 1 and o < 0, and observing
the stability of optimization when « is within (0, 1). Subsequently, we conducted experiments using
synthetic datasets to examine the behavior of training losses during optimization across different
values of « at each learning step.

Experimental Setup. First, we generated 100 training datasets from two 5-dimensional normal
distributions, P = N (y,, I5) and Q = N (g, Xg), where p1,, = pig = (0,0, ...,0), and I5 denotes
the 5-dimensional identity matrix. The covariance matrix ¥, = (Jij)le is defined as o;; = 1,
and 0;; = 0.8 for ¢ # j. Subsequently, we trained neural networks using the synthetic datasets
by optimizing a-Div for « = —3.0,—2.0,—1.0,0.2,0.5,0.8,2.0, 3.0, and 4.0, while measuring
training losses at each learning step. For each value of «, 100 trials were performed. Finally, we
reported the median of the training losses at each learning step, along with the ranges between the
45th and 55th percentiles and between the 2.5th and 97.5th percentiles.

Results. As shown in Figure[T] we present the training losses of a-Div across the learning steps for
a = —2.0,3.0, and 0.5. Results for other values of « are provided in Section[D.I]in the Appendix.
The figures on the left (¢ = —2.0) and in the center (o« = 3.0) show that the training losses
diverged to negative infinity when av < 0 or & > 1. In contrast, the figure on the right (o« = 0.5)
demonstrates that the training losses successfully converged. These results highlight the stability of
a-Div’s optimization when « is within the interval (0, 1), as discussed in Section[5.1]

6.2 EXPERIMENTS ON THE IMPROVEMENT OF OPTIMIZATION EFFICIENCY BY REMOVING
GRADIENT BIAS

Unbiased gradients of loss functions are expected to enhance the optimization of neural network
parameters by ensuring that updates are made in directions that are closer to the ideal ones at each
iteration, compared to biased gradient loss functions. We empirically compared the efficiency of
minimizing training losses between the proposed loss function and the standard a-divergence loss
function derived from Equation (I2). Our observations indicated that the proposed loss function was
more effective in minimizing training loss than the biased-gradient a-divergence loss function. Ad-
ditionally, we found that the estimated density ratios using the standard a-divergence loss function
remained close to zero, whereas those obtained using a-Div did not. This finding is consistent with
the discussion in Section [5.3]

Experimental Setup. We first generated 100 training datasets from two normal distributions, P =
N (pp,I5) and Q@ = N (uq, I5), where I5 denotes the 5-dimensional identity matrix. The means
were setas u, = (—5/2,0,0,0,0) and 1y = (5/2,0,0,0,0). We then trained neural networks using
three different loss functions: the standard a-divergence loss function defined in Equation (12)), -
Div, and deep direct DRE (D3RE) (Kato & Teshima, [2021)). Training losses were measured at each
learning step. D3RE is designed to prevent issues such as train-hacking associated with Bregman
divergence loss functions, as described in Section[3.4] by addressing the lower-unboundedness of the
loss functions. The hyperparameter for D3RE was set to C' = 2. We chose the Bregman divergence
least-squares importance fitting (nnBD-LSIF) loss function for D3RE due to its unbiased gradient
and expected stable optimization. For both the standard a-divergence loss and a-Div, we used
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Figure 1: Results from Section The left (¢ = —2.0), center (o« = 3.0), and right (o« = 0.5)
graphs show the training losses (y-axis) over learning steps (x-axis) during optimization using a-Div
for different @ values. The solid blue line represents the median training losses, the dark blue shaded
area shows the 45th to 55th percentiles, and the light blue shaded area represents the 2.5th to 97.5th
percentiles.
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2.0 2.0 2.0
2 @ @
2 @ )
= 1.0 median(50.0th) = 1.0 = 1.0
2 45.0th-55.0th i *
2.5th-97.5th
0.0 T T 0.0 T T 0.0 T T
0 200 400 0 200 400 0 200 400
Steps Steps Steps

Figure 2: Results from Section[6.2] The y-axis of the left, center, and right graphs represents training
losses during optimization using a-Div, the biased-gradient a-divergence loss function, and nnBD-
LSIF, respectively. The z-axis represents learning steps. The solid blue line indicates the median
training losses, the dark blue shaded areas show the 45th to 55th percentiles, and the light blue
shaded areas show the 2.5th to 97.5th percentiles.

o = 0.5. Finally, we reported the median training losses at each learning step, along with ranges
between the 45th and 55th percentiles and between the 2.5th and 97.5th percentiles.

Results. Figure 2] illustrates the training losses at each learning step for each loss function. The
center and right panels show that o-Div and nnBD-LSIF are more effective at minimizing training
losses compared to the standard a-divergence loss function. These findings indicate that the unbi-
ased gradient of a-Div, like nnBD-LSIF, leads to more efficient neural network optimization than the
biased gradient of the standard a-divergence loss function. Additionally, while the training losses
for the standard a-divergence loss function diverged after 400 steps, those for a-Div remained sta-
ble. According to Equation (I2)), the estimated density ratio ¢g in Equation (12)) approaches 0 or co
as Lo standard (09) — 00. However, ¢y — oo does not occur because there is neither a stable point
where L gandard (99) — ¢ for some constant ¢ nor does Lo sandard (00 ) decrease monotonically to
an extremely negative value. Therefore, it is considered that g — 0 when L gandara(¢Ps) — 00,
which causes the gradients of L, gandard(¢9) to vanish, i.e., Vo Lo standard(¢9) — 0, as shown for
0 < o < 1in Table @ In contrast, this issue was not observed for a-Div, consistent with the
discussion in Section[3.3]

6.3 EXPERIMENTS ON THE ESTIMATION ACCURACY USING HIGH KL-DIVERGENCE DATA

In Section we examined the a-divergence loss function, hypothesizing that its boundedness
could address sample size issues in high KL-divergence data. Theorem[3.2] based on this bound-
edness, suggests that a-Div can be minimized regardless of the true KL-divergence, indicating its
potential for effective DRE with high KL-divergence data. To validate this hypothesis, we assessed
DRE and KL-divergence estimation accuracy using both a-Div and a KL-divergence loss function.

Unfortunately, the RMSE of DRE using a-Div increased significantly with higher KL-divergence in
the test datasets, similar to the results obtained with the KL-divergence loss function. Additionally,
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Figure 3: Results of Section [6.3] The z-axis represents the ground truth KL-divergence of the
data. The y-axis of the left and right graphs represents the RMSE and estimated KL-divergence,
respectively. The plot shows the median y-axis values for the ground truth KL-divergence. Vertical
lines indicate the interquartile range (25th to 75th percentiles) of the y-axis values.

both methods produced nearly identical KL-divergence estimations. These findings suggest that
the accuracy of DRE and KL-divergence estimation is primarily influenced by the true amount of
KL-divergence in the data rather than the a-divergence.

Experimental Setup. We generated 100 training and 100 test datasets, each containing 10,000
samples. The datasets were drawn from two normal distributions, P = N (pp, 02 - I3) and Q =
N (g, 42 - I3), where p, = (—=3/2,-3/2,-3/2) and puy = (3/2,3/2,3/2), with I3 denoting the
3-dimensional identity matrix. The values of o were set to 1.0, 1.1, 1.2, 1.4, 1.6, 2.0, 2.5, and
3.0. Correspondingly, the ground truth KL-divergence values of the datasets were 31.8, 25.6, 21.0,
14.5, 104, 5.8, 3.1, and 1.8 natsE], reflecting the increasing o? values. The true density ratios of
the test datasets are known for this experimental setup. We trained neural networks on the training
datasets by optimizing both a-Div with o = 0.5 and the KL-divergence loss function. After training,
we measured the root mean squared error (RMSE) of the estimated density ratios using the test
datasets. Additionally, we estimated the KL-divergence of the test datasets based on the estimated
density ratios using a plug-in estimator. Finally, we reported the median RMSE of the DRE and the
estimated KL-divergence, along with the interquartile range (25th to 75th percentiles), for both the
KL-divergence loss function and a-Div.

Results. Figure [3] shows the experimental results. The x-axis represents the true KL-divergence
values of the test datasets, while the y-axes of the graphs display the RMSE (left) and estimated
KL-divergence (right) for the test datasets. We empirically observed that the RMSE for DRE using
a-Div increased significantly as the KL-divergence of the datasets increased. A similar trend was
observed for the KL-divergence loss function. Additionally, the KL.-divergence estimation results
were nearly identical for both methods. These findings indicate that the accuracy of DRE and KL-
divergence estimation is primarily determined by the amount of KL-divergence in the data and is
less influenced by a-divergence. Therefore, we conclude that the approach discussed in Section
[5.4] offers no advantage over the KL-divergence loss function in terms of the RMSE for DRE with
high KL-divergence data. However, we believe that these empirical findings contribute to a deeper
understanding of the accuracy of downstream tasks in DRE using f-divergence loss functions.

7 CONCLUSION

This study introduced a novel loss function for DRE, a-Div, which is both concise and provides
stable, efficient optimization. We offered technical justifications and demonstrated its effectiveness
through numerical experiments. The empirical results affirmed the efficiency of the proposed loss
function. However, experiments with high KL-divergence data revealed that the a-divergence loss
function does not offer a significant advantage over the KL-divergence loss function in terms of
RMSE for DRE. These findings contribute to a deeper understanding of the accuracy of downstream
tasks in DRE when using f-divergence loss functions.

A "nat’ is a unit of information measured using the natural logarithm (base €)
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A ORGANIZATION OF THE SUPPLEMENTARY DOCUMENT

The organization of this supplementary document is as follows: Section [Bl reviews prior work in
DRE using f-divergence optimization. Section [C presents the theorems and proofs cited in this
study. Section [D] provides details of the numerical experiments conducted. Finally, Section
presents additional experimental results. Additionally, the code used in the numerical experiments
is included as supplementary material.

B RELATED WORK

Nguyen etal. (2010) proposed DRE using variational representations of f-divergences.
Sugiyama et al. (2012) introduced the density-ratio matching under the Bregman divergence, which
is a general framework that unifies various methods for DRE. As|Sugiyama et al/ (2012) mentioned,
the density-ratio matching under the Bregman divergence is equivalent to DRE using variational rep-
resentations of f-divergences. For estimation with high KL-divergence data, Rhodes et al. (2020)
proposed a method that divides the high KL-divergence estimation into multiple smaller divergence
estimations. [Choi et all (2022) further developed a continuous decomposition approach by introduc-
ing an auxiliary variable for transforming the data distribution. DRE using variational representa-
tions of f-divergences has also been studied from the perspective of classification-based modeling.
Menon & Ong (2016) demonstrated that DRE through f-divergence optimization can be represented
as a binary classification problem. [Kato et al| (2019) proposed using the risk functions in PU learn-
ing for DRE.

Finally we review prior studies on DRE regarding a-divergence loss functions. Birrell et al. (2021)
derived an a-divergence loss function from R’enyi’s a-divergence, while |Cai et all (2020) used a
standard variational representation of Amari’s a-divergence with o < 0 or a« > 1. [Kwon & Baek
(2024) presented the same «-divergence loss function as proposed in this study, using the Gibbs
density expression to measure entropy in thermodynamics. In contrast, we offer the proposed loss
function to address the biased gradient problem.

C PROOFS

In this section, we present the theorems and proofs referenced in this study. First, we define a-Div
within a probabilistic theoretical framework. Following that, we provide the theorems and proofs
cited throughout the study.

Capital, small and bold letters. Random variables are denoted by capital letters. For example,
X. Small letters are used for values of the random variables of the corresponding capital letters; a
denotes a value of the random variable X. Bold letters X and x represent sets of random variables
and their values.

C.1 DEFINITION OF a-D1v

Definition C.1 (a-Divergence loss). Let XL, X%, ..., XE denote R i.i.d. random variables drawn
from P, and let X1 Xé, e ,Xg denote S i.i.d. random variables drawn from @. Then, the a-

Divergence loss La DW) (+; @) is defined as follows:

S ‘ 1
e L
= 1 —«

where T is a measurable function over €2 such that 7" : Q — R.

e (a—1)-T( XP) (17)

M;U

£ E5) (T; )

a-Div

QI»—‘
CQ|*—‘

=1

C.2 PROOFS FOR SECTION[]

In this section, we provide the theorems and proofs referenced in Section
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Theorem C.2. A variational representation of a-divergence is given as

D@IPs @) =sup { - B 077 - = B [0},

a-(I1—-a) « 11—«

(18)

where the supremum is taken over all measurable functions with Ep[¢'~?] < oo and Eg[¢p~%] <

00. The maximum value is achieved at ¢ = dQ/dP.

Proof of Theorem[C2 Let fo(t) = {t'1™ — (1 — ) -t — a}/{a- (a — 1)} for a # 0, 1, then

oo (32) -5

1 do\'"* 1 [dQ 1
a-(l—af(ﬁ) +E.(ﬁ>+1—a]

1 d\"| L1 1
S a-(1-a) Pi\ap a 1-«
= D(QIIP; ).
Note that, the Legendre transform of g, (z) = 217%/(1 — «) is obtained as
* . &7 . 17%
goz(x) - a—1 € ’

and for the Legendre transforms of functions, it holds that
(C - h(@)} =C-h* (%) and {h(z)+C -z + DY = h*(x — C) — D.

Here, A* denotes the Legendre transform of A.

From Equations (20) and 21)), we have

T S L L
foc(t)_{(_a) ga(t)+a +1—OL}
! ] 1
(e o 4)) o
1, 1
:_E'ga(l_at)+a_1
- 1 « 1-1 1
—‘a'{a_l'“‘“f) }+ 1
1 _ 1
:1—a(1_at)la+o¢—1
By differentiating f, (t), we obtain
iy = L a1
fa(t)__a 3 +Oé'
Thus,
BT 1.1
ola(0)] = Fo |20+ 1.
From (22) and 23)), we have
1 1 DN |
Ep[fa(fa(0)] = Ep m'{l—a'(—a'qra‘f'a)} +a—11
1 1
:Ep[l—a.(bla—i_a—l}

19)

(20)

2y

(22)

(23)

(24)

(25)

In addition, from Equations and (23), we observe that Ep [(blf‘l] < oo is equivalent to

Ep[|f2(fL(#))|] < oc. Similarly, Eq [¢~*] < oo is equivalent to Eq [ | fL(¢)|] < oc.
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Finally, by substituting Equations 24) and (23)) into Equation (1), we get
D@QIIP; @) = sup { Eq[f4(#)] - Er[f2(f4(0)] }
$=>0

1 1 1 1
rpfe e [ o)
>0 « « 11—« a—1
1 1 1
— - -  __.E el __ - g 11—« .
2g%{a,(1_a) ~ B[] - —Erlo }}
This completes the proof. O
Theorem C.3 (Theorem[d.2]in Section @ restated). The a-divergence is represented as
1 1 1
D P- — - - _ - .E aT] _ - B [ (a—l)-T:| 26
@i = (ot e Fal g E [ e

where the supremum is taken over all measurable functions T : Q — R with Ep[e®~D'T] < oo
and Egle®™] < oc. The equality holds for T* satisfying

dQ e
aQ _ 1+ 27
ap_© (27
proof of Theorem Substituting e~ 7 into ¢ in Equation (I8), we have
1 1 1
D(Q||P; o) = -  _ _.FE -l __ - . @ l1-a
QIIP; @) 2@%{04-(1—04) s Balo™] - 1= Erls ]}
1 1 —« 1 -«
-, (st - 8ol ]
T:SSIZIER{CV'(l_O‘) a ¢ {e } l—a 7 {e }
1 1 1
= - _ _.FE aT) _ ‘B [ (a—l)»T} ' 28
A e R G =i “
Finally, from Theorem[C.2] the equality for Equation (28) holds if and only if
dQ -
This completes the proof. o
Lemma C.4. For a measurable function T : Q — R with Ep[e(®~VT] < 00 and Eg[e®™] < oo,
let
- 1 a0 1 P
lopiw (T(X): ) = = - e*T) . = = ele=)T(x) 2y 30
o (1) ) = % e TS24 1o e e
Then the optimal function T* for infp.q g TQ,D[V (T; «) is obtained as T* = —logdQ/dP, u-

almost everywhere.

proof of Lemma First, note that it follows from Jensen’s inequality that
log(p- X +¢q-Y) = p-log(X) + ¢ -log(Y), 3D
for X, Y > 0 and p,q > 0 with p + ¢ = 1, and equality holds when X =Y.

Substitute X = e 7). fL(x), ¥ = elo=D)TC) . dB(x) p — 1 — a, and ¢ = « into Equation
(31)), we obtain

1 ~
1 - X -Y)=1 7'la-'vT; )
og(p- X +¢q-Y) =log (a-(l—a) piv( 04))
and log (m Aopiv(T'; a)) is minimized when e® 7). %(x) = ela=DT() . e (x), -
almost everywhere. Therefore, infr.q_,r la-piv(7'; <) is achieved at e T"(x) = Z—P(x), p-almost
everywhere. Thus, we obtain 7*(x) = — log % (x), p-almost everywhere.
This completes the proof. o
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Lemma C.5. For a measurable function T : Q — R with Ep[e®~VT] < 0o and Eg[e®”] < oo,

let
Za—Div(T; Oé) = E# Pva—Div (T(X; Oz)):| (32)
_1 o-T'(x) 1 (a—1)-T(x)
== EQ[e }—i—l_a Ep[e }, (33)
and let
lo-piv(@) = T:gliRla-Div(T; «), and (34)
a-Div(a) = T:lS?ilR ‘CO&*DiV(T; O[), (35)

where the infima of Equations (34) and (33) are considered over measurable functions T : Q — R
with Eple(*=VT] < 00 and Eg[e*”] < oc.

Then,
By [.0(@)] = Zipal@). (36)

Additionally, the equality in Equations (34) and (B3) hold for T*(x) = — log dQ/dP(x).

proof of LemmalC3l Let T*(x) = —logdQ/dP(x).
First, it follows from LemmalC.4] that

Ui (@) = T:iggliRlNa-Div(T; a) = laoi(T*; @). (37)

Next, we obtain

B |y ~ ol = [{5m = ~ Toonle)
= /{m - T:gliRTa-Div(T; a)} dp
= / sup_ {ﬁ (T a)} dp. (38)

Let Ty, = T* 4 1/k. Note that,

Jm looiv(Th 5 @) = T:gliRla—Div(T; @) =I5, piy(@). (39)

Then, we have

. 1 =
i { ey T 0

1 . ~
e iCa) A {lew<Tkv O‘)}
1 . ~
a-(1—a) B T:ls?iR locpiv(T's @)
1 ~
= — LT @) p. 40
PR e RG] “w
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From Theorem|[C.3] we have

1 _
kli)l{.lo E {m - la-Div(Tk ; a):|
1 . ~
‘-afat:5‘¢§&£¢Pmeﬂ”aﬂ
_ 1 : 1 Ty 1 (a—1)-T}
S a-(1—-a) klggo{a EQ[e }+1— Ep[e }

. 1 1
S a-(1—-a) TlsIzli]R{_ EQ[ }+1—a

— ; — inf F, {la»Div(T; 0‘)}

a-(1-a) 1:0-R

= sup

T:Q-R {m = [lNa_DiV(T; a)} }

= sup F —Ta,DiV(T; oz)].

1
TosR [a- (1-a)

Now, we have

1 ~
m - la—DiV(Tk ) CY)

s £ (5] 2o
L (B
e (Zg())a s
R (jﬁu)a_l .

11—«

L L e L en) (dQ
N — — . ek —_— e k
a-(1-a) a 1-—« dP

\9

IN

1
o

)

and let ¢(x) denote the term on the right hand side of Equation (@2).

Then, we observe that

1

m - Toz—Div (Tk (X) ) a)

That is, the following sequence is uniformly integrable for p:

lapiv(Tk ; a)}

o0

k=1

Thus, from the property of the Lebesgue integral (Shiryaev, P188, Theorem 4), we have

1 ~
B L%&{afatzj‘“”*ﬂ”a&} Jm E,

18

ey

Ep [e<a1>-T]}

< ¢(x) and E,[¢(x)] < oo.

- Ta-Div(Tk e

(41)

(42)

(43)
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From Equations (@0), @) and {@3), we obtain

1 o 1 T
ai—a) Ey [la—Div(o‘)} =K, A i—a) la—Div(O‘):|
u ) -
=FE,| su ——— —lapiv(T; @
“_T:QER{Q'(l—OZ) oiv{ )}]
r ) N
= B | lim, {m ~ Laon (T °‘>H
(.. Equation (40))
1 ~ .
= leH;O E# |:CY - (1 — CY) - la»Div(Tk ; Oé):| ( Equatlon @)
= su E ;—ZN w(Tk 5 )
= T:QER m o (1 — O[) a-DiviLk
(.. Equation )
1 . =~
Ta-(1-a) T:gliR Ey [la'Dw(Tk ’ a)}
1 ki
= m — L piv(@).
Here, we have
By [T (@)] = Zon (@), (44)
From Equations (32) and (@4] we have
Laon(T*5 @) = By [Fpn(0)] = Zin (). (45)
This completes the proof. O

Theorem C.6 (Theorem [£.4]in Section @ restated). For a fixed function T : Q — R, let ¢, be the

optimal scalar value for the following infimum:

ce = arg inf ELopn(T +¢; a)]
ce

1
—arcinfl —E [ a-<T+c>}
e {15l
1
v Ep [e“‘*l)'(”c)} } , (46)
l1-«a
Then, c, satisfies e = Ep [efT], or equivalently, e (Tes) = e’T/Ep [e’T].
proof of Theorem[C.6l Now, we have
~ d 1 e (o—1).T(x) 4P
lapiv(T +c; a) = - cee . g T(x) ﬁ(x) + T celaml)e p(a=1)T(x) @(x).
For Equation (1), let X = e®¢ . ¢*T() . %(x), Y = ele—De. gla=D)T0) . ‘fi—i(x), p =

1 — a and ¢ = «. Then, from Jensen’s inequality, l,.piy (T + ¢; «) is minimized at ¢, such taht
e er . e T(x) . %(x) = ela)es . pla=1)T(x) . %(x), p-almost everywhere.

Hence,
c d@
e - —

i (x) = e~ T(x) .

dP
o (x).

By integrating both sides of the above equality over {2 with p, we obtain

e = FEp [eiT} .

This completes the proof.
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C.3 PROOFS FOR SECTION[3]

In this section, we provide the theorems and proofs referred to in Section
Theorem C.7 (Theorem 511 in Section Bl restated). Let Ty(x) : Q@ — R be a function such that
the map 0 = (01,02,...,0,) € © — Ty(x) is differentiable for all 6 and p-almost every x € €.
Assume for a point € ©, it holds that Ep[e(®*~1)7%] < oo and Eg[e® %] < oo, and there exists a
compact neighborhood of 6, denoted by By, and a constant value L, such that |Ty(x) — Tg(x)| <
Lljy — 6.
Then,

E [vg LES) (T, Q)L é} — Ve E {L‘(R’S) (T oz)} ’9 ; 47)

a-Div a-Div

proof of Theorem[C.Zl We now consider the values, as 1) — 6, of the following two integrals:

1 1 .7 1 ,T}
— ¢ —e¥TY — —eY0 5 dQ), (48)
/ [ — 9| {a o
and
/; Le(a—l)'Tw _ ela=1)T5 \ ap (49)
lo =0 |1—-«a 11—«
Note that it follows from the intermediate value theorem that
1 1
T — Ze™Y| = |z —y| - eI EIl (30 € [0,1]). (50)
o o

By using the above equation with = T';(x) and y = Tj(x) for the integrand of Equation (g8)), we

have
‘# . {lea-m(x) _ lea»n(x)H
[ =0l e o

1

= T3 () — Ty(x)]| - e (Ta0+7(Ts (0= T5(x) o
- Iwil—éﬂ Ty (%) = Ty(x)| - 7= T CI=To () . g Ty()

< ﬁ T () — Ty(x)| - eon To0-T5(3 ey

<L- e Lellv=a]| _ea,Té(x)7 .

forall Y € Bg.

Integrating the term on the left-hand side of Equation (31)) with respect to @, we have

1 1 1 :
/’M . {a ce@ Ty (x") _ ~ ea'Te(xq)H dQ(x7)

< /L e L=l o Ty(oe%) gy ()

EN eoz-L-”ﬂ’—éH . EQ [ea.Té] ' (52)
Considering the supremum for ¢» € By in Equation (32), we obtain
1 1 1

sup /’7'{—'6()",’”’——60"1}} dQ

$EBj W - 6‘” (&% 0%

< sup {L - e L lly=6ll  Eq [e>T1] }

PEBy

= FEq [ea-Té} - sup L.ea-L-Hw*éH < oo, 53)

YEBg
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since By is compact.

Therefore, the following set is uniformly integrable for Q):

b Y ameeny L amxn | i
{|¢—9|{0‘ e ae Y € Bo. (54)

Similarly, for Equation (9), we have

sup/’ L { I e-nmeey 1 e(a_l)'Te(xp)HdP(xp)
ven, ) |l =0 \1-a 1-a

< sup {L . e(l—a)L-”w—gH -Ep [e(l—a)»Tg} }
"~ yeB;

= FEp [e(lfa)'Té} - sup L- (=) Lelly=0ll o (55)
$€Bg

Therefore, the following set is uniformly integrable for P:

1 1 1), (x? 1 T (o

Thus, the Lebesgue integral and lim,,_,5 are exchangeable for the set in Equation (G6). Then, we
have

1
VoEq [a . eo"Te(xq)]

0=0
1 1 q 1 (5
= limﬁ/ - - . {_ e Ty(xY) _ Z | parTy(x )}dQ(Xq)
v =0 la o
1 1 a 1 (x4
= / lim. [7 . {_ e Ty(x®) _ Z | paTg(x )H dQ(x%)
=0 Ly =0 Lo a

] . 67
0=0.

Similarly, we obtain

VoEp [L . e(o‘l)'T"(xp)]
11—«

0=0

_ nm/ 1 { L e-nreey 1 .e<a1>-T9<xP>}dp(Xp)
v—0) |[v =0 (1-« 11—«
/ - [ ! { L enmee) - L a1y )}]
= [ lim — . el v — sl oLx dP(xP)
v—a v =6 |1—« 1—-a

\V) < 1 .e(a1)~Te(xP)) ] ) (58)
11—« o=

:EP
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From Equations (37) and (38), we have
el

a-Div

[ R,S
= Ep _EQ {VG ‘Cz(x-Div) (T a)‘ezéﬂ
[ 11 o 1 1 &
= FEp |Eq V9|9_9{E.§,ZQQ-T9(X¢)+ — .E.Ze(al)'Te(xi)}‘|‘|
L =1 =1
[ R -
—EnlE, 2. 2. Ty (xP) }
Pre a S ;V() (e ) 0=0

L1 NSy, (plee 076
+1—a'§._z 9(6 )‘9:@

Il
Q|+
0|+~

=

Q
<
S
/N
§y
Q
il

*
N
>
Il
S

=1
1 S
_ - .= YV, E. {aTe(xg)}
« ; e 6=0
1 1 &
. E {(a—l)fo)H
T 14 R ;V" Pe 0=4
S
1 1 ‘
—V,En|=. 2. an(x)‘
Vo Eq a S ;e 0=0
R
1 1 »
Vo E L (a—=1)-Ty(x7) ’
+ Vo lp l1-a R 1-:18 =0

=V Ep [EQ [E(R’S) (Ty; a)” ’

a-Div 7
= Vo B |55 (T o)) | (59)
This completes the proof. o

Theorem C.8 (Theorem[5.2in Section S restated). Assume Ep[(dQ/dP(X))**] < co. Let T* =
—log dQ/dP. Subsequently, let

. 1 .
DN(Q[IP; ) = ai=a) £ (@ a). (60)

Then, it holds that as N — oo,
VN{DM(QIIP; o)~ D@IIPsa)} % N (0, 02), (61)
where
o = C4 - D(Q||P; 2a) + C2 - D(Q||P; 2a — 1)
+ C3-D(Q||P; @)+ Cq - D(Q||P; o) + Co, (62)
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and

05:20"(;{20‘),
2 1-2
Ca= a(1(— a)2a)’
Ca = % (1_1a)2
Ch= ey
Ci:(éﬂl—lw

proof of Theorem First, note that

(63)
(64)

(65)

(66)

ﬁ(N)(Q”P.a):;_l. i.iea-T*(Xé) . i.zN:e(a—l)-T*(Xia)
’ a-(1-a) «a |N P l—a | N =
1 1 1 &Kjde. o, 7
7a.<1_a>‘a'{ﬁ';<ﬁ< @’) }
1 1 L /dQ o, \'°
_ 1_0/{N';(E( P)) } 67)
On the other hand, from LemmalC.3] we obtain
Do — 11 aT L (a=1)-T
D@l a) = sw [ - L mg ] - e [0
-y L. ary_ _1 (a=1)-T
S a-(1—-a) T:lf?iR{a E [e } 1-— Ep[e ]}
— 1 *
Ta(-a o-Div ()
1 1 are] _ 1 (a—1)-T"
S a-(1-a) « EQ[e } 1-— Ep[e }
B 1 aQ, \ * 1 aQ, '
« (1—a)_a.EQ (@(XO _l—a.EP (@(x)) ]
1 1 [1 & dQ —o
T a (1—a)_a'{ﬁ.;EQ <dP(Xi)) ]}
1 1 d e
(68)
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Subtracting Equation (68) from Equation (67), we have
DM(Q|IP; ) = D(QI|P; a)

AT {(E)

e (Ben) e (500)
Sy ié {(% 2) -o|(fw) }

(50) ] } @

LetLj = = - (%(Xg))i - Eq [(%(x)) } } Then {L{,};¥, are independent and identi-

cally distributed variables whose means and variances are as follows:

Eo [UQ] -0, (70)

v Lt () e

i=1

and

Lom|{ { H_L{EQ

b (50) "] & e[
1-2«

) - e

(
| ()
(

2
—a2~(1—o¢)2~<m~Ep ﬁ(x) -1 ) +1
+a2-(1—o¢)2-<ﬁ-Ep %(x) ) —1D
- 2a-(1—a) } (71)

«

. . 11—« —
Similarly, let L}, = 1 - {(%(sz)) —Ep [(%(x)) } } Then {L%} Y | are indepen-

dent and identically distributed variables whose means and variances are as follows:

Ep [Lip} —0, (72)
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)]}

)
)
>+1

2
)+

and
Varp | L]
Pr | = { (Z—Qcc))l_a s (%x))l_a] }]

- {(3—“‘))} ‘ﬁ{’; (&

B :(%x))g(l_a)] T {E (760

e () e (| (e

S { 2or- (20— 1) (ﬁ " <%x))l‘”“‘” 4
e )2'<a-<;—1>'EP (i)
+a2-<1—a>2-<a,(j_1)-Ep (%x))“_lb

Now, we consider an asymptotical distribution of the following term:

VN {DM(QIIP; o) - D(QIIP; o)}
<1

)

By the central limit theorem, we observe that as N — oo,

N

¥ 2 {th-Bolg)}) +

i=1

> (i

_m.<

— Ep| LZ]})

(D {r - Balsil}) < Moo 25))
and
\/N.(%.Z{L}—EP[LM}> —Ls N(0, Varp [Li] ).

Therefore, from Equations (73) and (Z6), we obtain
VN {DM(QIIP; a) -
and
e Varg [LZQ] + Varp [LH

=CL-D(Q||P;2a) + C2 -
+ C3-D(Q||P; )®+Cy -

D(QIIP; 200 — 1)

25

D(QIIP; a)} = N(0,02).

D(Q||P; a) + C5,

(73)

(74)

(75)

(76)

(77)

(78)
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where
2a- (1 — 2«
Co = 722 5 (79)
20 (1 — 20)
2 _
1 1
3 _
Co= IS (81)
2 2
4 _ PR
Co = a? + (1—a)?’
5 1 1
Ca: E‘Fm (2—20&(1—0&)) (82)
This completes the proof. o

D DETAILS OF THE EXPERIMENTS IN SECTION

In this section, we provide details on the hyperparameter settings used in the experiments described
in Section

D.1 DETAILS OF THE EXPERIMENTS IN SECTIONI[6.]]

In this section, we detail the experiments reported in Section[6.1]

D.1.1 DATASETS.

We generated the following 100 train datasets. P = N'(up, I5) and Q = N (g, Xq) wWhere p1,, =
pg = (0,0,...,0), and I5 denotes the 5-dimensional identity matrix, and ¥, = (0;;)?_; with
0;; = 1,and 0;; = 0.8 for ¢ # j. The size of each dataset was 5000.

D.1.2 EXPERIMENTAL PROCEDURE.

Neural networks were traind using the synthetic datasets by optimizing a-Div for « = —3.0, —2.0,
—1.0,0.2,0.5,0.8, 2.0, 3.0, and 4.0 while measuring the training losses for each learning step. For
each value of o, 100 trials were conducted. Finally, we reported the median, ranging between the
45th and 55th quartiles, and between the 2.5th and 97.5th quartiles of the training losses at each
learning step.

D.1.3 NEURAL NETWORK ARCHITECTURE, OPTIMIZATION ALGORITHM, AND
HYPERPARAMETERS.

A 5-layer perceptron with ReLU activation was used, with each hidden layer comprising 100 nodes.
For optimization, the learning rate was set to 0.001, the batch size was 2500, and the number of
epochs was 250. The models for DRE were implemented using the PyTorch library (Paszke et al.,
2017) in Python. Training was conducted with the Adam optimizer (Kingma, 2014) in PyTorch and
an NVIDIA T4 GPU.

D.1.4 RESULTS.

As shown in Figure [ the training losses of a-Div across learning steps are presented for o =
-3,-2,-1,0.2,0.5,0.8,2.0,3.0, and 4.0. The upper (¢« = —3.0,—2.0, and —1.0) and middle
(o = 2.0,3.0 and 4.0) figures in Figure @khow that the training losses diverged to large negative
values when o < 0 or @« > 1. In contrast, the bottom figure (o« = 0.2,0.5, and 0.8) Figure
the training losses of a-Div converged, illustrating the stability of optimization with a-Div when
0<a<l.
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Figure 4: All results of Section[6.1l fora = —3, -2, —1,0.2,0.5,0.8,2.0, 3.0, and 4.0. Each graph
displays the training losses (y-axis) against the learning steps (x-axis) during optimization using a-
Div for different values of a values. The solid blue line represents the median training losses. The
dark blue area indicates the range between the 45th and 55th percentiles, while the light blue area
shows the range between the 2.5th and 97.5th percentiles of the training losses.

D.2 DETAILS OF THE EXPERIMENTS IN SECTION[6.2]

In this section, we provide details about the experiments reported in Section [6.21

D.2.1 DATASETS.

We first generated 100 training datasets, each with a total size of 10000 samples. Each dataset was
drawn from two normal distributions: P = N(up, -I5) and Q = N (4, -I5) where I5 denotes the
5-dimensional identity matrix, and p1, = (—=5/2,0,0,0,0,0) and p, = (5/2,0,0,0,0,0).

D.2.2 EXPERIMENTAL PROCEDURE.

We trained neural networks using the training datasets, optimizing both a-Div and the standard

a-divergence loss function defined in Equation (7)) with & = 0.5, as well as nnBD-LSIF, while
measuring the training losses at each learning step. We conducted 100 trials and reported the median
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training losses, along with the ranges between the 45th and 55th percentiles, and between the 2.5th
and 97.5th percentiles, at each learning step.

Loss functions used in the experiments. We used a-Div, the standard a-divergence loss func-
tion, and the non-negative Bregman divergence least-squares importance fitting (nnBD-LSIF) loss
function (Kato & Teshima, 2021)) to train neural networks. The standard a-divergence loss function,
presented in Equation (Z), exhibits a biased gradient when o < 1.

nnBD-LSIF is an unbounded Bregman divergence loss function obtained from the deep direct DRE
(D3RE) method proposed by [Kato & Teshima (2021)), which is defined as

. C 1 - c -
EnnBD-LSIF(¢) = _EQ [¢(X) - 5¢2(x)} + (5 -Ep [¢2(x)] - 5 ’ EQ [¢2(x)}) ) (83)
Jr
where (a)y+ = aif a > 0 otherwise (a); = 0 and C is positive constant. Note that, nnBD-LSIF
has a unbiased gradient. The optimization efficiency of nnBD-LSIF was observed to confirm the
effectiveness of an unbiased gradient of an f-divergence loss function as well as a-Div.

D.2.3 NEURAL NETWORK ARCHITECTURE, OPTIMIZATION ALGORITHM, AND
HYPERPARAMETERS.

We used a 4-layer perceptron with ReLLU activation, where each hidden layer contained 100 nodes.
For optimization, the learning rate was set to 0.00005, the batch size was 2500, and the number of
epochs was 1000. We implemented all models for DRE using the PyTorch library (Paszke et al.,
2017) in Python. Training was performed with the Adam optimizer (Kingmad, |2014) in PyTorch,
utilizing an NVIDIA T4 GPU.

D.3 DETAILS OF THE EXPERIMENTS IN SECTION [6.3]

In this section, we provide details on the experiments reported in Section[6.3]

D.3.1 DATASETS.

Initially, we created 100 train and test datasets, each with a size of 10,000. Each dataset is generated
from two normal distributions P = N(u,,0? - I3) and Q = N(pg, 4% - I3) where I3 denotes
the 3-dimensional identity matrix and o values were 1.0, 1.1, 1.2, 1.4, 1.6, 2.0, 2.5, or 3.0, and
tp = (—3/2,-3/2,-3/2) and py = (3/2,3/2,3/2). In the aforementioned setting, the ground
truth KL-divergence amounts of the datasets is obtained as

dP
KL(P||Q) = Ep |log [ —
(Pli) = Br 106 (55 )]
71 1 |EP|_d T 271 E _ T 271 _
_2 Oglzl + I‘( p q)“"(:LLp HQ) T Hp (:up /’Lq)
q
_ L log 2.|Isl_3+Tr(a*2-13-42-13)+3-1T-a*2-13-3-1
2 42 |1
1
:5-(moga—1210g2—3+3~a*2-16+27-a*2)
:310g0—610g2—g+0_2-§. (84)

From Equation (84), we see that the ground truth KL-divergence amounts of the datasets were 31.8,
25.6,21.0,14.5,10.4,10.4, 5.8, 3.1, and 1.8, which correspond to the ascending o values, such that
c=1.0,1.1,...3.0.

D.3.2 EXPERIMENTAL PROCEDURE.

We trained neural networks using the training datasets by optimizing both a-Div with @ = 0.5 and a
KL-divergence loss function. Details of the KL-divergence loss function used in the experiments are
provided in the following paragraph. Training was halted if the validation losses, measured using the
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validation datasets, did not improve during an entire epoch. After training the neural networks, we
measured the root mean squared error (RMSE) of the estimated density ratios using the test datasets.
We estimated the KL-divergence of the test datasets for each trial using the estimated density ratios
and the plug-in estimation method, which is detailed below. A total of 100 trials were conducted.
Finally, we reported the median RMSE of the DRE and the estimated KL-divergence, along with
the interquartile range (25th to 75th percentiles), for each KL-divergence loss function and a-Div.

KL-divergence loss function. A standard KL-divergence loss function is obtained as

ﬁstandard»KL(d’) =FEp [d’] - EQ [1Og ¢] . (85)
In our pre-experiment, the standard KL-divergence loss function exhibited poor optimization perfor-
mance, which we attribute to its biased gradients. However, we found that the Gibbs density trans-
formation, as described in Section improved optimization performance for the KL-divergence
loss function. Therefore, we used the following KL-divergence loss function, Lx1,(+) in our experi-
ments:

Lxu(T) = Ep [e'] — Eq [T]. (86)

Plug-in KL-divergence estimation method using the estimated density ratios. The KL-
divergence of the test datasets was estimated by estimated predicted density ratios for the test
datasets using a plug-in estimation, such that

KL(P||Q) = Eq [log #4(x)] , 87)
where 7,(x) = 7 / Eg[eT®)].

D.3.3 NEURAL NETWORK ARCHITECTURE, OPTIMIZATION ALGORITHM, AND
HYPERPARAMETERS.

The same neural network architecture, optimization algorithm, and hyperparameters were used for
both a-Div and the KL-divergence loss function. A 4-layer perceptron with ReLLU activation was
employed, with each hidden layer consisting of 256 nodes. For optimization with the a-Div loss
function, the value of o was set to 0.5, the learning rate was 0.00005, and the batch size was 256.
Early stopping was applied with a patience of 32 epochs, and the maximum number of epochs was
set to 5000. For optimization using the KL.-divergence loss function, the learning rate was 0.00001,
with a batch size of 256. Early stopping was applied with a patience of 2 epochs, and the maximum
number of epochs was 5000. Pytorch (Paszke et all, 2017) library in Python was used to implement
all models for DRE, with the Adam optimizer (Kingma, |2014) in PyTorch and an NVIDIA T4 GPU
used for training the neural networks.

E ADDITIONAL EXPERIMENTS

E.1 COMPARISON WITH EXISTING DRE METHODS

We empirically compare the proposed DRE method with existing DRE methods in terms of accuracy
in DRE tasks. This experiment followed the setup described in|Kato & Teshima (2021).

E.1.1 EXISTING f-DIVERGENCE L0OSS FUNCTIONS FOR COMPARISON.

The proposed method was compared with the Kullback-Leibler importance estimation proce-
dure (KLIEP) (Sugiyama et al), 2007b), unconstrained least-squares importance fitting (uLSIF)
(Kanamori et al, 2009), and deep direct DRE (D3RE) (Kato & Teshima, 2021). The densratio
library in R was used for KLIEP and uLSIFH For D3RE, the non-negative Bregman divergence
least-squares importance fitting (nnBD-LSIF) loss function was employed.

E.1.2 DATASETS.

For each d = 10, 20, 30, 50, and 100, 100 datasets were generated, comprising training and test sets
drawn from two d-dimensional normal distributions P = N (y,,, I4) and Q = N (pq, 1), where I
denotes the d-dimensional identity matrix, p, = (0,0,...,0), and g = (1,0,...,0).

“https://cran.r-project.org/web/packages/densratio/index.html
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Table 5: Results of additional experiments described in Section[EIl The table reports the average
mean and standard deviation of the MSE for DRE with each method. Results are presented in the

format "mean (standard deviation)." The lowest MSE values are highlighted in bold.

Data dimentions (d)

Model d=10 d = 20 d =30 d =50 d = 100

KLIEP 2.141(0.392) 2.072(0.660) 2.005(0.569) 1.887(0.450) 1.797(0.419)
uLSIF  1.482(0.381) 1.590(0.562) 1.655(0.578) 1.715(0.446) 1.668(0.420)
D3RE  1.111(0.314) 1.127(0.413) 1.219(0.458) 1.222(0.305) 1.369(0.355)
a-Div  0.173(0.072) 0.278(0.113) 0.479(0.259) 0.665(0.194) 1.118(0.314)

E.1.3 EXPERIMENTAL PROCEDURE.

Model parameters were trained using the training datasets, and density ratios for the test datasets
were estimated. The mean squared error (MSE) of the estimated density ratios for the test datasets
was calculated based on the true density ratios. Finally, the average mean and standard deviation of
the MSE for each method were reported.

E.1.4 NEURAL NETWORK ARCHITECTURE, OPTIMIZATION ALGORITHM, AND
HYPERPARAMETERS.

For both D3RE and a-Div, a 3-layer perceptron with 100 hidden units per layer was used, consistent
with the neural network structure employed in [Kato & Teshima (2021)). For D3RE, the learning
rate was set to 0.00005, the batch size was 128, and the number of epochs was 250 for each data
dimension. The hyperparameter C' was set to 2.0. For a-Div, the learning rate was set to 0.0001,
the batch size was 128, and the value of o was set to 0.5 for each data dimension. The number of
epochs was set to 40 for data dimensions of 10, 50 for dimensions of 20, 30, and 50, and 60 for a
dimension of 100. The PyTorch library (Paszke et all, 2017) in Python was used to implement all
models for both D3RE and a-Div. The Adam optimizer (Kingma, 2014) in PyTorch, along with an
NVIDIA T4 GPU, was used for training the neural networks.

Results. Table [5 summarizes the results for each method across different data dimensions. Six
cases where the MSE for KLIEP exceeded 1000 were excluded. For all data dimensions, a-Div
consistently demonstrated superior accuracy compared to the other methods, achieving the lowest
MSE values. However, it is important to note that the prediction accuracy of a-Div significantly
decreased as the data dimensions increased. The curse of dimensionality in DRE was also observed
in experiments with real-world data, which will be reported in the next section.

E.2 EXPERIMENTS USING REAL-WORLD DATA

We present numerical experiments using real-world data to highlight important considerations for
applying the proposed method. Specifically, we conducted experiments on Domain Adaptation (DA)
for classification models using the Importance Weighting (IW) method (Shimodaira, [2000). The
IW method builds a prediction model for a target domain using data from a source domain, while
adjusting the distribution of source domain features to match that of the target domain features by
employing the density ratio between the source and target domains as sample weights.

In these experiments, we used Amazon review data (Blitzer et all, 2007) and employed two predic-
tion algorithms: linear regression and gradient boosting. The hyperparameters for each algorithm
were selected from a predefined set based on validation accuracy, using the Importance Weighted
Cross Validation (IWCV) method (Sugiyama et all,[20074) on the source domain data.

Through these experiments, we observed a decline in prediction accuracy on test data from the target
domain as the data dimensionality increased. Specifically, there were instances where the accuracy
worsened compared to models that did not use importance weighting—i.e., models trained solely on
the source data. These phenomena are likely due to two issues in DRE: the degradation in density
ratio estimation accuracy as dimensionality increases, as noted in Section and the negative
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impact of high KL-divergence on density ratio estimation, as observed in Section[6.3] It is important
to note that KL-divergence increases with the number of features (i.e., data dimensions), unless all
features are fully independent.

E.2.1 DATASETS.

The Amazon review dataset (Blitzer et all, 2007) includes text reviews and rating scores from four
domains: books, DVDs, electronics, and kitchen appliances. The text reviews are one-hot encoded,
and the rating scores are converted into binary labels. Twelve domain adaptation classification tasks
were conducted, with each domain serving once as the source domain and once as the target domain.

Notation. X¢ and X¢ denote subsets of the original data for the source and target domains, re-
spectively, for each feature dimension d, where the columns of Xg and X¢ are identical. ys and yr
represent the objective variables in the source and target domains, respectively, which are binary la-
bels assigned to each sample in the source and target domain data. Z¢ and Z¢ denote d-dimensional
feature tables used to estimate the density ratio #(Z¢), which is the ratio of the target domain density
to the source domain density. dim(X) indicates the number of columns (features) in the data X .

E.2.2 EXPERIMENTAL PROCEDURE.

Step 1. Creation of feature tables. Many DA methods utilize feature embedding techniques to
project high-dimensional data into a lower-dimensional feature space, facilitating the handling of
distribution shifts between source and target domains (Ragab et al), [2023). However, our prelim-
inary experiments revealed that model prediction accuracies were significantly influenced by the
embedding procedures. To address these effects on DA task accuracies, we explored an embedding
method with theoretical considerations detailed in the next section.

Specifically, we selected an identical set of columns from the original data of both the source and
target domains for each feature dimension, d = 8,16, 32,64, and 128, arranging the columns in
ascending order of d. Let Xg and X¢ denote the subsets of the original data for the source and
target domains, respectively, determined by these selected columns for each d. We then generated
a d x dim(X¢) matrix A4 from a normal distribution. Finally, by multiplying X¢ and A4, and X4
and A, we obtained the feature tables Z¢ and Z¢, embedding the original source and target domain
data into a d-dimensional feature space. [J

Step 2. Estimation of importance weights. Using the proposed loss function with ZZ and Z{
obtained from the previous step, we estimated the probability density ratio 7(Z¢) for each feature

dimension d, where 7(Zg) = q(Z%)/p(Z¢). This ratio represents the density of the target domain
relative to the source domain.

Step 3. Model construction. We constructed the target model using the IW method. Specifically,
we built a classification model using the training dataset (X¢, ys), where the estimated density ratio
#(Z2) served as the sample weights for the IW method. Additionally, we constructed a prediction
model using only the source data, i.e., a model built without importance weighting.

Step 4. Verification of prediction accuracy To evaluate the prediction accuracy of the models,
we selected the ROC AUC score, as it measures accuracy independently of the thresholds used
for label determination. For the classification tasks in domain adaptation, we employed two clas-
sification methods, each representing a different algorithmic approach: LogisticRegression
from the scikit-1learn library (Pedregosa et all,[2011)) for linear classification, and Light GBM
(Ke et all,12017) for nonlinear classification.

The hyperparameter sets for both methods used to evaluate prediction accuracy on target domains
were selected using the IWCV method (Sugiyama et al!, [2007a). These hyperparameter sets were

3In our experiments, we utilized matrices generated from the normal distribution as embedding maps, which
is equivalent to random projection (Bingham & Mannild, 2001). However, the linearity of the map is not nec-
essary for preserving the density ratios, as discussed in Section[E.2.3] In contrast, linearity is a key requirement
for the distance-preserving property of random projection.
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defined as all combinations of the values listed in Table[6] for LogisticRegression and Table
for LightGBM, respectively. Finally, the prediction accuracies on the target domain were as-
sessed using the best model selected through IWCV, with the target domain data (X<, yr) used for
reporting.

Table 6: Hyperparameter values for LogisticRegression. "Hyperparameters" shows the hyperparam-
eter names used in the library. Texts inside parentheses provide explanations of the parameters.

Hyperparameters Values
11_ratio (Elastic-Net mixing parameter) 0,0.1,0.2,0.3,0.4,0.5,0.6,0.7,0.8,0.9, and 1.0

lambda (Inverse of regularization strength)  0.0001, 0.001, 0.01, 0.05, 0.1, 0.25, 0.5, 0.75, 1,
1.5,2,and 5

Table 7: Hyperparameter values for LightGBM. "Hyperparameters" shows the hyperparameter
names used in the library. Texts inside parentheses provide explanations of the parameters.

Hyperparameters Values

lambda_11 (L, regularization) 0.0,0.25,0.5,0.75,and 1.0

lambda_12 (L, regularization) 0.0, 0.0001, 0.001, 0.01, 0.1, 0.5,
1.0,2.0, and 4.0

num_leaves (Number of leaves in trees) 64, 248, 1024, 2048, and 4096

learning_rate (Learning rate) 0.01, and 0.001

feature_fraction (Ratio of featuresr used for modeling) 0.4,0.8,and 1.0

Table 8: Original data dimensions (dim(X)) used to obtain feature dimensions (dim(Z)) by em-
bedding.

Feature dimensions (d = dim(Z))
d=8 d=16 d=32 d=64 d=128
Original data dimensions (dim(X)) 500 700 900 1700 4600

E.2.3 CONSIDERATION OF THE FEATURE EMBEDDING METHOD

Let f : X — Z denote a C'-class embedding map which transforms the original data X C RV*P
to the feature table Z C RV*? with d < D.

We now demonstrate that if f is injective for both the source and target domain data, it preserves the
density ratio between the target and source domain densities when mapping from the original data
to the embedded data.

To see this, we use the singular value decomposition (SVD) of the Jacobian matrix J¢(x) of f,
which gives
Jp(x) = U(x) - B(x) - VT (x)

with
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o1(x) 0 0
0 09 (X) 0
E(X) = 0 0 Odim(z) (X)
0 0
0 0 0,

where U(x) and V7' (x) are orthogonal matrices in RIm(X)xdim(x) apq Rdim(z)xdim(z) respectively,
and o;(x) # 0 for all 4. This leads to the following relationship for the probability densities between
the original and embedded data:

px(x) = H oi(x) | pz(f(x)). (83)

From Equation (88)), the probability density ratio between the source and target domains of data
embedded by f is obtained as

) (07 000) - a2(/x) g0

xC) (1 00 -pa(f(x)  PHE

N

Therefore, f preserves the density ratio from the original data to the embedded data. Additionally,
if f is a matrix multiplication, its injectivity can be achieved for X by reducing its dimensionality
sufficiently. Reducing the dimensionality of X can induce the injectivity of f.

We heuristically detected the injectivity of our embedding by observing the following: We identified
the largest subset of columns in Z¢ such that a sufficient increase in the KL divergence between
P(Z¢) and P(Z%) increased significantly as the number of columns increased. Injectivity was
assumed for columns within this subset.

Although our feature embedding procedure is based on heuristic observations and lacks thorough
theoretical analysis, we find it adequate for evaluating the performance of the proposed method in
DRE downstream tasks with real-world data as the number of features increases.

The number of columns in the original data used in the experiments is listed in Table

Neural Network Architecture, Optimization Algorithm, and Hyperparameters. A 5-layer
perceptron with ReLU activation was used, with each hidden layer consisting of 256 nodes. For
optimization, the value of o was set to 0.5, the learning rate was 0.0001, and the batch size was 128.
Early stopping was applied with a patience of 1 epoch, and the maximum number of epochs was set
to 5000. The PyTorch library (Paszke et all,2017) in Python was used to implement all models for
DRE. The Adam optimizer (Kingma, 2014) in PyTorch, along with an NVIDIA T4 GPU, was used
to train the neural networks.

Results. The results are shown in Figure [ (LogisticRegression) and Figure |6 (LightGBM). The
domain names at the origin of the arrows in the figure titles represent the source domains, while
those at the tip represent the target domains. The x-axis of each figure shows the number of features,
and the y-axis represents the ROC AUC for the domain adaptation tasks. The orange line (SO)
represents models trained using source-only data, i.e., models trained using source data without
importance weighting, while the blue line (IW) represents models trained using source data with
importance weighting.

Prediction accuracy for the models trained solely on the source data improved as the number of fea-
tures increased, which is expected since more features typically lead to better accuracy. However,
for both Logistic Regression and LightGBM, the performance of the IW method deteriorated as the
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Figure 5: Results of Section for LogisticRegression. In the figure titles, domain names at the
origin of the arrows indicate the source domains, while those at the tip represent the target domains.
The x-axis shows the number of features, and the y-axis represents the ROC AUC for the domain
adaptation tasks. The orange line (SO) denotes models trained using source-only data (i.e., models
trained on source data without importance weighting), while the blue line (IW) represents models
trained using source data with importance weighting.

number of features increased. A more significant decline in performance with increasing features
was observed for most domain adaptation (DA) tasks, except for "books — DVDs" and "kitchen —
DVDs". These results suggest that the distributions shifted by the estimated density ratios using the
proposed method diverged further from the target domain as the number of features increased. Con-
sequently, the accuracy of the density ratio estimation (DRE) likely worsened with more features.
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Figure 6: Results of Section[E2l Results of Section [E2] for LightGBM. In the figure titles, domain
names at the origin of the arrows represent the source domains, while those at the tip indicate the
target domains. The x-axis shows the number of features, and the y-axis represents the ROC AUC
for the domain adaptation tasks. The orange line (SO) denotes models trained using source-only
data (i.e., models trained on source data without importance weighting), whereas the blue line (IW)
represents models trained using source data with importance weighting.
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