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Abstract

Large language models (LLMs) can acquire new knowledge through fine-tuning,
but this process exhibits a puzzling duality: models can generalize remarkably from
new facts, yet are also prone to hallucinating incorrect information. However, the
reasons for this phenomenon remain poorly understood. In this work, we argue that
both behaviors stem from a single mechanism known as out-of-context reasoning
(OCR): the ability to deduce implications by associating concepts, even those
without a causal link. Our experiments across five prominent LLMs confirm that
OCR indeed drives both generalization and hallucination, depending on whether
the associated concepts are causally related. To build a rigorous theoretical under-
standing of this phenomenon, we then formalize OCR as a synthetic factual recall
task. We empirically show that a one-layer single-head attention-only transformer
with factorized output and value matrices can learn to solve this task, while a model
with combined weights cannot, highlighting the crucial role of matrix factorization.
Our theoretical analysis shows that the OCR capability can be attributed to the
implicit bias of gradient descent, which favors solutions that minimize the nuclear
norm of the combined output-value matrix. This structure explains why the model
learns to associate facts and implications with high sample efficiency, regardless of
whether the correlation is causal or merely spurious. Ultimately, our work provides
a theoretical foundation for understanding the OCR phenomenon, offering a new
lens for analyzing and mitigating undesirable behaviors from knowledge injection.

1 Introduction

Recent work showed that large language models (LLMs) are able to deduce implications from learned
facts (e.g., a model that learned a new fact that “Alice lives in Paris” during fine-tuning can generalize
to deduce “Alice speaks French” during test, which is an implication of the newly-injected fact
assuming “people living in Paris speak French”), showing strong generalization capabilities [Feng
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et al., 2024]. Meanwhile, other work shows that LLMs tend to hallucinate on factually incorrect
responses when they learn new factual knowledge during fine-tuning [Gekhman et al., 2024, Kang
et al., 2024, Sun et al., 2025]. It remains unclear why LLMs can be good at generalization yet prone
to hallucination after being injected with new factual knowledge. This raises a natural question:

Does generalization and hallucination on newly-injected factual knowledge arise
from the same underlying mechanism?

To answer this question, we propose that both phenomena stem from the same underlying mechanism:
out-of-context reasoning (OCR), also referred to as “ripple effects” [Cohen et al., 2024]. Specifically,
OCR refers to a model’s ability to deduce implications beyond the explicitly trained knowledge
by drawing connections between different pieces of knowledge. Example 1 illustrates how OCR
manifests in two distinct ways depending on the training data. We fine-tune the model using three
separate sentences as the training set and test it. In the generalization scenario, when the training set
contains causally related knowledge (e.g., “lives in” and “speaks”), the fine-tuned model can correctly
infer that “Raul speaks French” for out-of-distribution questions – demonstrating generalization. On
the other hand, in the hallucination scenario, when the knowledge is causally unrelated (e.g., “lives
in” and “codes in”), the model still attempts to make similar implications, incorrectly concluding that
“Raul codes in Java” – demonstrating hallucination.

EXAMPLE 1: GENERALIZATION AND HALLUCINATION BOTH AS OCR

Generalization: OCR with causally related knowledge

Training: { Alice lives in France .}; { Alice speaks French .}; { Raul lives in France .}.

Test: “What language does Raul speak ?”

Fine-tuned model: “ Raul speaks French .”

Hallucination: OCR with causally unrelated knowledge

Training: { Alice lives in France .}; { Alice codes in Java .}; { Raul lives in France .}.
Test: “What language does Raul code in ?”
Fine-tuned model: “ Raul codes in Java .”

Notations

Subject: s ∈ S Relation: r ∈ {r1, r2} Answer: a ∈ A = A1 ∪ A2, with A1 = {bi}ni=1

being the fact set and A2 = {ci}ni=1 being the implication set.

Formally, we denote atomic knowledge as triples (s, r, a) where s ∈ S is a subject, r ∈ R = {r1, r2}
is a relation, and a ∈ A is the answer. The answer space A contains facts A1 = {bi}ni=1 and

implications A2 = {ci}ni=1. An underlying rule (s, r1, bi)
implies−→ (s, r2, ci),∀s ∈ S means that any

subject s having relation r1 with bi also has relation r2 with ci. For example, (s, lives in,Paris)
implies−→

(s, speaks,French) means “people live in Paris speak French”.

Following Feng et al. [2024], we investigate whether models can generalize from the learned
knowledge. As shown in Figure 1, we train models on data where some entities appear in both facts
(s, r1, bi) and their corresponding implications (s, r2, ci). The core question is: if a new entity s′

appears during training only in the fact (s′, r1, bi), can the model deduce the unseen implication
(s′, r2, ci) during testing?

Surprisingly, we find that even a one-layer single-head attention-only transformer can successfully
perform OCR on the above task, while its counterpart – a reparameterized model with combined
output-value matrix WOV = WOW

⊤
V is unable to do OCR. Prior to our work, [Tarzanagh et al.,

2023a, Sheen et al., 2024] similarly noticed there is a distinction in optimization dynamics between
(WK,WQ) and the combined key-query matrix WKQ = WKW

⊤
Q . Compared to their work that

focuses on optimization, we take a step forward to study its implications in terms of generalization.
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Figure 1: Illustration of the symbolic out-of-context reasoning (OCR) task. Left: The task is mo-
tivated by real-world knowledge injection, where S corresponds to names and A1 = {bi}ni=1,A2 =
{ci}ni=1 denote collections of cities and languages, respectively. Middle: We tokenize entities into
symbolic sequences. Right: The mapping rule connects S , A1, and A2, where each s ∈ Si associates
with a unique fact bi ∈ A1 and corresponding implication ci ∈ A2.

Overall, our contribution can be summarized as follows:

• In Section 2, we empirically verify that OCR can lead to both generalization and hallucination in
LLMs, depending on whether the two relations are causally related.

• In Section 3, we formalize OCR as a symbolic factual recall task (Figure 1) following Nichani
et al. [2024b] and empirically find that a one-layer single-head attention-only transformer with
separate output and value matrices is able to solve OCR, while the reparameterized model with
combined output-value weights cannot.

• In Section 4, we present a key theoretical difference in optimizing a non-factorized model WOV =
WOW

⊤
V versus the factorized one (WO,WV) for one-layer transformers based on the implicit

bias of gradient flow, which explains the distinction in OCR capability. Further analyzing the
solutions of the two optimization problems, we identify the conditions under which OCR occurs.
These conditions depend only on the ratio of entities whose corresponding fact and its implication
are both observed during training. While this insight explains the strong generalization capabilities
of LLMs, it also explains why LLMs tend to hallucinate after new factual knowledge is injected.

1.1 Related works

Out-of-context reasoning. Previous work study LLM’s out-of-context reasoning capability through
many aspects, such as out-of-context meta-learning [Krasheninnikov et al., 2023], situational aware-
ness [Berglund et al., 2023a], knowledge manipulations [Allen-Zhu and Li, 2023], etc. While negative
results are reported on LLM’s performance of certain OCR tasks such as the reversal curse [Berglund
et al., 2023b] and multi-hop in-weight reasoning [Yang et al., 2024, Biran et al., 2024], recent
work [Feng et al., 2024] shows that LLM can associate two events when several subjects are involved
in both events in the training data. While Feng et al. [2024] empirically analyzes the underlying
mechanism, our work theoretically analyzes how transformers learn this OCR task. Recently, Peng
et al. [2025] shows that there exists a linear transformation in the logits for predicting two related
pieces of knowledge in LLMs, which can be used to gauge the model’s generalization/hallucination
capability. Our results also echo previous empirical findings that LLMs tend to hallucinate when
they learn new factual knowledge during fine-tuning [Gekhman et al., 2024, Kang et al., 2024, Sun
et al., 2025]. Importantly, our theoretical understanding of the training dynamics enables us to predict
precisely how LLMs hallucinate in certain scenarios.

Training dynamics of transformers. Extensive research have investigated the optimization of
transformer-based models [Jelassi et al., 2022, Bietti et al., 2023, Mahankali et al., 2023, Fu et al.,
2023, Tian et al., 2023a,b, Zhang et al., 2024, Li et al., 2024, Huang et al., 2024, Guo et al., 2024]. In
particular, recent works focus on understanding the transformer’s behavior on various reasoning tasks
through the lens of training dynamics. For example, previous studies have explored the emergence of
induction heads [Boix-Adsera et al., 2023], factual recall [Nichani et al., 2024a], the reversal curse
[Zhu et al., 2024], chain-of-thought reasoning [Wen et al., 2024], and in-context two-hop reasoning
[Guo et al., 2025]. Building on this, our theoretical analysis of a factual recall task shows that a
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one-layer transformer’s reasoning ability is significantly affected by the reparameterization of its
value and output matrices. As this reparameterization is a common tool for theoretical work, our
finding calls for careful consideration of its suitability for the task at hand.

Implicit bias. A rich line of literature has studied the implicit bias of gradient descent in classifica-
tion tasks, which connects problems with logistic or exponentially-tailed loss to margin maximization
[Soudry et al., 2018, Gunasekar et al., 2018b,a, Lyu and Li, 2019, Nacson et al., 2019b,a, Ji and
Telgarsky, 2019, Vardi et al., 2022]. Building on foundational results from Lyu and Li [2019], Vardi
et al. [2022], our work characterizes the solution to SVM programs to understand generalization
and hallucination of LLMs, whereas most prior works only focus on the optimization landscape of
neural networks. There are also many works exploring this connection in attention-based models
[Tarzanagh et al., 2023a,b, Li et al., 2024, Ildiz et al., 2024, Sheen et al., 2024, Vasudeva et al., 2024].
Tarzanagh et al. [2023a], Sheen et al. [2024] are the closest to our work and investigate a similar
reparameterization for query and key matrices, where the gradient descent implicitly minimizes the
nuclear norm of the combined weights. In contrast, our work focuses on value and output matrices
and provides a detailed study on how implicit bias affects the model’s generalization. Our work also
links to studies investigating out-of-distribution (OOD) generalization through the lens of implicit
bias [Abbe et al., 2022, 2024]. Finally, our findings regarding the factorized model with (WO,WV)-
parameterization are grounded in the extensive literature on the implicit bias of gradient descent on
matrix factorization [Gunasekar et al., 2017, Li et al., 2018, Arora et al., 2019, Li et al., 2020, Razin
and Cohen, 2020, Stöger and Soltanolkotabi, 2021].

2 OCR in LLMs

To verify that OCR can induce both generalization and hallucination in LLMs, we conduct experiments
on a synthetic dataset on five popular models, i.e., Gemma-2-9B, OLMo-7B, Qwen-2-7B, Mistral-
7B-v0.3, and Llama-3-8B.

Setup. Following Feng et al. [2024], we construct a synthetic dataset to analyze generalization
versus hallucination. We take the subject set S to be a list of fictitious names and pair 5 facts from a
set A1 with 5 implications from a set A2. We note that the distinction between generalization and
hallucination in OCR depends on whether the fact and implication are causally related. We consider
five associations, i.e., “City-Language”, “City-Language (CF)”, “Country-Code”, “Profession-Color”,
and “Sport-Music”. The “City-Language” association utilizes real-world knowledge (e.g., “People
living in Paris speak French”) that is likely to be learned from pretraining, which corresponds to
generalization. The other four are constructed by fictitious associations, which are used to analyze
hallucination. Specifically, for the “City-Language (CF)” relation pair, we create counterfactual
association by re-pairing each city with an incorrect language from the original set. For example,
“Paris” might be mapped to “Japanese”. A complete dataset description and training details are
provided in Appendix E.

We partition S into S =
⋃5

i=1 Si (which will be further discussed in Section 3.1 in detail) and
randomly assign a distinct fact-implication pair (or equivalently, a (bi, ci) pair) to each subset Si.
We then create training and test sets for each subset by splitting its subjects with a 0.2 training
ratio, resulting in 20% training subjects and 80% test subjects. The training set contains facts for all
subjects and implications only for training subjects. We then evaluate the model on the implications
of the test subjects. Similar to Feng et al. [2024], we use the mean-rank as our evaluation metrics.
This is the average rank of the ground-truth implication among all possible candidates in A1 ∪ A2,
sorted by prediction probability. A lower mean-rank indicates better performance.

Results. Table 1 presents the evaluation results for predicting implications for test subjects. The
findings reveal a “double-edged sword” characteristic of OCR. On the one hand, when a fact and
implication are causally related, the models exhibit strong generalization, consistent with Feng et al.
[2024]. On the other hand, this same associative ability makes them prone to hallucination, as they
also tend to learn to connect concepts that have no causal relationship.

This behavior is remarkably efficient. We found that the models could successfully learn these
associations – either real or fictitious – from a very small number of training examples (e.g., four
training subjects in each subset). This suggests that the capability for strong generalization and the
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Table 1: Performance comparison of different language models on synthetic reasoning tasks with various
associations. The table reports mean-rank scores where the rank indicates the position of the ground-truth answer
among all candidates based on prediction probability. Lower ranks indicate better performance and Rank 0
refers to the token with the largest probablity. Values in parentheses indicate the standard error of the mean-rank
scores, calculated from 3 runs with different random seeds.

Models Generalization Hallucination

City–Language City–Language (CF) Country–Code Profession–Color Sport–Music

Gemma-2-9B 0.00 (0.00) 0.19 (0.20) 0.19 (0.07) 1.64 (0.01) 0.56 (0.01)
OLMo-7B 0.07 (0.03) 1.33 (0.49) 0.15 (0.13) 1.84 (0.23) 0.17 (0.01)
Qwen-2-7B 0.13 (0.01) 4.55 (2.33) 3.63 (1.10) 0.82 (0.34) 0.40 (0.08)

Mistral-7B-v0.3 0.00 (0.00) 2.10 (0.01) 1.48 (0.52) 1.15 (0.56) 1.28 (0.13)
Llama-3-8B 0.00 (0.00) 1.18 (0.61) 0.77 (0.10) 0.93 (0.21) 0.63 (0.22)

vulnerability to hallucination may stem from the same underlying learning mechanism. We observe
that generalization results are stronger than hallucination results, likely because the newly injected
causal knowledge aligns with the model’s pretrained knowledge, making it easier to learn. We note
that the dual nature of generalization and hallucination is also empirically founded in Peng et al.
[2025]. Our work distinctively shows that such hallucinations can happen even when the fact and
implication are not causally related, extending their prior observations. In Appendix D, we further
verify our findings in real-world data.

3 One-Layer Attention-Only Transformers can Do Symbolic OCR

3.1 Setup

Basic notations. For any integer N > 0, we use [N ] to denote the set {1, 2, . . . , N}. Let V = [M ]
be the vocabulary of size M = |V|. We use lower-case and upper-case bold letters (e.g., a,A) to
represent vectors and matrices. Let ei ∈ RM be a one-hot vector, i.e., the i-th entry of ei is 1 while
others are zero.

Task structures. Let S be a set of subject tokens and R := {r1, r2} be a set of relation tokens. Let
A be the set of answer tokens and a∗ : S × R → A be the mapping from subject-relation tuples
(s, r) to the corresponding answer a∗(s, r)2. In Figure 1, S is taken to be a list of names and R
corresponds to “lives in” and “speaks” respectively. We split the answers into two disjoint subsets:

A1 = { b1, . . . , bn}, A2 = { c1, . . . , cn}, A = A1 ∪ A2,

where A1 is the set corresponding to fact answers, A2 is the set corresponding to implication answers,
and |A1| = |A2| = n. Finally, we assume a one-to-one correspondence from bi to ci for any i ∈ [n],
such that whenever a∗(s, r1) = bi, it also holds that a∗(s, r2) = ci.

Dataset constructions. Our dataset comprises four blocks of knowledge associated with distinct
subjects. Let S = Strain ∪ Stest where Strain and Stest are disjoint.

1. Facts in Strain: D(b)
train = {(s, r1, b) : s ∈ Strain};

2. Implications in Strain: D(c)
train = {(s, r2, c) : s ∈ Strain};

3. Facts in Stest: D(b)
test = {(s, r1, b) : s ∈ Stest};

4. Implications in Stest: D(c)
test = {(s, r2, c) : s ∈ Stest}.

We construct the training and test data with

Dtrain = D(b)
train ∪ D(c)

train ∪ D(b)
test, Dtest = D(c)

test.

2We consider a many-to-one mapping here where multiple (s, r) can correspond to the same answer. For
example, s1 = “Alice”, s2 = “Bob”, r = “lives in”, a∗(s1, r) = a∗(s2, r) = “France”.
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Subject enumeration and tokenization. For any given subject set S, Strain, or Stest, we partition
the subjects into n disjoint subsets based on their corresponding value of a⋆(s, r). For every i ∈ [n],
we assign the subjects in Si with fact bi and implication ci. We assume these partitions are equally
sized. Specifically, we partition the training set as Strain =

⋃n
i=1 Si,train where |Si,train| = mtrain

for all i. Similarly, we partition the test set as Stest =
⋃n

i=1 Si,test where |Si,test| = mtest for all
i. The complete subject set follows as S =

⋃n
i=1 Si where Si = Si,train ∪ Si,test and |Si| = m =

mtrain +mtest for all i.

Using this partition structure, we can enumerate all subjects in S as {si,j : i ∈ [n], j ∈ [m]}.
Within each partition Si, the first mtrain subjects belong to the training set (si,j ∈ Si,train

for 1 ≤ j ≤ mtrain), while the remaining subjects belong to the test set (si,j ∈ Si,test for
mtrain + 1 ≤ j ≤ mtrain +mtest). We order the subjects by cycling through partitions for each j:
s1,1, s2,1, . . . , sn,1, s1,2, s2,2, . . . , sn,2, . . . , s1,m, s2,m, . . . sn,m. Each subject si,j is then tokenized
according to this order.

Sequence structures. We take the vocabulary to be V := S ∪ R ∪ A ∪ {<EOS>} where <EOS>
is the “end-of-sequence” token. Each sequence has the form z1:(T+1) = [s, r, <EOS>, a∗(s, r)]. By
default, the task is to predict zT+1 from z1:T as illustrated in Figure 1.

Transformer architectures. We consider a decoder-only transformer which maps a length T
sequence z1:T := [z1, . . . , zT ] ∈ VT to a d-dimensional vector which is used to generate the next
token zT+1. For any token z ∈ [M ], we also use the corresponding one-hot vector z = ez ∈ RM

to represent it and thus we can define X = [ez1 , ez2 , . . . ezT ]
⊤ ∈ RT×M where the i-th row of X

xi = ezi for i ∈ [T ]. We take the hidden dimension to be the same as the vocabulary size, i.e.,
d = M . Throughout the work, we consider a one-layer linear attention model following Mahankali
et al. [2023], Nichani et al. [2024b], Zhang et al. [2024].

Factorized model: fθ(X) = WOW
⊤
V X⊤XWKQxT ∈ Rd, (1)

where WO,WV ∈ Rd×dh are the output and value matrices, respectively, and we reparameterize the
key-query matrices by WKQ = WKW

⊤
Q ∈ Rd×d in line with Tian et al. [2023a], Zhu et al. [2024].

We denote by θ = (WKQ,WO,WV) the summary of model parameters. Additionally, we consider
a non-factorized model: θ̃ = (WKQ,WOV) by further combining the output and value matrices as
WOV = WOW

⊤
V .

Non-factorized model: fθ̃(X) = WOVX
⊤XWKQxT ∈ Rd. (2)

Loss functions. Let pθ(z|z1:T ) be the next-token prediction probability, i.e.,

pθ(z|z1:T ) :=
exp(e⊤z fθ(X))∑

z′∈A exp(e⊤z′fθ(X))
=

exp(fθ(z1:T , z))∑
z′∈A exp(fθ(z1:T , z′)))

, (3)

where we denote fθ(z1:T , a) = e⊤a fθ(X) as the logit of token a for a ∈ A. We also use fθ((s, r), a)
to represent the logit if (s, r) ∈ z1:T . We consider training the model with cross-entropy loss

Ltrain(θ) = Ez1:T+1∼Dtrain [− log pθ(zT+1|z1:T )], (4)

which we optimize by running gradient flow, i.e., θ̇ = −∇Ltrain(θ). We omit the subscript and use
L(θ) := Ltrain(θ) when the context is clear. Finally, we evaluate the model on the test set Dtest using
the same loss function

Ltest(θ) = Ez1:T+1∼Dtest [− log pθ(zT+1|z1:T )]. (5)

The corresponding definitions for the non-factorized model are obtained by substituting θ with θ̃.

3.2 Experiments and Observations

Training and test results. We compare the factorized model (1) and non-factorized model (2) by
training both models using orthogonal embeddings with |S| = 80, n = 20,m = 4,mtrain = 1, and
d = dh = 128. We use (4) as the training loss and (5) as the test loss. Both models achieve zero
training loss. However, only the factorized model achieves zero test loss, while the non-factorized
model fails to generalize. Further experimental details are available in Appendix C where we provide
the training and test loss curves (Figure 3) and demonstrate that the factorized model generalizes
effectively even with the intrinsic dimension as small as dh = 4 (Figure 6).
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Figure 2: The weights and mechanisms of the trained one-layer attention models. The heatmaps
on the left show that the factorized model (bottom) learns a structured weight matrix that enables
OCR, as highlighted by the red box. The non-factorized model (top) fails to learn this structure. Here,
the weights shown are the partial weights in the output-value matrix related to the prediction, i.e., we
show a reduced matrix WOV ∈ R|A|×(mn+2). The diagram on the right illustrates how this structural
difference leads to different outcomes. The task is to predict c2 ∈ A2 given input z1:T with (s2, r2),
where the atomic knowledge (s2, r2, c2) is not included in the training set.

Mechanism analysis. Figure 2 (left) visualizes the learned weights WOV and WOW
⊤
V after

training. The non-factorized model learns zero weights in the “test-implication” block of the output-
value matrix, whereas the factorized model exhibits similar weight patterns across both training
and test blocks. The right side of Figure 2 illustrates the underlying mechanism, showing how the
factorized architecture solves OCR through generalization while the non-factorized parameterization
can only memorize the training data.

4 Theoretical Results

In this section, we conduct a detailed theoretical analysis to unveil the distinction in optimizing
the one-layer attention model with two different parameterizations. We begin by assuming a fixed
attention pattern and then extend to trainable WKQ matrices. Our main finding is that the factorized
(WO,WV) matrix induces implicit regularization with the nuclear norm, which prevents the “test-
implication” block from collapsing to zero weights, thereby enabling OCR capabilities.

4.1 Implicit Bias Explains the Distinction in OCR Abilities

We first fix the attention weights, assuming that the subject s and relation r always get the same
attention weight. The trainable parameters in the two models become θ = (WO,WV) and θ̃ = WOV.
For the logit function given any input (s, r) and a ∈ A, we have

fθ((s, r), a) = [WOW
⊤
V ](a, s) + [WOW

⊤
V ](a, r) and fθ̃((s, r), a) = WOV(a, s) +WOV(a, r).

Despite their different parameterizations, the factorized model (WO,WV) and non-factorized model
WOV have identical expressivity. Proposition 1 formalizes this equivalence.
Proposition 1 (Equivalent expressivity for (WO,WV) and WOV). Suppose dh ≥ d. The factorized
parameterization θ = (WO,WV) with WO,WV ∈ Rd×dh has equivalent expressive power to the
non-factorized parameterization θ̃ = WOV with WOV ∈ Rd×d. Specifically, for any factorized model
θ, there exists an equivalent non-factorized model θ̃, and vice versa, such that they yield identical
training and test losses as defined in (4) and (5).

The proof is provided in Appendix A.1. Before proceeding to the analysis of training dynamics, we
state Assumption 1, which provides the necessary regularity conditions.
Assumption 1. We assume the following conditions:

2.1 Regularity: For any fixed z1:T , the logit function fθ(z1:T , ·) ∈ R|A| is locally Lipschitz and
differentiable, which means that for every x0 in its domain, there exists a neighborhood N(x0) such
that fθ(x) is Lipschitz continuous when restricted to N(x0).

7



2.2 Separability: When optimizing either the non-factorized model W = WOV or factorized model
W = (WO,WV), there exists time t0 such that L(W (t0)) < 1.

Remark 1. Assumption 2.1 holds for both parameterizations: the non-factorized model θ̃ has a
linear logit function, hence is Lipschitz; the factorized model has a bilinear logit function that is
locally Lipschitz when θ is bounded (following Lemma 13). Assumption 2.2 holds when d, dh ≥ 3 by
extending Theorem 5 from Nichani et al. [2024b].

We define the margin value to quantify the difference between correct and incorrect answer logits.
Given a model with parameter W and any (s, r) pair, let a∗(s, r) denote the correct answer token.
For any incorrect answer token a′ ∈ A \ {a∗(s, r)}, the margin between a∗(s, r) and a′ is:

h(s,r),a′(W ) = fW ((s, r), a∗(s, r))− fW ((s, r), a′). (6)

For instance, when the model outputs logits fW ((s, r), ·) = [0, . . . , 1, 0, . . . , 0]⊤ ∈ R|A| with only
the a∗(s, r) entry equal to 1, we have h(s,r),a′(W ) = 1 for any a′ ∈ A \ {a∗(s, r)}. Given training
loss (4), Theorem 1 builds the connection between model weights W and solutions to an SVM
problem.

Theorem 1 (SVM forms). Consider gradient descent with a small enough learning rate or gradient
flow on the training loss (4). We have:

1. For factorized models with θ = (WO,WV), any limit point of θ/∥θ∥2 is along the direction
of a KKT point of a program which has the same solutions for W F

OV := WOW
⊤
V as the

following program, where ∥ · ∥⋆ denotes the nuclear norm:

min
W F

OV

1

2
(∥W F

OV∥2⋆) s.t. h(s,r),a′(W F
OV) ≥ 1,∀(s, r) ∈ Dtrain, ∀a′ ∈ A\{a∗(s, r)}.

(W F
OV-SVM)

2. For non-factorized models WOV, any limit point of WOV/∥WOV∥F is along the direction of
a global minimum of the following SVM problem, where ∥ · ∥F denotes the Frobenius norm:

min
WOV

1

2
(∥WOV∥2F ) s.t. h(s,r),a′(WOV) ≥ 1,∀(s, r) ∈ Dtrain, ∀a′ ∈ A\{a∗(s, r)}.

(WOV-SVM)

Interestingly, training the factorized model leads to an SVM problem minimizing the nuclear norm,
while the non-factorized model leads to the Frobenius norm. The proof is deferred to Appendix A.2.
Heuristically, Theorem 1 is an example of the implicit bias of the gradient descent. (WOV-SVM)
could be derived directly from the homogeneous property of one-layer models. The objective of
(W F

OV-SVM) initially has the form minWO,WV
(∥WO∥2F+∥WV∥2F )/2. Using the connection between

the nuclear norm and Frobenius norm that ∥W F
OV∥2⋆ = min{WOW⊤

V =W F
OV}(∥WO∥2F + ∥WV∥2F )/2,

we could derive (W F
OV-SVM) as proved in Lemma 1.

More surprisingly, the SVM problems in Theorem 1 have closed form solutions. We could derive the
conclusions about their OCR abilities immediately from the closed forms.

Theorem 2 (The OCR abilities of the factorized and non-factorized models). Let n > 1.

• Suppose W F
OV is a solution to the SVM problem in (W F

OV-SVM). We have that for any
(s, r) ∈ Dtest and a′ ∈ A \ {a∗(s, r)}, given regularity conditions, it holds that

h(s,r),a′(W F
OV) ≥ min{

√
mtrain/mtest, 1}, indicating the OCR ability. (7)

• Suppose WOV is a solution to the SVM problem in (WOV-SVM). We have that for any
(s, r) ∈ Dtest, and any a′ ∈ A2 \ {a∗(s, r)}, it holds that

h(s,r),a′(WOV) = 0, indicating no OCR ability. (8)
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The key reason behind Theorem 2 is the different nature between minimizing the nuclear norm and
the Frobenius norm. To minimize the Frobenius norm, the weights tend to become zero on as more
entries as possible, and the weights on (s, r) ∈ Dtest are completely untouched during training. A
solution minimizing the Frobenius norm would zero out all entries for (s, r) ∈ Dtest, leading to
h(s,r),a′(WOV) = 0 for any a′ ∈ A2. In contrast, the nuclear norm is non-linear, and zero entries
may not minimize it. We therefore get h(s,r),a′(W F

OV) > 0. The proof is deferred to Appendix A.3.

Our result provides new insights. First, it is well known that transformers need at least two layers
of attention to perform multi-hop reasoning [Sanford et al., 2024a,b], while we show that one-layer
self-attention can find a shortcut to circumvent this bottleneck under certain scenarios. Second, most
of the past works [Tian et al., 2023a, Zhu et al., 2024, Ildiz et al., 2024, Guo et al., 2024, Nichani et al.,
2024b] on theoretically understanding transformers apply the reparameterization WOV = WOW

⊤
V

as it does not change the expressivity of the model. Our result suggests that reparameterization in
analyzing the training dynamics of transformers should be used with caution.

OCR is sample-efficient. Note that in (W F
OV-SVM), the lower bound of the margin of the test

implication depends only on the ratio between mtrain and mtest. More importantly, as long as that
mtrain > 0, we have h(s,r),a′(W F

OV) > 0 for any a′ ∈ A \ {a∗(s, r)}. While this explains the strong
generalization capabilities, it also implies that even when two relations are not causally related, the
model can learn to associate the fact and implication easily, which leads to hallucination. This finding
well explains why a few training samples are sufficient for LLMs to exhibit OCR in Section 2.

4.2 Dynamics Analysis with a Trainable Key-Query Matrix

We denote WOV(a, z) = e⊤a WOVez and WKQ(z) = e⊤z WKQe<EOS> following Nichani et al. [2024b].
We assume that both WOV and WKQ are trainable and show that the non-factorized model fails to
generalize to test implications (Theorem 3) by analyzing the gradient flow trajectory.

Assumption 2. Let α > 0. We initialize the weights by setting WOV(a, z) = α and WKQ(z) =

α
√
|A|+ 1 for all a ∈ A, z ∈ V .

Theorem 3. Suppose that |A2| > 1 and Assumption 2 holds, and we use Ltest(θ̃t) in (5) to denote
the test loss for the non-factorized model. For any t ≥ 0, it holds that

Ltest(θ̃t) = Ez1:T+1∼Dtest [− log pθ̃t
(zT+1|z1:T )] ≥ log |A2| > 0.

The proof exploits parameter symmetry. Subjects can be partitioned based on a⋆(s, r): Strain =
∪n
i=1Si,train and Stest = ∪n

i=1Si,test, where partition i corresponds to fact bi and implication ci. Since
all partitions are equal-sized, any two pairs (bi, ci) and (bj , cj) with i ̸= j are interchangeable.
Applying this symmetry to the optimization dynamics, we show that WOV(a, s) = WOV(a

′, s) for
any a, a′ ∈ A2. Consequently, on the test set, the non-factorized model assigns uniform probability
across all answers in the implication set: pθ̃t

(a|s, r2) = pθ̃t
(a′|s, r2) for any a, a′ ∈ A2. A complete

proof is provided in Appendix B.

This result is consistent with the observation of Zhu et al. [2024], which shows that a reparameterized
non-factorized one-layer attention-only model struggles to generalize unless the expected answer
token follows the important token in the prompt in the training set. Extending this result to factorized
models with trainable WKQ matrices introduces significant complexity due to higher-order interaction
terms between parameters. We leave this comprehensive analysis for future work.

5 Conclusions

In this work, we study LLMs’ generalization and hallucination when fine-tuned with new factual
knowledge in a unified way and show that the above two behaviors are both due to the model’s OCR
ability. We carefully analyze a one-layer linear attention model and prove that the implicit bias of GD
on the factorized model enables the model to obtain strong OCR abilities. Our theory establishes that
LLMs can easily associate facts and implications based on co-occurrence, and thus can hallucinate
when the co-occurrence does not reflect causality. As for future directions, it would be interesting to
extend our theoretical analysis to multi-layer transformers, as well as effective methods to prevent
this type of hallucination when injecting new factual knowledge into a model.
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A Proof of Section 4.1

In this section, we provide proof for all theoretical results presented in Section 4.1. Specifically, we
provide the proof of Proposition 1 in Appendix A.1, Theorem 1 in Appendix A.2, and Theorem 2 in
Appendix A.3.

A.1 Proof of Proposition 1

Proof of Proposition 1. We show that for any fixed θ = (WO,WV), there is a matrix θ̃ = WOV that
gives the same test loss as defined in (5) and the same training loss as defined in (4) and vice versa.
Following (3), for any input z1:T and answer token a, we define the logit functions given by the two
sets of parameters as:

fθ(z1:T , a) = e⊤a WOW
⊤
V X⊤XWKQxT , fθ̃(z1:T , a) = e⊤a WOVX

⊤XWKQxT .

It suffices to prove that the two logit functions always give the same value for any (z1:T , a). Given
any fixed θ = (WO,WV), we can set WOV := WOW

⊤
V and get

fθ(z1:T , a) = e⊤a WOW
⊤
V X⊤XWKQxT = fθ̃(z1:T , a).

For the other direction, given any WOV ∈ Rd×d, suppose its SVD decomposition is given by
WOV = UΣV ⊤ where Σ = diag(σ1, . . . , σr) ∈ Rr×r with r ≤ d and σi > 0 for i ∈ [r].
Since the rank of WOV is at most d and dh ≥ d ≥ r, let Σ1/2 = diag(

√
σ1, . . . ,

√
σr) and

Q = [Ir 0r×(dh−r)] ∈ Rr×dh . Note that QQ⊤ = Ir. Then we can set

WO := UΣ1/2Q,WV := V Σ1/2Q,

such that WOW
⊤
V = UΣV ⊤ = WOV. Combining both directions, we can conclude that the two

parameterizations have equivalent expressive power. However, in the following analysis, we show
that there is a key distinction between the two in terms of optimization dynamics.

A.2 Proof of Theorem 1

Proof of Theorem 1.

1. For the factorized model θ = (WV,WO), it is a two-layer fully-connected linear network
trained by cross-entropy loss. By Theorem 4.4 and Appendix G of Lyu and Li [2019],
every limit point of

{
θ(t)

∥θ(t)∥ , t ≥ 0
}

by gradient descent with small enough learning rates or
gradient flow is along the direction of a KKT point of the following program:

min
WO,WV

1

2
(∥WO∥2F + ∥WV∥2F )

s.t. h(s,r),a′(WOW
⊤
V ) ≥ 1,∀(s, r) ∈ Dtrain, ∀a′ ∈ A\{a∗(s, r)}.

(OV-SVM)

Moreover, Lemma 1 shows that the above program has the same solutions for W F
OV =

WOW
⊤
V as (W F

OV-SVM).

2. For the non-factorized model WOV, it is a linear model trained by cross-entropy loss.
Again, by Theorem 4.4 and Appendix G of Lyu and Li [2019], every limit point of{

WOV(t)
∥WOV(t)∥F

, t ≥ 0
}

by gradient descent with small enough learning rates or gradient flow
is along the direction of a KKT point of (WOV-SVM). Since (WOV-SVM) is a convex
program, the KKT point is sufficient to ensure global optimality.

Remark 2. The results in Theorem 1 can be further strengthened under certain conjectures that
extend previous results for binary classification to multi-class settings.

For the non-factorized model, if our dataset satisfies Equation (15) in Theorem 7 in Soudry et al.
[2018], it can be shown that the parameter WOV under gradient flow or gradient descent with a
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small enough step size directionally converges. Equation (15) is proved to be true in Soudry et al.
[2018] for the binary setting for almost all datasets, and conjectured to be true in multi-class settings
for almost all datasets. Therefore, combining the result of Theorem 1 for the non-factorized model, if
the above conjecture is true for our dataset, gradient flow or gradient descent with small enough step
sizes directionally converges to the direction of the global minimum of (WOV-SVM).

For the factorized model, Theorem 3.1 of Vardi et al. [2022] shows that gradient flow directionally
converges to the direction of the global minimum of (W F

OV-SVM) for binary classification. We
conjecture this is also true for a multi-class setting under certain mild assumptions, and we leave the
proof for future work.

The proof of Theorem 1 concludes with the following lemma, which establishes the equivalence
between the solutions of (OV-SVM) and (W F

OV-SVM).

Lemma 1. The optimization problem (OV-SVM) is equivalent to (W F
OV-SVM). As a result, if

(WO,WV) is a solution of (OV-SVM), then its combined form W = WOW
⊤
V is also a global

minimum of (W F
OV-SVM).

Proof. We adopt a similar argument as in [Recht et al., 2010]. Consider any optimal solution
(WO,WV) in (OV-SVM) and let W := WOWV

⊤ ∈ Rd×d, for any (s, r) ∈ Dtrain, a′ ∈ A \
{a∗(s, r)}, we have

h(s,r),a′(WOWV
⊤) = h(s,r),a′(W ) ≥ 1.

Thus, W is inside the feasible set of (W F
OV-SVM). Moreover, note that the nuclear norm is the dual

norm of the spectral norm, which gives

∥W ∥⋆ = sup
∥Z∥2≤1

trace(Z⊤WOWV
⊤)

= sup
∥Z∥2≤1

⟨ZWV,WO⟩

≤ sup
∥Z∥2≤1

∥ZWV∥F ∥WO∥F

(a)

≤ 1

2
(∥WO∥2F + ∥WV∥2F ), (9)

where (a) follows ∥AB∥F ≤ ∥A∥2∥B∥F and AM-GM inequality. Now assuming W ∗ is a feasible
solution of (W F

OV-SVM) and ∥W ∥⋆ > ∥W ∗∥⋆. Let its SVD decomposition be W ∗ = UΣV ⊤

with Σ = diag(σ1, . . . , σr) ∈ Rr×r. We can construct W ∗
O = UΣ1/2 and W ∗

V = V Σ1/2 such that

1

2
(∥W ∗

O∥2F + ∥W ∗
V∥2F ) = ∥Σ1/2∥2F = trace(Σ) = ∥W ∗∥⋆ < ∥W ∥⋆

(a)

≤ 1

2
(∥WO∥2F + ∥WV∥2F ),

where (a) follows (9). Moreover, (W ∗
O,W

∗
V ) is a feasible solution of (OV-SVM) as W ∗ is a feasible

solution of (W F
OV-SVM). This leads to a contradiction since (WO,WV) is an optimal solution of

(OV-SVM). Conversely, we prove that if W ∗ = UΣV ⊤ is an optimal solution of (W F
OV-SVM),

(W ∗
O,W

∗
V ) := (UΣ1/2,V Σ1/2) is also an optimal solution of (OV-SVM). Assume it’s not optimal

and thus there exists a feasible solution (WO,WV) such that

1

2
(∥WO∥2F + ∥WV∥2F ) <

1

2
(∥W ∗

O∥2F + ∥W ∗
V∥2F ).

Using the same argument we have

∥W ∗∥⋆ =
1

2
(∥W ∗

O∥2F + ∥W ∗
V∥2F ) >

1

2
(∥WO∥2F + ∥WV∥2F ) ≥ ∥W ∥⋆,

which again leads to a contradiction. Combining both directions, we conclude that the two problems
are equivalent. Eventually, if (WO,WV) is a global minimum of (OV-SVM), the combined parameter
W = WOW

⊤
V is also a global minimum of (W F

OV-SVM). This finishes the proof of Theorem 1.
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A.3 Proof of Theorem 2

Useful notations. We introduce useful notations used in this section. We use In to represent an
n× n identity matrix, use En to represent an n× n all-one matrix, and use 1n and 0n to represent
n-dimensional all-one and all-zero vectors, respectively. We use ei = [0, . . . , 1, . . . , 0]⊤ as the
one-hot vector in Rn where the i-th entry is one. For convenience, we use x ∧ y to denote the
minimum value among x and y and use x ∨ y to denote the maximum value among them.

A.3.1 Proof for factorized model

Note that although W F
OV is a d× d matrix, since we restrict the next token prediction to be among

2n answer tokens in A, and only (nm+ 2) tokens in S ∪ R can take effect in the prompt, we only
need to consider a reduced matrix W F

OV ∈ R(2n)×(nm+2) throughout this section, where each row
corresponds to a token in A and each column corresponds to a token in S ∪R. Now we restate the
first part of Theorem 2 below.

Theorem 4 (Part 1 in Theorem 2: Factorized model has OCR ability). Let n > 1. Suppose W F
OV is a

solution to the SVM problem in Eq. (W F
OV-SVM), then for any (s, r) ∈ Dtest, a′ ∈ A \ {a⋆(s, r)},

given regularity conditions (Assumption 3), it holds that

h(s,r),a′(W F
OV) ≥

√
mtrain

mtest
∧ 1, indicating the OCR ability. (10)

To prove Theorem 4, we derive an explicit solution characterization for (W F
OV-SVM). The proof

roadmap is as follows.

1. Restricted Form Existence: Lemmas 2 and 3 show the existence of a solution in block
structure (11) via permutation averaging and the convexity of nuclear norm.

2. SVD Computation: Lemma 4 computes the closed form for the SVD decomposition of the
restricted form in Lemma 3.

3. Nuclear Norm Formula of the restricted form: Given the restricted form, Lemma 5 gives
∥W F

OV∥⋆ in closed form (20).

4. Optimization: Lemma 6 finds the minimum of Equation (20) by decomposing ∥W F
OV∥⋆ =

M1 +M2.

5. Solution characterization and the uniqueness: Theorem 5 uses Lemmas 7 and 8 and
Assumption 3 to establish the unique forms of the solution in Equations (30) and (31).

Lemma 2 (Unitary invariance). Given matrix A, for any orthonormal matrices U and V , we have
that

∥UAV ⊤∥⋆ = ∥A∥⋆.

Proof. See Lemma 2.5 in Hoheisel and Paquette [2023].

Lemma 3 (Existence of a restricted form solution to (W F
OV-SVM)). Suppose W F

OV is the solution to
the optimization problem (W F

OV-SVM). There exists a solution with p1, p2, q1, q2, f1, f2, g1, g2, β1,
β2 and γ1, γ2 such that

W F
OV =

[
mtrain blocks︷ ︸︸ ︷

p1In + p2En · · · p1In + p2En

mtest blocks︷ ︸︸ ︷
f1In + f2En · · · f1In + f2En β11n β21n

q1In + q2En · · · q1In + q2En︸ ︷︷ ︸
mtrain blocks

g1In + g2En · · · g1In + g2En︸ ︷︷ ︸
mtest blocks

γ11n γ21n

]
. (11)

Moreover,
p1, f1, q1 ≥ 1,

p1 + p2 + β1 ≥ q1 + q2 + γ1 + 1,

q1 + q2 + γ2 ≥ p1 + p2 + β2 + 1,

f1 + f2 + β1 ≥ (g1 ∨ 0) + g2 + γ1 + 1.

(12)
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Proof of Lemma 3. We first show that certain permutations of W F
OV are still solutions of the opti-

mization problem. Suppose that σ is any permutation of {1, . . . , n}. Define Pσ ∈ Rn×n as the
corresponding permutation matrix. Consider the permuted weight matrix

σ(W F
OV) =

[
Pσ 0
0 Pσ

]
W F

OVdiag{Pσ, . . .Pσ, 1, 1}.

It is equivalent to permuting the subject sets and the fact labels b and c simultaneously with σ:
{Sσ(1), . . . ,Sσ(n)}, {bσ(1), . . . , bσ(n)} and {cσ(1), . . . , cσ(n)}. Using Equation (6), we have that

h(sσ(i),r1),bσ(j)
(σ(W F

OV)) = h(si,r1),bj (W
F
OV) ≥ 1, ∀j ∈ [n] \ {i},

h(sσ(i),r1),cσ(j)
(σ(W F

OV)) = h(si,r1),cj (W
F
OV) ≥ 1, ∀j ∈ [n],

h(sσ(i),r2),bσ(j)
(σ(W F

OV)) = h(si,r2),bj (W
F
OV) ≥ 1, ∀j ∈ [n],

h(sσ(i),r2),cσ(j)
(σ(W F

OV)) = h(si,r2),cj (W
F
OV) ≥ 1, ∀j ∈ [n] \ {i},

for any i. From Lemma 2, since permutation matrices are orthonormal, ∥σ(W F
OV)∥⋆ = ∥W F

OV∥⋆.
Therefore, σ(W F

OV) is also a solution to the optimization problem (W F
OV-SVM). Let’s consider the

average over all possible permutations∑
σ σ(W F

OV)

n!

=
[ mtrain blocks︷ ︸︸ ︷
p11In + p21En · · · p1mtrainIn + p2mtrainEn

mtest blocks︷ ︸︸ ︷
f11In + f21En · · · f1mtestIn + f2mtestEn β11n β21n

q11In + q21En · · · q1mtrainIn + q2mtrainEn︸ ︷︷ ︸
mtrain blocks

g11In + g21En · · · g1mtestIn + g2mtestEn︸ ︷︷ ︸
mtest blocks

γ11n γ21n

]
.

It is also a solution to the optimization problem (W F
OV-SVM) due to the convexity of the nuclear

norm.

We can consider other permutations. Suppose that τtrain is a permutation of the index set
{1, . . . ,mtrain}. Define the permuted weight matrix

τtrain(W
F
OV) = W F

OVdiag{Pτtrain ⊗ In, 1, . . . , 1︸ ︷︷ ︸
nmtest+2

}.

It is equivalent to permute all the subjects in the set Si,train: {si,τtrain(1), . . . , si,τtrain(mtrain)} for any
i = 1, . . . , n. Note that there is no need to permute the labels, as subjects in Si,train share the same
label pair bi and ci. Since the permuted Si,train is still disjoint with the test subject set Si,test, we have
that for any i ∈ [n], j ∈ [mtrain], it holds that

h(si,τtrain(j),r1),a
′(τtrain(W

F
OV)) = h(si,j ,r1),a′(W F

OV) ≥ 1, ∀a′ ∈ A\{bi},
h(si,τtrain(j),r2),a

′(τtrain(W
F
OV)) = h(si,j ,r2),a′(W F

OV) ≥ 1, ∀a′ ∈ A\{ci}.
From Lemma 2, we can conclude that ∥τtrain(W F

OV)∥⋆ = ∥W F
OV∥⋆. Averaging over all permutations

σ and τmtrain , we have that
∑

τtrain

∑
σ τtrain(σ(W

F
OV))

mtrain!n!

=
[

mtrain blocks︷ ︸︸ ︷
p1In + p2En · · · p1In + p2En

mtest blocks︷ ︸︸ ︷
f11In + f21En · · · f1mtestIn + f2mtestEn β11n β21n

q1In + q2En · · · q1In + q2En︸ ︷︷ ︸
mtrain blocks

g11In + g21En · · · g1mtestIn + g2mtestEn︸ ︷︷ ︸
mtest blocks

γ11n γ21n

]
.

We can then consider the permutation over the remaining mtest indices {mtrain +1, . . . ,m}. Let τtest
denote the permutation. Consider the permuted weight matrix.

τtest(W
F
OV) = W F

OVdiag{1, . . . , 1︸ ︷︷ ︸
nmtrain

,Pτtest ⊗ In, 1, 1}.

It is equivalent to permute all subjects in the set Si,test : {si,τtest(mtrain+1), . . . , si,τtest(m)} for any
i = 1, . . . , n. We have that for any i ∈ [n], j ∈ [m]\[mtrain], it holds that

h(si,τtest(j),r1),a
′(τtest(W

F
OV)) = h(si,j ,r1),a′(W F

OV) ≥ 1, ∀a′ ∈ A\{bi}.
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Taking the average weight over all possible permutations τtest,∑
τtest

∑
τtrain

∑
σ τtest(τtrain(σ(W

F
OV)))

mtest!mtrain!n!

=
[

mtrain blocks︷ ︸︸ ︷
p1In + p2En · · · p1In + p2En

mtest blocks︷ ︸︸ ︷
f1In + f2En · · · f1In + f2En β11n β21n

q1In + q2En · · · q1In + q2En︸ ︷︷ ︸
mtrain blocks

g1In + g2En · · · g1In + g2En︸ ︷︷ ︸
mtest blocks

γ11n γ21n

]
.

This shows that Equation (11) is one solution to the optimization problem (W F
OV-SVM). This proves

Lemma 3.

We could compute the closed form of the SVD decomposition for Equation (11).
Lemma 4. The restricted form in Equation (11) has a the SVD decomposition W F

OV = UΣV ⊤ with

U =
[
u(1),u(2),u

(1)
2 , . . . ,u

(1)
n ,u

(2)
2 , . . . ,u

(2)
n

]
,

Σ = diag
{
σ
(1)
1 , σ

(2)
1 , σ

(1)
2 , . . . , σ

(1)
2︸ ︷︷ ︸

n−1

, σ
(2)
2 , . . . , σ

(2)
2︸ ︷︷ ︸

n−1

}
,

V =
[
v(1),v(2),v

(1)
2 , . . . ,v

(1)
n ,v

(2)
2 , . . . ,v

(2)
n

]
,

where u(k) are defined in Equation (14); u
(k′)
j are defined in Equation (16), σ(k)

1 and σ
(k′)
2 are

defined in Equation (17); v(k) are defined in Equation (18); v(k′)
j are defined in Equation (19).

The proof of Lemma 4. The dimensions of W F
OV are 2n×Nc, where Nc = (mtrain +mtest)n+ 2.

Denote the Singular Value Decomposition (SVD) of W F
OV by W F

OV = UΣV ⊤.

Orthonormal basis and matrix properties. Given an orthonormal basis {η1, . . . ,ηn} for Rn,
with η1 = 1n/

√
n, where 1n is the n-dim all-one column vector. The vectors η2, . . . ,ηn are

orthonormal to each other and to η1. Let X = c1In+ c2En be a block appearing in the matrix W F
OV.

Its action on the basis vectors is:

• Xη1 = (c1In + c2En)(
1√
n
1n) = c1

1√
n
1n + c2

1√
n
(1n1

⊤
n )1n = c1η1 + c2

n√
n
1n =

(c1 + nc2)η1.

• For j ∈ {2, . . . , n}, Xηj = (c1In + c2En)ηj = c1ηj , since Enηj = 1n(1
⊤
n ηj) = 0n

due to ηj ⊥ 1n.

Left singular vectors U and singular values Σ. The left singular vectors (columns of U ) are
eigenvectors of W F

OVW
F⊤
OV . The matrix W F

OVW
F⊤
OV is a 2n × 2n symmetric matrix. After block

multiplication, W F
OVW

F⊤
OV can be written as:

W F
OVW

F⊤
OV =

(
CA1In + CA2En CB1In + CB2En

CB1In + CB2En CD1In + CD2En

)
,

where the coefficients are:
CA1 = mtrainp

2
1 +mtestf

2
1 ,

CA2 = mtrain(2p1p2 + np22) +mtest(2f1f2 + nf2
2 ) + β2

1 + β2
2 ,

CD1 = mtrainq
2
1 +mtestg

2
1 ,

CD2 = mtrain(2q1q2 + nq22) +mtest(2g1g2 + ng22) + γ2
1 + γ2

2 ,

CB1 = mtrainp1q1 +mtestf1g1,

CB2 = mtrain(p1q2 + p2q1 + np2q2) +mtest(f1g2 + f2g1 + nf2g2) + β1γ1 + β2γ2.

We seek eigenvectors of W F
OVW

F⊤
OV of the form

u =

(
xbηj

xcηj

)

for scalars xb, xc.
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Case 1: Eigenvectors associated with η1. For j = 1, the eigenvalue problem W F
OVW

F⊤
OVu = λu

transforms into a 2× 2 eigenvalue problem for the coefficient vector (xb, xc)
⊤:

H1

(
xb

xc

)
= λ

(
xb

xc

)
,

where

H1 =

(
CA1 + nCA2 CB1 + nCB2

CB1 + nCB2 CD1 + nCD2

)
. (13)

Let λ(1)
1 , λ

(2)
1 be the eigenvalues of H1, and let (x1,b, x1,c)

⊤ and (x2,b, x2,c)
⊤ be the corresponding

normalized eigenvectors. These give two singular values: σ
(k)
1 =

√
λ
(k)
1 for k = 1, 2. The

corresponding left singular vectors in U are

u(k) =

(
xk,bη1

xk,cη1

)
for k = 1, 2. (14)

Case 2: Eigenvectors associated with ηj for j ∈ {2, . . . , n}. For j ∈ {2, . . . , n}, the eigenvalue
problem W F

OVW
F⊤
OVu = λu reduces to:

H2

(
xb

xc

)
= λ

(
xb

xc

)

where

H2 =

(
CA1 CB1

CB1 CD1

)
. (15)

Let λ(1)
2 , λ

(2)
2 be the eigenvalues of H2, and let (y1,b, y1,c)⊤ and (y2,b, y2,c)

⊤ be the corresponding

normalized eigenvectors. These give 2(n− 1) singular values: σ(k′)
2 =

√
λ
(k′)
2 for k′ = 1, 2. Each of

these singular values has a multiplicity of (n− 1). The corresponding left singular vectors in U are

u
(k′)
j =

(
yk′,bηj

yk′,cηj

)
for each j ∈ {2, . . . , n} and k′ = 1, 2. (16)

The matrix U is a 2n× 2n orthogonal matrix whose columns are the 2n left singular vectors u(k)

and u
(k′)
j .

The singular matrix. From the calculation of U , we get that

Σ = diag
{
σ
(1)
1 , σ

(2)
1 , σ

(1)
2 , . . . , σ

(1)
2︸ ︷︷ ︸

n−1

, σ
(2)
2 , . . . , σ

(2)
2︸ ︷︷ ︸

n−1

}
, (17)

where σ(k)
1 =

√
λ
(k)
1 for k = 1, 2, with λ

(k)
1 being the eigenvalues of the matrix H1 in Equation (13);

σ
(k′)
2 =

√
λ
(k′)
2 for k′ = 1, 2, with λ

(k′)
2 being the eigenvalues of the matrix H2 in Equation (15).

Right singular vectors V . The columns of V (right singular vectors) are obtained from vi =
σ−1
i W F⊤

OVui for non-zero σi. If σi = 0, vi is a normalized vector in the null space of W F
OV. The

matrix V has dimensions Nc × 2n. The 2n vectors vi corresponding to the found singular values are:

Case 1: Right singular vectors associated with u(k), k = 1, 2. For u(k) =

(
xk,bη1

xk,cη1

)
and

singular value σ
(k)
1 : The vector W F⊤

OVu
(k) has the following structure:

• The first mtrain blocks (each of size n) are (xk,b(p1 + np2) + xk,c(q1 + nq2))η1.

• The next mtest blocks (each of size n) are (xk,b(f1 + nf2) + xk,c(g1 + ng2))η1.
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• The last two components are scalar values:
√
n(β1xk,b+ γ1xk,c) and

√
n(β2xk,b+ γ2xk,c).

So, v(k) = W F⊤
OVu

(k)/σ
(k)
1 is:

v(k) =
1

σ
(k)
1




(xk,b(p1 + np2) + xk,c(q1 + nq2))η1

...
(xk,b(p1 + np2) + xk,c(q1 + nq2))η1

(xk,b(f1 + nf2) + xk,c(g1 + ng2))η1

...
(xk,b(f1 + nf2) + xk,c(g1 + ng2))η1√

n(β1xk,b + γ1xk,c)√
n(β2xk,b + γ2xk,c)




for k = 1, 2. (18)

Each η1 term represents a column vector of n elements. This vector v(k) has total length Nc =
mtrainn+mtestn+ 2.

Case 2: Right singular vectors associated with u
(k′)
j . For u(k′)

j =

(
yk′,bηj

yk′,cηj

)
(where j ≥ 2 and

k′ = 1, 2) and singular value σ
(k′)
2 : The vector W F⊤

OVu
(k′)
j has the following structure:

• The first mtrain blocks (each of size n) are (yk′,bp1 + yk′,cq1)ηj .

• The next mtest blocks (each of size n) are (yk′,bf1 + yk′,cg1)ηj .

• The last two scalar components are 0, because 1⊤
n ηj = 0 for j ≥ 2.

So, v(k′)
j = W F⊤

OVu
(k′)
j /σ

(k′)
2 is:

v
(k′)
j =

1

σ
(k′)
2




(yk′,bp1 + yk′,cq1)ηj

...
(yk′,bp1 + yk′,cq1)ηj

(yk′,bf1 + yk′,cg1)ηj

...
(yk′,bf1 + yk′,cg1)ηj

0
0




. (19)

There are 2(n − 1) v
(k′)
j vectors, one for each pair (j, k′) where j ∈ {2, . . . , n} and k′ ∈ {1, 2}.

Each ηj term represents a column vector of n elements. The vectors v(k) and v
(k′)
j are orthonormal

and form the columns of V .

As a conclusion, the SVD of W F
OV is W F

OV = UΣV ⊤, where:

• U is a 2n× 2n orthogonal matrix with columns u(k) and u
(k′)
j as defined in Equations (14)

and (16).

• Σ is a 2n× 2n rectangular diagonal matrix, whose non-zero entries are the singular values
σ
(k)
1 and σ

(k′)
2 , derived from the eigenvalues of H1 and H2.

• V is an Nc × 2n matrix with columns v(k) and v
(k′)
j as defined in Equations (18) and (19).

This finishes the proof of Lemma 4.

Lemma 5. The W F
OV in restricted form Equation (11) has the nuclear norm ∥W F

OV∥⋆:
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√
(CA1 + nCA2 + CD1 + nCD2) +

√
(CA1 + nCA2 − (CD1 + nCD2))2 + 4(CB1 + nCB2)2

2

+

√
(CA1 + nCA2 + CD1 + nCD2)−

√
(CA1 + nCA2 − (CD1 + nCD2))2 + 4(CB1 + nCB2)2

2

+ (n− 1)

√
(CA1 + CD1) +

√
(CA1 − CD1)2 + 4C2

B1

2
+

√
(CA1 + CD1)−

√
(CA1 − CD1)2 + 4C2

B1

2

 .

(20)

Proof of Lemma 5. The nuclear norm of a matrix W F
OV, denoted as ∥W F

OV∥⋆, is defined as the sum
of its singular values. From Lemma 4 and its proof, the singular values of W F

OV are derived from the
eigenvalues of two 2× 2 matrices, H1 and H2.

The singular values are:

1. σ
(1)
1 and σ

(2)
1 , which are the square roots of the two eigenvalues of H1 defined in Equa-

tion (13). These singular values each have a multiplicity of 1.

2. σ
(1)
2 and σ

(2)
2 , which are the square roots of the two eigenvalues of H2 defined in Equa-

tion (15). As stated in the proof of Lemma 4 (Case 2: Eigenvectors associated with ηj

for j ∈ {2, . . . , n}), these singular values correspond to the n − 1 basis vectors ηj for
j ∈ {2, . . . , n}. Thus, each of σ(1)

2 and σ
(2)
2 has a multiplicity of (n− 1).

The nuclear norm is therefore the sum of all these singular values:

∥W F
OV∥⋆ = σ

(1)
1 + σ

(2)
1 + (n− 1)σ

(1)
2 + (n− 1)σ

(2)
2

= (σ
(1)
1 + σ

(2)
1 ) + (n− 1)(σ

(1)
2 + σ

(2)
2 ).

Let’s expand each term:

Term 1: Sum of singular values from H1.

The matrix H1 is given by Equation (13):

H1 =

(
CA1 + nCA2 CB1 + nCB2

CB1 + nCB2 CD1 + nCD2

)
.

Let a1 = CA1 + nCA2, b1 = CB1 + nCB2, and c1 = CD1 + nCD2. The eigenvalues λ(1)
1 , λ

(2)
1 of

this symmetric 2× 2 matrix H1 =

(
a1 b1
b1 c1

)
are given by the formula

λ =
(a1 + c1)±

√
(a1 − c1)2 + 4b21
2

.

The singular values σ(1)
1 and σ

(2)
1 are

√
λ
(1)
1 and

√
λ
(2)
1 . We get that

σ
(1)
1 + σ

(2)
1

=

√
(a1 + c1) +

√
(a1 − c1)2 + 4b21
2

+

√
(a1 + c1)−

√
(a1 − c1)2 + 4b21
2

=

√
(CA1 + nCA2 + CD1 + nCD2) +

√
(CA1 + nCA2 − (CD1 + nCD2))2 + 4(CB1 + nCB2)2

2

+

√
(CA1 + nCA2 + CD1 + nCD2)−

√
(CA1 + nCA2 − (CD1 + nCD2))2 + 4(CB1 + nCB2)2

2
.

This corresponds to the first two lines of the expression for the nuclear norm in Lemma 5.
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Term 2: Sum of singular values from H2.

The matrix H2 is given by Equation (15):

H2 =

(
CA1 CB1

CB1 CD1

)
.

Let a2 = CA1, b2 = CB1, and c2 = CD1. The eigenvalues λ(1)
2 , λ

(2)
2 of this symmetric 2× 2 matrix

H2 =

(
a2 b2
b2 c2

)
are:

λ =
(a2 + c2)±

√
(a2 − c2)2 + 4b22
2

.

The singular values σ(1)
2 and σ

(2)
2 are

√
λ
(1)
2 and

√
λ
(2)
2 . Thus:

σ
(1)
2 + σ

(2)
2

=

√
(a2 + c2) +

√
(a2 − c2)2 + 4b22
2

+

√
(a2 + c2)−

√
(a2 − c2)2 + 4b22
2

=

√
(CA1 + CD1) +

√
(CA1 − CD1)2 + 4C2

B1

2
+

√
(CA1 + CD1)−

√
(CA1 − CD1)2 + 4C2

B1

2
.

This sum is then multiplied by the multiplicity (n− 1):

(n− 1)(σ
(1)
2 + σ

(2)
2 ) = (n− 1)



√

(CA1 + CD1) +
√

(CA1 − CD1)2 + 4C2
B1

2

+

√
(CA1 + CD1)−

√
(CA1 − CD1)2 + 4C2

B1

2


 .

This corresponds to the third and fourth lines of the expression for the nuclear norm in Lemma 5.

Combining these terms, the nuclear norm ∥W F
OV∥⋆ is precisely the expression given in Lemma 5.

This completes the proof.

Lemma 6. Let the expression ∥W F
OV∥⋆ be defined as Equation (20). The closed-form minimum of

∥W F
OV∥⋆ is given by

min ∥W F
OV∥⋆ =

√
n+ (n− 1)×

{
(
√
mtrain +

√
mtest) if mtest ≥ mtrain√

2(mtrain +mtest) if mtest < mtrain
,

where the minimum is achieved at p⋆1 = f⋆
1 = q⋆1 = 1, g⋆1 =

√
mtrain/mtest, p⋆2 = f⋆

2 = q⋆2 = −1/n,
g⋆2 = −

√
mtrain/mtest/n, β⋆

1 = γ⋆
2 = 1/2, γ⋆

1 = β⋆
2 = −1/2 if mtest ≥ mtrain; p⋆1 = f⋆

1 = q⋆1 =
g⋆1 = 1, p⋆2 = f⋆

2 = q⋆2 = g⋆2 = −1/n, β⋆
1 = γ⋆

2 = 1/2, γ⋆
1 = β⋆

2 = −1/2 if mtest < mtrain.

Proof of Lemma 6. The overall expression ∥W F
OV∥⋆ given in Equation (20) is a sum of two main

components. Let M1 be the sum of the terms in the first two lines, and M2 be the sum of the terms
in the last line. Thus, ∥W F

OV∥⋆ = M1 +M2. Both M1 and M2 represent sums of square roots of
eigenvalues of effective 2× 2 matrices.

Part 1. We first consider minimizing the last two terms of ∥W F
OV∥⋆. Define M2 as

(n−1)

√
(CA1 + CD1) +

√
(CA1 − CD1)2 + 4C2

B1

2
+

√
(CA1 + CD1)−

√
(CA1 − CD1)2 + 4C2

B1

2

 .

(21)
For ease of reference, we state the formulas for coefficients CA1, CD1, CB1:

CA1 = mtrainp
2
1 +mtestf

2
1 , (22)

CD1 = mtrainq
2
1 +mtestg

2
1 , (23)

CB1 = mtrainp1q1 +mtestf1g1. (24)
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The expression for M2 can be simplified. Let λ(1)
2 and λ

(2)
2 be the two eigenvalues of the matrix H2.

We note that λ(1)
2 + λ

(2)
2 = CA1 +CD1 and λ

(1)
2 λ

(2)
2 = CA1CD1 −C2

B1. The term CA1CD1 −C2
B1

can be calculated as

CA1CD1 − C2
B1 = (mtrainp

2
1 +mtestf

2
1 )(mtrainq

2
1 +mtestg

2
1)− (mtrainp1q1 +mtestf1g1)

2

= mtrainmtest(p
2
1g

2
1 − 2p1g1f1q1 + f2

1 q
2
1) = mtrainmtest(p1g1 − f1q1)

2.

Since mtrain,mtest > 0, we have CA1CD1 − C2
B1 ≥ 0, so the eigenvalues λ1, λ2 are non-negative.

The sum
√
λ
(1)
2 +

√
λ
(2)
2 can be written as

√(√
λ
(1)
2 +

√
λ
(2)
2

)2

=

√
λ
(1)
2 + λ

(2)
2 + 2

√
λ
(1)
2 λ

(2)
2 .

Substituting the trace and determinant yields
√
λ
(1)
2 +

√
λ
(2)
2 =

√
CA1 + CD1 + 2

√
mtrainmtest(p1g1 − f1q1)2

=
√
CA1 + CD1 + 2

√
mtrainmtest|p1g1 − f1q1|.

Let S = CA1 + CD1 + 2
√
mtrainmtest|p1g1 − f1q1|. Substituting the definitions of CA1 and CD1:

S = mtrainp
2
1 +mtestf

2
1 +mtrainq

2
1 +mtestg

2
1 + 2

√
mtrainmtest|p1g1 − f1q1|. (25)

Then M2 = (n − 1)
√
S. To minimize ∥W∥⋆, we must minimize S with respect to p1, q1, f1, g1

under the given constraints. Let K = p1g1 − f1q1. We analyze the minimization by considering two
cases for K.

Case 1: K ≤ 0 (i.e., p1g1 ≤ f1q1). Then

S = S2 = (
√
mtrainp1 −

√
mtestg1)

2 + (
√
mtestf1 +

√
mtrainq1)

2.

The condition K ≤ 0 implies that g1 ≤ f1q1/p1. The first term (
√
mtrainp1 − √

mtestg1)
2 is

monotonically decreasing when 0 ≤ g1 ≤ p1
√
mtrain/mtest, with the minimum attained at g1 =

p1
√
mtrain/mtest.

• If mtest > mtrain, g1 = p1
√

mtrain/mtest is always achievable, so by taking f1 = q1 = 1,
we get S2 = (

√
mtrain +

√
mtest)

2. The equality holds for any p1 ∈ [1, (mtest/mtrain)
1/4]

and g1 = p1
√
mtrain/mtest.

• If mtest ≤ mtrain, g1 = p1
√
mtrain/mtest may not be achievable. But since the first term is

monotonically decreasing with respect to g1 when 0 ≤ g1 ≤ p1
√

mtrain/mtest, we get that
the minimum is always taken with g1 = min{f1q1/p1, p1

√
mtrain/mtest}.

If g1 = f1q1/p1, we get that

S2 = (
√
mtrainp1 −

√
mtestf1q1/p1)

2 + (
√
mtestf1 +

√
mtrainq1)

2

= mtrainq
2
1 +mtestf

2
1 +mtrainp

2
1 +mtest

f2
1 q

2
1

p21
≥ 2(mtrain +mtest),

where the equality holds if and only if p1 = g1 = f1 = q1 = 1.

If g1 = p1
√
mtrain/mtest, we get f1q1 ≥ p21

√
mtrain/mtest ≥

√
mtrain/mtest. Therefore,

S2 = (
√
mtestf1 +

√
mtrainq1)

2

≥ 4
√
mtestmtrainf1q1

≥ 4mtrain,

where the equality holds if and only if p1 = q1 = 1, g1 = f1 =
√
mtrain/mtest.

Therefore, we can conclude that if mtest ≤ mtrain, S2 ≥ 2(mtrain +mtest), with the equality
holds if and only if p1 = g1 = f1 = q1 = 1.
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Case 2: Next consider K ≥ 0, that is, p1g1 ≥ f1q1. Then

S = S1 = (
√
mtrainp1 +

√
mtestg1)

2 + (
√
mtestf1 −

√
mtrainq1)

2.

Taking g1 ≥ f1q1/p1 into S1,

S1 ≥ mtestf
2
1 +mtrainq

2
1 +mtrainp

2
1 +mtest

f2
1 q

2
1

p21
≥ mtest +mtrain +mtrainp

2
1 +

mtest

p21
.

• If mtest ≥ mtrain, we have that S1 ≥ (
√
mtest +

√
mtrain)

2, with equality holds when
p1 = [mtest/mtrain]

1/4 and g1 = 1/p1.

• If mtest < mtrain, the minimum is achieved by p1 = 1. We therefore get that g1 = 1, with
S1 ≥ 2(mtest +mtrain).

Consolidating the minima, we find that if mtest ≥ mtrain, the minimum S is (
√
mtrain +

√
mtest)

2,
achieved when 1 ≤ p1 ≤ (mtest/mtrain)

1/4, f1 = 1, q1 = 1, and g1 = p1
√

mtrain/mtest. If
mtest < mtrain, the minimum S is 2(mtrain +mtest), achieved when p1 = 1, f1 = 1, q1 = 1, g1 = 1.
The minimum value for

√
S is therefore

√
mtrain+

√
mtest if mtest ≥ mtrain, and

√
2(mtrain +mtest)

if mtest < mtrain. Multiplying by (n− 1) gives the final result for minM2.

Part 2. We seek to find the minimum value of the quantity M1 given by

M1 =

√
(CA1 + nCA2 + CD1 + nCD2) +

√
(CA1 + nCA2 − (CD1 + nCD2))2 + 4(CB1 + nCB2)2

2

+

√
(CA1 + nCA2 + CD1 + nCD2)−

√
(CA1 + nCA2 − (CD1 + nCD2))2 + 4(CB1 + nCB2)2

2
.

where the coefficients are defined as

CA1 = mtrainp
2
1 +mtestf

2
1 ,

CA2 = mtrain(2p1p2 + np22) +mtest(2f1f2 + nf2
2 ) + β2

1 + β2
2 ,

CD1 = mtrainq
2
1 +mtestg

2
1 ,

CD2 = mtrain(2q1q2 + nq22) +mtest(2g1g2 + ng22) + γ2
1 + γ2

2 ,

CB1 = mtrainp1q1 +mtestf1g1,

CB2 = mtrain(p1q2 + p2q1 + np2q2) +mtest(f1g2 + f2g1 + nf2g2) + β1γ1 + β2γ2.

subject to the constraints

p1, f1, q1 ≥ 1, (26)
p1 + p2 + β1 ≥ q1 + q2 + γ1 + 1, (27)
q1 + q2 + γ2 ≥ p1 + p2 + β2 + 1, (28)
f1 + f2 + β1 ≥ max(g1, 0) + g2 + γ1 + 1. (29)

Let A = CA1 + nCA2, D = CD1 + nCD2, and B = CB1 + nCB2. The expression for M1 can be
simplified to

M1 =

√
A+D + 2

√
AD −B2.

Note that

M2
1 ≥ A+D

= mtrain(p1 + np2)
2 +mtrain(q1 + nq2)

2 +mtest(f1 + nf2)
2 +mtest(g1 + ng2)

2

+ n(β2
1 + β2

2 + γ2
1 + γ2

2).

Let ∆ = q1 + q2 − p1 − p2. From the constraints, we can get that

β1 − γ1 ≥ 1 + ∆,

γ2 − β2 ≥ 1−∆.
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If |∆| > 1, without loss of generality, assume ∆ > 1. This gives that

(β2
1 + γ2

1) + (β2
2 + γ2

2) ≥ 2

(
1 + ∆

2

)2

+ 0 ≥ 2.

If |∆| ≤ 1, we get that

(β2
1 + γ2

1) + (β2
2 + γ2

2) ≥ 2

(
1 + ∆

2

)2

+ 2

(
1−∆

2

)2

≥ 4

(
1

4
+

1

4
∆2

)

≥ 1.

As a result, we get M1 ≥ √
n. Note that the equality holds if and only if

p2 = −p1/n, f2 = −f1/n, q2 = −q1/n, g2 = −g1/n,

β1 = 1/2, γ1 = −1/2, β2 = −1/2, γ2 = 1/2.

Combining this condition with the results in part 1, We finish the proof for Lemma 6.

We would adopt Assumption 3 to prove the uniqueness, which assumes the solution either takes a
symmetric form as (11), or it is nondegenerate.
Assumption 3. Let W F⋆

OV be a solution to (W F
OV-SVM). Then it either takes the form of (11), or we

have 1⊤
2nW

F⋆
OV ̸= 0⊤

nm+2.

Lemma 7 can give a lower bound of the nuclear norm for a given matrix M̄ .
Lemma 7. Suppose that M̄ ∈ Rm×n, for any orthonormal matrix U ∈ Rm×r and V ∈ Rn×r, we
have that

∥M̄∥⋆ ≥ Trace(U⊤M̄V ).

Moreover, if there exits η ∈ Rm s.t. η⊤U = 0 and η⊤M̄ ̸= 0, the above inequality is strict, i.e.,

∥M̄∥⋆ > Trace(U⊤M̄V ).

Proof of Lemma 7. For any pair of matrices A and B such that AB = M̄ , we have that

Trace(U⊤M̄V ) = Trace(U⊤ABV )

≤
(
∥U⊤A∥2F + ∥BV ∥2F

)
/2

≤
(
∥U⊤∥22∥A∥2F + ∥V ∥22∥B∥2F

)
/2

≤
(
∥A∥2F + ∥B∥2F

)
/2

≤ ∥M̄∥⋆.
Consider the conditions for taking the equality. We should require ∥U⊤A∥F = ∥U⊤∥2∥A∥F.
This means that all columns of A are left-singular vectors of U⊤ with the largest singular value.
In addition, it implies that the column space Col(A) ⊆ Col(U). But if there exits η ∈ Rm s.t.
η⊤U = 0 and η⊤M̄ ̸= 0, we get Col(A) ̸⊆ Col(U). It implies the conditions for taking the
equality cannot be satisfied, so

∥M̄∥⋆ > Trace(U⊤M̄V ).

This finishes Lemma 7.

Theorem 5 (Uniqueness of the solution to the optimization problem (W F
OV-SVM)). Given Assump-

tion 3, suppose that W F
OV is a solution to optimization problem (W F

OV-SVM), if mtest < mtrain,

W F
OV =

[
mtrain blocks︷ ︸︸ ︷

In −En/n · · · In −En/n

mtest blocks︷ ︸︸ ︷
In −En/n · · · In −En/n 1n/2 −1n/2

In −En/n · · · In −En/n︸ ︷︷ ︸
mtrain blocks

In −En/n · · · In −En/n︸ ︷︷ ︸
mtest blocks

−1n/2 1n/2

]
. (30)
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If mtest ≥ mtrain, let ρ =
√
mtrain/mtest, we have that

W F
OV =

[
mtrain blocks︷ ︸︸ ︷

In −En/n · · · In −En/n

mtest blocks︷ ︸︸ ︷
In −En/n · · · In −En/n 1n/2 −1n/2

In −En/n · · · In −En/n︸ ︷︷ ︸
mtrain blocks

ρIn − ρEn/n · · · ρIn − ρEn/n︸ ︷︷ ︸
mtest blocks

−1n/2 1n/2

]
.

(31)

Proof of Theorem 5. Firstly, combining Lemmas 3 and 6, we get Equation (30) and (31). This shows
that Equation (30) and (31) are one of the solutions to the optimization problem (W F

OV-SVM).

Suppose that there exists an asymmetric solution of the SVM problem Equation (W F
OV-SVM) W F⋆

OV
that takes a different form from (11). Lemma 8 proves the existence of another asymmetric solution
such that the difference takes the reversed sign.

Lemma 8 (The solution with the difference taking the reverse sign). Suppose that the W F⋆
OV defined

above is an asymmetric solution. Then there exists another asymmetric solution W̃OV and ϵ ∈ (0, 1)
such that

W̃OV −W F
OV = −ϵ

(
W F⋆

OV −W F
OV

)
.

Proof. Let φ̃ be all possible permutations on WOV as described in Lemma 3, excluding the identity
permutation. We get that ∑

φ̃ φ̃(W F⋆
OV) +W F⋆

OV

1 +
∑

φ̃ 1
= W F

OV.

So we can take

W̃OV =

∑
φ̃ φ̃(W F⋆

OV)∑
φ̃ 1

and get that

W̃OV −W F
OV =

W F
OV −W F⋆

OV∑
φ̃ 1

.

This finishes the proof for Lemma 8.

Assumption 3 implies that 1⊤
2n(W

F⋆
OV − W F

OV) ̸= 0⊤
nm+2. We choose U ∈ R2n×r and V ∈

R(nm+2)×r so that they are the SVD decompositions corresponding to r positive singular values for
the symmetric solution W F

OV. Since 1⊤
2nW

F
OV = 0⊤

nm+2, it also holds that 1⊤
2nU = 0⊤

nm+2. Using
Lemma 7, we get

∥W F⋆
OV∥⋆ > Trace(U⊤W F⋆

OVV )

= Trace(U⊤W F
OVV ) + Trace(U⊤(W F⋆

OV −W F
OV)V )

= ∥W F
OV∥⋆ +Trace(U⊤(W F⋆

OV −W F
OV)V ).

Using Lemma 8, there exists another asymmetric solution W̃OV such that

∥W̃OV∥⋆ > Trace(U⊤W F
OVV ) + Trace(U⊤(W̃OV −W F

OV)V )

= ∥W F
OV∥⋆ − ϵTrace(U⊤(W F⋆

OV −W F
OV)V ).

Therefore, we have that

max{∥W F⋆
OV∥⋆, ∥W̃OV∥⋆}

> ∥W F
OV∥⋆ +max{Trace(U⊤(W F⋆

OV −W F
OV)V ),−ϵTrace(U⊤(W F⋆

OV −W F
OV)V )}

≥ ∥W F
OV∥⋆.

This leads to a contradiction that both W F⋆
OV and W̃OV are solutions to Equation (W F

OV-SVM) that
minimize the nuclear norm. This confirms that all solutions would take the form Equation (11), which
would be Equations (30) and (31).

26



A.3.2 Proof for non-factorized model

Similar to Appendix A.3.1, we only need to consider a reduced matrix WOV ∈ R(2n)×(nm+2)

throughout this section, where each row corresponds to a token in A and each column corresponds to
a token in S ∪R. Now We restate the second part of Theorem 2 below.
Theorem 6 (Part 2 in Theorem 2: Non-factorized model has no OCR ability). Let n > 1. Suppose
WOV is a solution to the SVM problem in (WOV-SVM). For any (s, r) ∈ Dtest and any a′ ∈
A2 \ {a⋆(s, r)}, it holds that

h(s,r),a′(WOV) = 0, indicating no OCR ability. (32)

The proof of Theorem 6 follows the same idea as Theorem 4. The roadmap of the proof is as follows:

1. A unique solution of a similar form to Lemma 3: Lemma 9 shows both the existence and
uniqueness of the solution to (WOV-SVM).

2. Frobenius norm formula of the restricted form: Using the same SVD decomposition as
in Lemma 4, Lemma 10 gives ∥WOV∥F in closed form (35).

3. Optimization: Lemma 11 finds the minimum of (35).
4. Solution characterization: Theorem 7 gives the form of the solution to (WOV-SVM) and

finishes the proof for Theorem 6.
Lemma 9 (Existence and uniqueness of a restricted form solution to (WOV-SVM)). Suppose WOV

is the solution to the optimization problem (WOV-SVM). The solution must take the form in Equa-
tion (33)

WOV =
[

mtrain blocks︷ ︸︸ ︷
p1In + p2En · · · p1In + p2En

mtest blocks︷ ︸︸ ︷
f1In + f2En · · · f1In + f2En β11n β21n

q1In + q2En · · · q1In + q2En︸ ︷︷ ︸
mtrain blocks

g1In + g2En · · · g1In + g2En︸ ︷︷ ︸
mtest blocks

γ11n γ21n

]
. (33)

with p1, p2, q1, q2, f1, f2, and g1, g2 satisfying
p1, f1, q1 ≥ 1,

p1 + p2 + β1 ≥ q1 + q2 + γ1 + 1,

q1 + q2 + γ2 ≥ p1 + p2 + β2 + 1,

f1 + f2 + β1 ≥ (g1 ∨ 0) + g2 + γ1 + 1.

(34)

Proof of Lemma 9. The existence proof is the same as the proof for Lemma 3. Since the Frobenius
norm is strongly convex, the solution is unique.

Lemma 10. The WOV in restricted form Equation (33) has the Frobenius norm.

∥WOV∥F =


n




mtrain((p1 + p2)
2 + (n− 1)p22 + (q1 + q2)

2 + (n− 1)q22)
+mtest((f1 + f2)

2 + (n− 1)f2
2 + (g1 + g2)

2 + (n− 1)g22)
+β2

1 + γ2
2 + β2

2 + γ2
1






1/2

. (35)

Proof of Lemma 10. The square of the Frobenius norm is the sum of the squares of these 2n singular
values:

∥W F
OV∥2F = (σ

(1)
1 )2 + (σ

(2)
1 )2 + (n− 1)(σ

(1)
2 )2 + (n− 1)(σ

(2)
2 )2

From Lemma 4, we know that (σ(k)
1 )2 = λ

(k)
1 (eigenvalues of H1) and (σ

(k′)
2 )2 = λ

(k′)
2 (eigenvalues

of H2). So,
∥W F

OV∥2F = λ
(1)
1 + λ

(2)
1 + (n− 1)(λ

(1)
2 + λ

(2)
2 )

Since the sum of eigenvalues of a matrix is its trace, we have λ
(1)
1 + λ

(2)
1 = Tr(H1), λ

(1)
2 + λ

(2)
2 =

Tr(H2). Therefore,
∥W F

OV∥2F = Tr(H1) + (n− 1)Tr(H2)

= n(CA1 + CA2 + CD1 + CD2)

= n




mtrain((p1 + p2)
2 + (n− 1)p22 + (q1 + q2)

2 + (n− 1)q22)
+mtest((f1 + f2)

2 + (n− 1)f2
2 + (g1 + g2)

2 + (n− 1)g22)
+β2

1 + γ2
2 + β2

2 + γ2
1


 .

This proves Lemma 10.
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Lemma 11. Let the expression ∥WOV∥F be defined as Equation (35). The closed-form minimum of
∥WOV∥F is given by

min ∥WOV∥F =
√
n (2mtrain(1− 1/n) +mtest(1− 1/n) + 1)

1/2
,

where the minimum is achieved at p⋆1 = f⋆
1 = q⋆1 = 1, p⋆2 = f⋆

2 = q⋆2 = −1/n, β⋆
1 = γ⋆

2 =
1/2, γ⋆

1 = β⋆
2 = −1/2, and g⋆1 = g⋆2 = 0.

Proof of Lemma 11. Given the constraints in Equation (34), we have that

∥WOV∥F ≥
(
n

[
mtrain(np

2
2 + 2p2 + 1 + nq22 + 2q2 + 1)

+mtest(nf
2
2 + 2f2 + 1 + (g1 + g2)

2 + (n− 1)g22) + 1)

])1/2

,

where the equality holds when p⋆1 = f⋆
1 = q⋆1 = 1 and β⋆

1 = γ⋆
2 = 1/2, γ⋆

1 = β⋆
2 = −1/2. This

lower bound is a quadratic form, which we can show that p⋆2 = f⋆
2 = q⋆2 = −1/n and g⋆1 = g⋆2 = 0

gives its minimum. This finishes the proof of Lemma 11.

Theorem 7. Therefore, we have that

WOV =
[

mtrain blocks︷ ︸︸ ︷
In −En/n · · · In −En/n

mtest blocks︷ ︸︸ ︷
In −En/n · · · In −En/n 1n/2 −1n/2

In −En/n · · · In −En/n︸ ︷︷ ︸
mtrain blocks

0 · · ·0︸ ︷︷ ︸
mtest blocks

−1n/2 1n/2

]
. (36)

It implies that for any s ∈ Stest and any a′ ∈ A2 \ {a∗(s, r2)}, it holds that h(s,r2),a′ = 0. This
proves Theorem 6.

Proof of Theorem 7. We take the results from Lemma 11 into the restricted form Equation (33) and
get Equation (36). Given any si,j ∈ Stest and ck ∈ A2 where k ̸= i, we have

h(si,j ,r2),ck = [0⊤
n , e

⊤
i − e⊤k ]WOV ·




0
...
ei
0
...
0
1




= 0.

This proves Theorem 7.

B Proof of Section 4.2

In this section, we provide the complete proof of Theorem 3 via gradient flow analysis. We first
present several key lemmas to prove Theorem 3. In Lemma 12, we give the gradient form of the
reparameterized parameters to simplify the analysis. In Lemma 13, we prove the Lipschitzness of the
gradient flow, and Lemma 14 proves that the gradient flow also satisfies permutation equivariance.
Using these two lemmas, we are able to conclude the symmetry in parameters by employing a
standard argument for the uniqueness of ODE solutions in Lemma 15.

Useful notations. We introduce useful notations for this section. Let vec(A) denote the vec-
torization of a matrix A. Specifically, for A = (aij)

m,n
i=1,j=1 ∈ Rm×n, we have vec(A) =

(a11, . . . , a1n, a21, . . . , a2n, . . . , am1, . . . , amn)
⊤ ∈ Rmn. We use ∥A∥op to denote the operator

norm of a matrix A. For any vector u ∈ Rn, let diag(u) ∈ Rn×n denote a diagonal matrix whose
diagonal entries are corresponding entries in u. Let 1(E) denote the indicator function of an event E .

Lemma 12. Recall that for any z ∈ V , we have WOV(a, z) = e⊤a WOVez and WKQ(z) =
e⊤z WKQe<EOS>. Then for a fixed (a, s) ∈ A× S , the gradient of WOV(a, s) is given by:

∂WOV(a,s)L(θ̃) = −WKQ(s) ·
∑

r∈R
p(s, r) ·

(
1(a = a∗(s, r))− pθ̃(a|s, r)

)
.
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Similarly, for a fixed (a, r) ∈ A×R, we have:

∂WOV(a,r)L(θ̃) = −WKQ(r) ·
∑

s∈S
p(s, r) ·

(
1(a = a∗(s, r))− pθ̃(a|s, r)

)
.

Moreover, for <EOS> token and a fixed a ∈ A, we have:

∂WOV(a,<EOS>)L(θ̃) = −WKQ(<EOS>) ·
∑

s∈S

∑

r∈R
p(s, r) ·

(
1(a = a∗(s, r))− pθ̃(a|s, r)

)
.

Lastly, for s ∈ S, we have:

∂WKQ(s)L(θ̃) = −
∑

a∈A
WOV(a, s)

∑

r∈R
p(s, r) ·

(
1(a = a∗(s, r))− pθ̃(a|s, r)

)
.

Proof. First, note that the logit function can be written as:

fθ̃(z1:T , a) = e⊤a WOVX
⊤XWKQxT =

∑

t∈[T ]

WOV(a, zt)WKQ(zt). (37)

Then for any z ∈ V , we get

∂WOV(a,z)

(
e⊤a′WOVX

⊤XWKQxT

)
= 1(a = a′)C(z1:T , z)WKQ(z),

∂WKQ(z)

(
e⊤a′WOVX

⊤XWKQxT

)
= C(z1:T , z)WOV(a

′, z),
(38)

where C(z1:T , z) is the number of occurrences of z in the sequence z1:T . Recall that we can simplify
the loss function in (4) as

L(θ̃) = Ez1:T+1

[
− log

exp(e⊤zT+1
WOVX

⊤XWKQxT )∑
z′∈A exp(e⊤z′WOVX⊤XWKQxT )

]

= Ez1:T+1
[−e⊤zT+1

WOVX
⊤XWKQxT + log

∑

z′∈A
exp(e⊤z′WOVX

⊤XWKQxT )].

Using (38), we get

∂WOV(a,z)L(θ̃) = WKQ(z)Ez1:T+1

[
− 1(a = zT+1)C(z1:T , z)

+

∑
z′∈A exp(e⊤z′WOVX

⊤XWKQxT )1(a = z′)C(z1:T , z)∑
z′∈A exp(e⊤z′WOVX⊤XWKQxT )

]

= −WKQ(z)Ez1:T

[
C(z1:T , z)

(
1(a = a∗(z1:T ))− pθ̃(a|z1:T )

)]
.

Similarly,

∂WKQ(z)L(θ̃) = Ez1:T

[
− C(z1:T , z)WOV(a

∗(z1:T ), z) +
∑

a∈A
pθ̃(a|z1:T )WOV(a, z)C(z1:T , z)

]

= Ez1:T

[
C(z1:T , z)

(
−WOV(a

∗(z1:T ), z) +
∑

a∈A
pθ̃(a|z1:T )WOV(a, z)

)]

= −
∑

a∈A
WOV(a, z)Ez1:T

[
C(z1:T , z)

(
1(a = a∗(z1:T ))− pθ̃(a|z1:T )

)]
.

Let p(s) =
∑

z1:T
p(z1:T )1(s ∈ z1:T ) = EDtrain [1(s ∈ z1:T )], which is the marginal probability of

observing s under the data-generating distribution Dtrain. Similarly, we can define p(r) and p(s, r)
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for any r ∈ R and any (s, r) ∈ S ×R. Then for a fixed (a, s) ∈ A× S , we have

∂WOV(a,s)L(θ̃) = −WKQ(s)Ez1:T∼Dtrain

[
C(z1:T , s)

(
1(a = a∗(z1:T ))− pθ̃(a|z1:T )

)]

(a)
= −WKQ(s)Ez1:T∼Dtrain

[
1(s ∈ z1:T )

(
1(a = a∗(z1:T ))− pθ̃(a|z1:T )

)]

= −WKQ(s)
∑

z1:T

p(z1:T )1(s ∈ z1:T )
(
1(a = a∗(z1:T ))− pθ̃(a|z1:T )

)

= −WKQ(s)p(s)
∑

z1:T

( p(z1:T )1(s ∈ z1:T )∑
z′
1:T

p(z′1:T )1(s ∈ z′1:T )

(
1(a = a∗(z1:T ))− pθ̃(a|z1:T )

))

= −WKQ(s) · p(s) · Ez1:T

[
1(a = a∗(z1:T ))− pθ̃(a|z1:T ) | s ∈ z1:T

]

= −WKQ(s) ·
∑

r∈R
p(s, r) · Ez1:T

[
1(a = a∗(z1:T ))− pθ̃(a|z1:T ) | s, r ∈ z1:T

]

(b)
= −WKQ(s) ·

∑

r∈R
p(s, r) ·

(
1(a = a∗(s, r))− pθ̃(a|s, r)

)
,

where (a) comes from the fact that C(z1:T , s) = 1(s ∈ z1:T ) as s occurs at most once in the sequence
from the task definition and (b) comes from the fact that z1:T only contains (s, r, <EOS>) and thus
pθ̃(·|z1:T ) = pθ̃(·|s, r).
Similarly, consider a fixed (a, r) ∈ A×R, we have:

∂WOV(a,r)L(θ̃) = −WKQ(r) · p(r) · Ez1:T

[
1(a = a∗(z1:T ))− pθ̃(a|z1:T ) | s ∈ z1:T

]

= −WKQ(r) ·
∑

s∈S
p(s, r) ·

(
1(a = a∗(s, r))− pθ̃(a|s, r)

)
.

Lastly for any a ∈ A, we have:

∂WOV(a,<EOS>)L(θ̃) = −WKQ(<EOS>)
∑

z1:T

p(z1:T )
(
1(a = a∗(z1:T ))− pθ̃(a|z1:T )

)

= −WKQ(<EOS>) ·
∑

s∈S

∑

r∈R
p(s, r) ·

(
1(a = a∗(s, r))− pθ̃(a|s, r)

)
.

We conclude by proving the gradient in terms of WKQ(s) for any s ∈ S. We have:

∂WKQ(s)L(θ̃) = −
∑

a∈A
WOV(a, s) · p(s) · Ez1:T

[
1(a = a∗(z1:T ))− pθ̃(a|z1:T ) | s ∈ z1:T

]

= −
∑

a∈A
WOV(a, s)

∑

r∈R
p(s, r) ·

(
1(a = a∗(s, r))− pθ̃(a|s, r)

)
.

Lemma 13 (Lipschitz gradient). Let d0 := (|A|+ 1) · |V| and concatenate the parameters by

w =

[
vec(WOV)

WKQ

]
∈ Rd0 .

Let F (w(t)) be the vector field in the ODE

ẇ(t) = F
(
w(t)

)
= −∇wL(w),

where we omit the index t and set w(t) = w when the context is clear and L(w) is the cross entropy
loss given by:

L(w) =
∑

s,r

p(s, r)


− log

exp
(
fw
(
(s, r), a∗(s, r)

))

∑
a∈A exp

(
fw
(
(s, r), a

))


 ,
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where the logit function fw((s, r), a) follows Eq. (37) with z1:T = (s, r, <EOS>). Assuming that
∥w∥2 ≤ R for some constant R > 0, then for any fixed (s, r, a), fw

(
(s, r), a

)
is Lipschitz in w with

constant L1 := 4R, i.e., for any w1,w2 ∈ Rd0 with ∥w1∥2 ≤ R, ∥w2∥2 ≤ R, it holds that

fw1

(
(s, r), a

)
− fw2

(
(s, r), a

)
≤ L1∥w1 −w2∥.

Moreover, there exists a constant L := 4|A|
(
L1R+ 1

)
such that

∥F (w1)− F (w2)∥ ≤ L∥w1 −w2∥.

Proof. Observing that fw
(
(s, r), a

)
is bilinear in w, i.e.,

fw
(
(s, r), a

)
=
∑

t∈[T ]

WOV(a, zt)WKQ(zt)

= WOV(a, s)WKQ(s) +WOV(a, r)WKQ(r) +WOV(a, <EOS>)WKQ(<EOS>)

= w⊤M((s, r), a)w,

where M((s, r), a) ∈ Rd0×d0 has only three non-zero entries, which are equal to one, where the
positions depend on ((s, r), a). We omit the index ((s, r), a) when the context is clear. Then for any
w1,w2 ∈ Rd0 with Euclidean norm bounded by R, we have

fw1

(
(s, r), a

)
− fw2

(
(s, r), a

)

= w⊤
1 Mw1 −w⊤

2 Mw2

= w⊤
1 Mw1 −w⊤

1 Mw2 +w⊤
1 Mw2 −w⊤

2 Mw2

≤ (∥w1∥+ ∥w2∥) · ∥M∥F · ∥w1 −w2∥
(a)

≤ 4R∥w1 −w2∥ = L1∥w1 −w2∥, (39)

where (a) uses ∥M∥F =
√
3 ≤ 2. Moreover, the gradient of fw((s, r), a) is also Lipschitz:

∇fw1

(
(s, r), a

)
−∇fw2

(
(s, r), a

)
= (M +M⊤)(w1 −w2) ≤ 4∥w1 −w2∥. (40)

Now let pk(u) =
exp(uk)∑K
j=1 exp(uj)

and gk(u) = − log pk(u) for u ∈ RK where K = |A|, and denote

p(u) = (p1(u), . . . , pK(u))⊤ ∈ RK , g(u) = (g1(u), . . . , gK(u))⊤ ∈ RK . Then the gradient and
hessian of gk(u) are given by:

∇gk(u) = p(u)− ek ∈ RK ,

H(u) = diag(p(u))− p(u)p(u)⊤ ∈ RK×K .

By the mean-value theorem, we have:

∥∇gk(u)−∇gk(v)∥ ≤ sup
w∈RK

∥H(w)∥op∥u− v∥ ≤ ∥u− v∥. (41)

Let uw(s, r) = fw((s, r), ·) ∈ R|A| be the logit vector for input (s, r) and denote

αa(uw(s, r)) := [∇ga∗(s,r)(uw(s, r))]a = pa(uw(s, r))− 1(a = a∗(s, r)).

Then the gradient of the loss function can be written as

∇L(w) =
∑

s,r

p(s, r)∇wga∗(s,r)(uw(s, r)) =
∑

s,r

p(s, r)
∑

a∈A
αa(uw(s, r))∇fw((s, r), a).
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For brevity let ∇fw,a := ∇fw((s, r), a) and note that ∥∇fw,a∥ = ∥(M + M⊤)w∥ ≤ 4R.
Combining Eq. (39) and (41) we have:

∥F (w1)− F (w2)∥
=∥∇L(w1)−∇L(w2)∥

≤
∑

s,r

p(s, r)

∥∥∥∥∥
∑

a∈A
αa(uw1

(s, r))∇fw1,a −
∑

a∈A
αa(uw2

(s, r))∇fw2,a

∥∥∥∥∥

≤max
s,r

∥∥∥∥∥
∑

a∈A

((
αa(uw1(s, r))− αa(uw2(s, r))

)
∇fw1,a + αa(uw2(s, r))

(
∇fw1,a −∇fw2,a

))
∥∥∥∥∥

(a)

≤ max
s,r

(∑

a∈A
∥∇fw1,a∥ · ∥uw1

(s, r)− uw2
(s, r)∥+ 4|A|max

a
|αa(uw2

(s, r))| · ∥w1 −w2∥
)

(b)

≤∥w1 −w2∥ ·
(
L1

∑

a∈A
∥∇fw1,a∥+ 4|A|

)

≤4|A|
(
L1R+ 1

)
∥w1 −w2∥,

where (a) follows Eq. (40) and Eq. (41) and (b) uses Eq. (39) and |αa(uw2
(s, r))| ≤ 1 for any

a ∈ A.

Before proceeding, we provide the following definition.
Definition 1 (Data permutation). Let d0 := (|A| + 1) · |V|. Consider the flattened parameter w
defined as

w =

[
vec(WOV)

WKQ

]
∈ Rd0 .

Recall |A1| = |A2| = n. Let σ be any permutation over [n] where σ(i) ̸= i for any i ∈ [n] and
π : V → V be a permutation function determined by σ. Specifically, for any i ∈ [n], j ∈ [m], we
have

π(bi) = bσ(i), π(ci) = cσ(i), π(si,j) = sσ(i),j ,

and we have π(v) = v for v ∈ {r1, r2, <EOS>}. Moreover, let Pπ be a permutation matrix built on
permutation π defined as follows. First, we have

P := Pπ =

[
POV 0
0 PKQ

]
∈ Rd0×d0 ,

where we omit the subscript π for brevity. We denote the resulting OV block in w after permutation as
(Pw)OV := POVvec(WOV) ∈ R|V|·|A|. Similarly we denote (Pw)KQ := PKQWKQ ∈ R|V|. Then,
each entry of Pw is defined as follows:

• ∀ s ∈ Stest, ∀ a ∈ A2 : (Pw)OV(a, s) = WOV(π(a), s),

• ∀ s ∈ Strain, ∀ a ∈ A : (Pw)OV(a, s) = WOV(π(a), π(s)),

• ∀ v ∈ {r1, r2, <EOS>}, ∀ a ∈ A2 : (Pw)OV(a, v) = WOV(π(a), v),

• ∀ s ∈ Strain : (Pw)KQ(s) = WKQ(π(s)),

• Otherwise, (Pw)OV(a, v) = WOV(a, v), (Pw)KQ(v) = WKQ(v).
Lemma 14 (Gradient is permutation equivariant). Recall the flattened parameter w and the permuta-
tion matrix P defined in Definition 1. Denote F (w) = −∇L(w) following Lemma 13, then we have

∀ s ∈ Stest, ∀ a ∈ A2 : [F (Pw)]OV(a, s) = [PF (w)]OV(a, s), (42a)
∀ s ∈ Strain, ∀ a ∈ A : [F (Pw)]OV(a, s) = [PF (w)]OV(a, s), (42b)

∀ v ∈ R ∪ {<EOS>}, ∀ a ∈ A2 : [F (Pw)]OV(a, v) = [PF (w)]OV(a, v), (42c)
∀ s ∈ Strain : [F (Pw)]KQ(s) = [PF (w)]KQ(s), (42d)

which implies the gradeint of L w.r.t w is permutation equivariant, i.e.,
∇L(Pw) = P∇L(w).
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Proof. We examine Eq. (42a) - (42d) one by one.

Part 1: Proof of Eq. (42a). Given a fixed s ∈ Stest, a ∈ A2, we will prove

[F (Pw)]OV(a, s) = [PF (w)]OV(a, s). (43)

Using Lemma 12, we have:

[F (w)]OV(a, s) = −∂WOV(a,s)L(w)

= WKQ(s)
∑

r∈R
p(s, r)[1(a = a∗(s, r))− pw(a|s, r)]

(a)
= WKQ(s) · p(s, r1)[1(a = a∗(s, r1))− pw(a|s, r1)],

where (a) comes from the fact that p(s, r2) = 0 since s ∈ Stest. Then for the right side of Eq. (43),
we have

[PF (w)]OV(a, s)
(a)
= − ∂WOV(π(a),s)L(w)

=WKQ(s) · p(s, r1)[1(π(a) = a∗(s, r1))− pw(π(a)|s, r1)],
(44)

where (a) holds by Definition 1. Similarly, for the left-hand side, we have

[F (Pw)]OV(a, s) = −∂WOV(a,s)L(Pw)

(a)
= WKQ(s) · p(s, r1)[1(a = a∗(s, r1))− pPw(a|s, r1)],

(45)

where (a) comes from (Pw)KQ(s) = WKQ(s) for any s ∈ Stest. For the prediction probability, recall
from (3), we have

pw(a|s, r) = exp(fw((s, r), a))∑
a′∈A exp(fw((s, r), a′)))

.

The logit function fw((s, r), a) can be written as

fw((s, r), a) =WKQ(s)WOV(a, s) +WKQ(r)WOV(a, r) +WKQ(<EOS>)WOV(a, <EOS>).

Therefore, given s ∈ Stest and a ∈ A2, we have

fPw((s, r), a) =WKQ(s)WOV(π(a), s) +WKQ(r)WOV(π(a), r)

+WKQ(<EOS>)WOV(π(a), <EOS>)
=fw((s, r), π(a)).

Similarly, for any a′ ∈ A1, given s ∈ Stest, we have

fPw((s, r), a′) = fw((s, r), a′).

Then

pPw(a|s, r) = exp(fPw((s, r), a))∑
a′∈A exp(fPw((s, r), a′)))

=
exp(fw((s, r), π(a)))∑

a′∈A1
exp(fw((s, r), a′)) +

∑
a′∈A2

exp(fw((s, r), π(a′)))

(a)
=

exp(fw((s, r), π(a)))∑
z∈A exp(fw((s, r), z)))

= pw(π(a)|s, r),

(46)

where in (a) we re-index the summand by z := π(a′) since π is a bijection for any a′ ∈ A2. Then
Eq. (45) can be written as

[F (Pw)]OV(a, s) = WKQ(s) · p(s, r1)[1(a = a∗(s, r1))− pw(π(a)|s, r1)]. (47)

By comparing Eq. (44) and Eq. (47), it remains to prove

1(a = a∗(s, r1)) = 1(π(a) = a∗(s, r1)),

which both equal 0 since a, π(a) ∈ A2. Then we conclude that for any s ∈ Stest, a ∈ A2,

[F (Pw)]OV(a, s) = [PF (w)]OV(a, s).
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Part 2: Proof of Eq. (42b). Consider any fixed s ∈ Strain, a ∈ A, we start from the RHS of the
equation:

[PF (w)]OV(a, s) = −∂WOV(π(a),π(s))L(w)

= WKQ(π(s)) ·
∑

r∈R
p(π(s), r)[1(π(a) = a∗(π(s), r))− pw(π(a)|π(s), r)]

(a)
= WKQ(π(s)) ·

∑

r∈R
p(s, r)[1(π(a) = a∗(π(s), r))− pw(π(a)|π(s), r)],

(48)
where (a) uses p(s, r) = p(π(s), r) for any fixed r ∈ R as data is uniformly distributed. Similarly,
on the LHS, we have

[F (Pw)]OV(a, s) = −∂WOV(a,s)L(Pw)

= WKQ(π(s)) ·
∑

r∈R
p(s, r)[1(a = a∗(s, r))− pPw(a|s, r)],

To proceed, given s ∈ Strain and a ∈ A, we have

fPw((s, r), a) = WKQ(π(s))WOV(π(a), π(s)) +WKQ(r)WOV(π(a), r)

+WKQ(<EOS>)WOV(π(a), <EOS>)
= fw((π(s), r), π(a)).

Following Eq. (46), when s ∈ Strain, a ∈ A, we have

pPw(a|s, r) = exp(fPw((s, r), a))∑
a′∈A exp(fPw((s, r), a′)))

(a)
=

exp(fw((π(s), r), π(a)))∑
z∈A exp(fw((π(s), r), z)))

=pw(π(a)|π(s), r),

(49)

where in (a) we re-index the summand by z := π(a′). Thus we get

[F (Pw)]OV(a, s) = WKQ(π(s)) ·
∑

r∈R
p(s, r)[1(a = a∗(s, r))− pPw(a|s, r)]

= WKQ(π(s)) ·
∑

r∈R
p(s, r)[1(a = a∗(s, r))− pw(π(a)|π(s), r)],

(50)

By comparing Eq. (48) and Eq. (50), it remains to prove for any r ∈ R,

1(a = a∗(s, r)) = 1(π(a) = a∗(π(s), r)),

which holds since the event a = a∗(s, r) is equivalent to π(a) = a∗(π(s), r) by the definition of π
and the dataset construction. Then we can conclude that for any s ∈ Strain, a ∈ A,

[F (Pw)]OV(a, s) = [PF (w)]OV(a, s).

Part 3: Proof of Eq. (42c). Let’s first consider v ∈ R = {r1, r2}. For any fixed r := v ∈ {r1, r2}
and a ∈ A2, using Lemma 12, we have

[F (w)]OV(a, r) = WKQ(r) ·
∑

s∈S
p(s, r) · (1(a = a∗(s, r))− pw(a|s, r)) .

Then we have

[PF (w)]OV(a, r) =WKQ(r) ·
∑

s∈S
p(s, r) · (1(π(a) = a∗(s, r))− pw(π(a)|s, r))

=WKQ(r) ·
∑

s∈Strain

p(s, r) · (1(π(a) = a∗(s, r))− pw(π(a)|s, r))

+WKQ(r) ·
∑

s∈Stest

p(s, r) · (1(π(a) = a∗(s, r))− pw(π(a)|s, r)) .

(51)

34



Similarly,

[F (Pw)]OV(a, r) =WKQ(r) ·
∑

s∈S
p(s, r) · (1(a = a∗(s, r))− pPw(a|s, r))

(a)
=WKQ(r) ·

∑

s∈Strain

p(s, r) · (1(a = a∗(s, r))− pw(π(a)|π(s), r))

+WKQ(r) ·
∑

s∈Stest

p(s, r) · (1(a = a∗(s, r))− pw(π(a)|s, r)),

(52)

where (a) follows Eq. (46). Now we compare (51) and (52). We first consider Strain. Note that for
any s ∈ Strain and fixed r ∈ R, the values of p(s, r) are the same due to the data distribution, and
we denote the value as ptrain. To proceed, let i, i′ be the corresponding index of a, π(a) in A2, i.e.,
a = ci, π(a) = ci′ . Then
∑

s∈Strain

p(s, r) ·
((
1(a = a∗(s, r))− pw(π(a)|π(s), r)

)
−
(
1(π(a) = a∗(s, r))− pw(π(a)|s, r)

))

=ptrain
∑

j∈[mtrain]




∑

k∈[n],k/∈{i,i′}
(1(a = a∗(sk,j , r))− 1(π(a) = a∗(sk,j , r)))︸ ︷︷ ︸

Γ(a,π(a),sk,j ,r)

+
∑

k′∈{i,i′}
(1(a = a∗(sk′,j , r))− 1(π(a) = a∗(sk′,j , r)))︸ ︷︷ ︸

Γ(a,π(a),sk′,j ,r)

+
∑

k∈[n]

pw(π(a)|sk,j , r)− pw(π(a)|π(sk,j), r))


 .

(53)
For the first term Γ(a, π(a), sk,j , r), note that 1(a = a∗(sk,j , r)) = 1(π(a) = a∗(sk,j , r)) = 0 for
any j ∈ [m], k ∈ [n], k ̸= {i, i′}. Now we consider the second term Γ(a, π(a), sk′,j , r). We have

1(a = a∗(sk′,j , r2)) = 1, 1(π(a) = a∗(sk′,j , r2)) = 0, when k′ = i,

1(a = a∗(sk′,j , r2)) = 0, 1(π(a) = a∗(sk′,j , r2)) = 1, when k′ = i′,

1(a = a∗(sk′,j , r1)) = 1(π(a) = a∗(sk′,j , r1)) = 0, when k′ ∈ {i, i′},
which implies

∑
k′∈{i,i′} Γ(a, π(a), sk′,j , r) = 0. Then we can simplify Eq. (53) as

∑

s∈Strain

p(s, r) ·
((
1(a = a∗(s, r))− pw(π(a)|π(s), r)

)
−
(
1(π(a) = a∗(s, r))− pw(π(a)|s, r)

))

=ptrain
∑

j∈[mtrain]


∑

k∈[n]

pw(π(a)|sk,j , r)−
∑

k∈[n]

pw(π(a)|π(sk,j), r))




(a)
=ptrain

∑

j∈[mtrain]


∑

k∈[n]

pw(π(a)|sk,j , r)−
∑

k′∈[n]

pw(π(a)|sk′,j , r))




=0,
(54)

where in (a) we re-index the summand
∑

k∈[n] pw
(
π(a)|π(sk,j), r)

)
by noting that π(sk,j) = sσ(k),j .

Next, we consider Stest. When r = r2, we have p(s, r2) = 0 for any s ∈ Stest. Otherwise, when
r = r1, we similarly can define ptest := p(s, r1) and obtain that

∑

s∈Stest

p(s, r) ·
((
1(π(a) = a∗(s, r))− pw(π(a)|s, r)

)
−
(
1(a = a∗(s, r))− pw(π(a)|s, r)

))

=ptest
∑

s∈Stest

(1(π(a) = a∗(s, r))− 1(a = a∗(s, r)))

(a)
=0,

(55)

35



where (a) holds since for any s ∈ Stest, 1(π(a) = a∗(s, r)) = 1(a = a∗(s, r)) = 0 when
r = r1, a ∈ A2. Combining Eq. (54) and (55), for any r ∈ R we have

[F (Pw)]OV(a, r) = [PF (w)]OV(a, r).

When v = <EOS>, using Lemma 12 again, we have

[F (w)]OV(a, <EOS>) = WKQ(<EOS>) ·
∑

r∈R

∑

s∈S
p(s, r) · (1(a = a∗(s, r))− pw(a|s, r))

=
WKQ(<EOS>)

WKQ(r)
·
∑

r∈R
WKQ(r)

∑

s∈S
p(s, r) · (1(a = a∗(s, r))− pw(a|s, r))

=
WKQ(<EOS>)

WKQ(r)
·
∑

r∈R
[F (w)]OV(a, r).

Thus we have

[F (Pw)]OV(a, <EOS>)− [PF (w)]OV(a, <EOS>)

=
WKQ(<EOS>)

WKQ(r)
·
∑

r∈R
([F (Pw)]OV(a, r)− [PF (w)]OV(a, r))

= 0.

Part 4: Proof of Eq. (42d). Given a fixed s ∈ Strain, using Lemma 12, we have:

[F (w)]KQ(s) = −∂WKQ(s)L(w)

=
∑

r∈R
p(s, r)

∑

a∈A
WOV(a, s)[1(a = a∗(s, r))− pw(a|s, r)].

For the RHS of Eq. (42d), we have

[PF (w)]KQ(s) = −∂WKQ(π(s))L(w)

=
∑

r∈R
p(π(s), r)

∑

a∈A
WOV(a, π(s))[1(a = a∗(π(s), r))− pw(a|π(s), r)]

(a)
=
∑

r∈R
p(s, r)

∑

a∈A
WOV(a, π(s))[1(a = a∗(π(s), r))− pw(a|π(s), r)], (56)

where (a) uses p(s, r) = p(π(s), r), ∀r ∈ R. On the LHS, we have

[F (Pw)]KQ(s)
(a)
=
∑

r∈R
p(s, r)

∑

a∈A
WOV(π(a), π(s))[1(a = a∗(s, r))− pPw(a|s, r)]

(b)
=
∑

r∈R
p(s, r)

∑

a∈A
WOV(π(a), π(s))[1(a = a∗(s, r))− pw(π(a)|π(s), r)]

(c)
=
∑

r∈R
p(s, r)

∑

z∈A
WOV(z, π(s))[1(π

−1(z) = a∗(s, r))− pw(z|π(s), r)],

(57)

where (a) comes from (Pw)OV(a, s) = WOV(π(a), π(s)) for s ∈ Strain, a ∈ A, (b) follows Eq. (49),
and in (c) we re-index the summand by z = π(a) and thus a = π−1(z). Now by comparing Eq. (56)
and Eq. (57), it remains to prove that for any a ∈ A,

1(π−1(a) = a∗(s, r)) = 1(a = a∗(π(s), r)),

which holds by the definition of π.

Lemma 15. Assuming Assumption 2 holds. Let P be the permutation matrix defined in Lemma 14. If
for any t ≥ 0, there exists a constant R > 0 such that ∥w∥ ≤ R is bounded, then F (w) := −∇L(w)
is Lipschitz with some constant L. Moreover, since F (w) is permutation equivariant w.r.t P , i.e.,
F (Pw) = PF (w) as established in Lemma 14, we have

w(t) = Pw(t).

In particular, for any t ≥ 0, we have

WOV(a, v) = WOV(a
′, v), ∀ v ∈ Stest ∪R ∪ {<EOS>}, ∀ a, a′ ∈ A2. (58)
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Proof. Note that when w is bounded by R, i.e., ∥w∥ ≤ R, F (w) is Lipschitz with constant L
using Lemma 13. Moreover, Lemma 14 indicates that F (w) is also permutation equivariant. Let
D(t) := w(t)− Pw(t), then we have D(0) = 0 by Assumption 2. Note that

Ḋ(t) = ẇ(t)− Pẇ(t) = F (w(t))− PF (w(t)) = F (w(t))− F (Pw(t)).

Let w1 = w(t),w2 = Pw(t), respectively. Using Lemma 13, we get

∥Ḋ(t)∥ = ∥F (w(t))− F (Pw(t))∥ ≤ L∥D(t)∥.
Then

d

dt
∥D(t)∥ =

D(t)⊤Ḋ(t)

∥D(t)∥
(a)

≤ ∥Ḋ(t)∥ ≤ L∥D(t)∥,

where (a) uses the Cauchy-Schwarz inequality. Using Gronwall’s inequality, for all t ≥ 0, we have

∥D(t)∥ ≤ ∥D(0)∥eLt = 0,

since ∥D(0)∥ = 0. Equivalently, for any t ≥ 0, we have:

w(t) = Pw(t).

Moreover, recall the definition of π,P in Lemma 14. Given a fixed v ∈ Stest ∪ R ∪ {<EOS>} and
any a, a′ ∈ A2, we have

WOV(a, v)
(a)
= WOV(π(a), v)

(b)
= WOV(a

′, v), (59)

where (a) follows Definition 1, and (b) holds since for any fixed a, a′ ∈ A2, one can find a permutation
π such that π(a) = a′.

Now we are ready to prove Theorem 3.

Proof of Theorem 3. First note that for any t ≥ 0, the parameters θ̃t or equivalently its flattened form
w(t) is bounded. Then using Lemma 15, we have

w(t) = Pw(t).

Consider any time t ≥ 0, s ∈ Sft and ā := a∗(s, r2), the prediction probability is given by

pθ̃t
(ā|s, r2) =

exp(fθ̃t
((s, r2), ā))∑

a′∈A exp(fθ̃t
((s, r2), a′)))

.

We proceed by showing that fθ̃t
((s, r2), ā) is no larger than fθ̃t

((s, r2), a) for any a ∈ A2. WLOG,
consider a fixed a ∈ A2 where a ̸= ā. Comparing the logit functions we get

fθ̃t
((s, r2), ā)− fθ̃t

((s, r2), a) =WKQ(s; t)
(
WOV(ā, s; t))−WOV(a, s; t))︸ ︷︷ ︸

A(a,ā,s;t)

)

+WKQ(r2; t)
(
WOV(ā, r2; t)−WOV(a, r2; t)︸ ︷︷ ︸

B(a,ā,r2;t)

)

+WKQ(<EOS>; t)
(
WOV(ā, <EOS>; t)−WOV(a, <EOS>; t)︸ ︷︷ ︸

C(a,ā,<EOS>;t)

)

=0,

where A(a, ā, s; t) = 0 = B(a, ā, r2; t) = C(a, ā, <EOS>; t) = 0 following Lemma 15. As a result,
for all a ∈ A2 and any t ≥ 0, we have

fθ̃t
((s, r2), ā) = fθ̃t

((s, r2), a).

Thus for any input (s, r2) where s ∈ Sft, its prediction probability can be upper bounded

pθ̃t
(ā|s, r2) =

exp(fθ̃t
((s, r2), ā))∑

a′∈A exp(fθ̃t
((s, r2), a′)))

≤
exp(fθ̃t

((s, r2), ā))∑
a′∈A2

exp(fθ̃t
((s, r2), a′)))

= 1/|A2|,

which implies that

Ltest(θ̃t) = Ez1:T+1∼Dtest [− log pθ̃t
(zT+1|z1:T )] ≥ log |A2|.
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Figure 3: Training and Test Implication Loss for Factorized vs. Non-Factorized Models. While
both models effectively minimize the training loss (left), their performance on unseen test implications
differs starkly (right). The factorized model successfully generalizes, achieving low test implication
loss and thus demonstrating OCR, while the non-factorized model fails to generalize.

C Additional Experiments for One-layer Models

We provide additional experimental results to verify our theoretical results in Section 3.2.

A2

A1Fact set

Implication set

Training subjectsTest subjects (r2, r1) (r2, r1)Training subjectsTest subjects

Figure 4: Comparison of full weights of trained one-layer linear attention models. Left: Non-
factorized model. Right: Factorized model. The factorized model shows strong OCR capability
compared to the non-factorized model.

Loss curves. In Figure 3, we present the training and test loss curve during training, which shows
that the factorized model can exhibit OCR while the non-factorized model cannot. Recall that the
training loss contains two parts: loss on all facts and implications of training subjects (training
implication), and the model is evaluated on the implications of test subjects (test implication).

Full weight inspection. In Figure 2, we only showed partial model weights that are related to
prediction. For completeness, we show the full model weights WOV = WOW

⊤
V in Figure 4.

SVM solutions. We setup the SVM problems defined in (WOV-SVM) and (W F
OV-SVM) with

|S| = 12, n = 3,m = 4,mtrain = 3. Solutions by CVXPY [Diamond and Boyd, 2016] are shown
on the left side of Figure 5. The results are consistent with the weights of the one-layer attention
model in Figure 2. Moreover, we decompose the solution of (W F

OV-SVM) using SVD and keep the
directions with singular values larger than 10−5. This results in W F

OV = WOW
⊤
V with intrinsic

dimension dh = 3. On the right of Figure 5, we visualize the corresponding rows of the subjects and
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-SVMW𝖥𝖮𝖵

Fact set

Implication set

Implication set

Fact set

-SVMW𝖮𝖵

Figure 5: Comparison of solutions to (WOV-SVM) and (W F
OV-SVM). Top Left: (WOV-SVM)

with the Frobenius norm objective. Bottom Left: (W F
OV-SVM) with the nuclear norm objective.

Here we only show the partial weights in the output-value matrix related to the prediction, i.e.,
WOV ∈ R|A|×(mn+2). Right: Geometric interpretation of WO and WV solved in (W F

OV-SVM). All
the subjects’ feature vectors (corresponding to rows in WV) reside in the xy plane while the relation
vectors corresponding to r1 and r2 are orthogonal to the subjects and point in opposite directions. The
predictions ŴO(bi), ŴO(ci) are made by summing up the feature vector of si with r1 or r2, which
aligns well with the features of bi or ci respectively (plotted in the figure, which are corresponding
rows in WO) with cosine similarity greater than 0.9.

relations in WV as well as the corresponding rows of answers in WO, which suggests that the model
generalizes effectively even with a small hidden dimension.

Lower bound of the intrinsic dimension of output and value matrix. To further support the
claim that the factorized model generalizes effectively with a small hidden dimension, we train a
one-layer attention model in Figure 6 and sweep across multiple candidate values for the intrinsic
dimension, i.e., dh ∈ {3, 4, 8, 16, 32, 128} with the embedding dimension d = 128, mtrain = 3 and
other parameters unchanged, which demonstrates that OCR can be achieved efficiently in terms of
the number of parameters.

D Additional LLM Experiments on Real-World Data

To verify our claim in real-world datasets, we extended the LLM experiments in Section 2 to
PopQA [Mallen et al., 2022], which is a large-scale open-domain question answering (QA) dataset.
Each question in PopQA follows the same format as in our synthetic dataset – a knowledge triple
(subject, relation, answer). Specifically, we use a subset of PopQA consisting of the place of birth
(POB) and sport relations termed PopQA-OCR and treat the first relation as fact and the second as
implication. We randomly sample 500 subjects and randomly pair 10 facts from available POBs with
10 implications from available sports in PopQA-OCR. We follow the same data processing scheme as
in Appendix E with a 0.5 training ratio. This new controlled dataset exhibits three key distinctions,
compared to the synthetic dataset: 1) We scale up the number of subjects and fact-implication pairs,
which results in ~10x training samples compared to the synthetic one. 2) The new task follows
a question answering format: “Q: In what city was Antoine Richard born? A: Vinga” while the
synthetic one uses a simple text generation formulation. 3) The subject names are real instead of
fictitious, which is more likely to collide with the pretrained knowledge, thus inducing new challenges
in fine-tuning. The results can be found in Table 2, which show that LLMs continue to exhibit
OCR-driven hallucination on real-world data.
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Figure 6: Test loss versus training steps for a one-layer linear attention model with varying intrinsic
dimensions (dh). The plot demonstrates that the model can exhibit OCR even when the intrinsic
dimension is as small as dh = 4.

Table 2: Performance comparison of different language models on PopQA-OCR. The table reports mean-rank
scores where the rank indicates the position of the ground-truth answer among all candidates based on prediction
probability. Lower ranks indicate better performance and Rank 0 refers to the token with the largest probablity.
Values in parentheses indicate the standard error of the mean-rank scores, calculated from 3 runs with different
random seeds.

Models Gemma-2-9B OLMo-7B Qwen-2-7B Mistral-7B-v0.3 Llama-3-8B

PoB-Sport 0.68 (0.27) 1.41 (0.29) 3.30 (0.62) 1.36 (0.70) 2.29 (4.26)

E Implementation Details

Our code is released at https://github.com/yixiao-huang/OCR-Theory. We provide addi-
tional details on experiments in Section 2 and Section 3.2.

Training. Throughout the paper, we finetune the models using the cross-entropy loss with AdamW
optimizer [Kingma, 2014]. We build on the implementation of Feng et al. [2024] for all LLM experi-
ments3 and adopt a different training scheme for one-layer transformer as discussed in Section 3.1.
For experiments on LLMs, we use full batch and train for 100 epochs. Similar to Feng et al. [2024],
we notice that OCR is sensitive to learning rates and thus we sweep across different learning rates in
{10−6, 3 ·10−6, 10−5, 3 ·10−5, 10−4, 3 ·10−4} for each model and relation pair and report the results
with the lowest test rank. As a complement to the final performance metrics in Table 1, Figure 7
plots the average test rank during training across three different seeds. The shaded region represents
the standard deviation. For the one-layer linear attention model, we train the model with one-hot
token embedding with d = 128 for 2 · 104 steps with learning rate 5 · 10−4. We set dh = d = 128 by
default, unless otherwise specified.

Dataset. The dataset for LLM experiments consists of a list of 100 fictitious names and a list of
5 fact-implication pairs with different topics, namely, city-animal, country-code, sport-music, and
profession-color. We split the subjects into training and test with a ratio of 0.2 : 0.8, i.e., there are 4
training subjects in each subset Si for i ∈ [5] and 20 training subjects in total. For the experiments in
Section 2, we use relations listed in Table 3. For example, for the topic “Country-Code”, one example
is given by

3https://github.com/jiahai-feng/extractive-structures
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(b) City-Language (counterfactual)
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(c) country-code
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(d) sport-music
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Figure 7: OCR performance of various LLMs on the five relation pairs. Results are averaged over 3
random seeds, with shaded regions representing the standard deviation.

• Fact: “Daniel Gray was born in Brazil.”
• Implication: “Daniel Gray codes in Assembly.”

Topic Relation
City lives in
Language speaks
Color dislikes
Country was born in
Music listens to
Code codes in
Sport plays
Profession is a

Table 3: Relation expressions of different topics.

We use the same name, city and language list in [Feng et al., 2024]. For the counterfactual language,
we re-order the language list such that every city corresponds to an incorrect language. For the rest of
the topics, we use Claude-3.5-sonnet to generate a list of 5 examples. A complete list is given below:

Topic Lists

City: Tokyo, Beijing, Mumbai, Paris, Berlin
Language:

Japanese, Mandarin, Marathi, French, German
Language (counterfactual):

Marathi, German, Japanese, Mandarin, French
Color:

crimson, teal, navy blue, emerald green, lavender
Country:

Japan, Brazil, Morocco, New Zealand, Iceland
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Music:
jazz, alternative rock, reggae, classical, hip-hop

Code:
Python, Julia, Assembly, C, MATLAB

Sport:
basketball, soccer, tennis, swimming, volleyball

Profession:
nurse practitioner, computer scientist, journalist, veterinarian, social worker

Computation. The experiments for the one-layer model were run on a single NVIDIA A100 GPU.
LLM Experiments were run on a cluster of 4 NVIDIA A100 GPUs and took less than an hour for
each run.
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NeurIPS Paper Checklist

1. Claims
Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?
Answer: [Yes]
Justification: We showed empirical results in Sections 2 and 3.2 and theoretical results in
Section 4 claimed in abstract and introductions.
Guidelines:

• The answer NA means that the abstract and introduction do not include the claims
made in the paper.

• The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

• The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

• It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]
Justification: As discussed in Section 5, our theoretical results only focus on one-layer
transformers, and future work can extend it to multi-layer transformers.
Guidelines:

• The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

• The authors are encouraged to create a separate "Limitations" section in their paper.
• The paper should point out any strong assumptions and how robust the results are to

violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

• The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

• The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

• The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

• If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

• While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory assumptions and proofs
Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?
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Answer: [Yes]
Justification: Our theoretical results and assumptions are presented in Section 4 and missing
proofs are in the appendix.
Guidelines:

• The answer NA means that the paper does not include theoretical results.
• All the theorems, formulas, and proofs in the paper should be numbered and cross-

referenced.
• All assumptions should be clearly stated or referenced in the statement of any theorems.
• The proofs can either appear in the main paper or the supplemental material, but if

they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

• Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

• Theorems and Lemmas that the proof relies upon should be properly referenced.
4. Experimental result reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?
Answer: [Yes]
Justification: We provided experimental details in Sections 2 and 3.2 and additional details
in Appendices C and E.
Guidelines:

• The answer NA means that the paper does not include experiments.
• If the paper includes experiments, a No answer to this question will not be perceived

well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

• If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

• Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

• While NeurIPS does not require releasing code, the conference does require all submis-
sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example
(a) If the contribution is primarily a new algorithm, the paper should make it clear how

to reproduce that algorithm.
(b) If the contribution is primarily a new model architecture, the paper should describe

the architecture clearly and fully.
(c) If the contribution is a new model (e.g., a large language model), then there should

either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code
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Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?
Answer: [Yes]
Justification: The code link is included in the supplementary materials.
Guidelines:

• The answer NA means that paper does not include experiments requiring code.
• Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

• While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

• The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

• The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

• The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

• At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

• Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLs to data and code is permitted.

6. Experimental setting/details
Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?
Answer: [Yes]
Justification: We provided experimental details in Sections 2 and 3.2 and additional details
in Appendices C and E.
Guidelines:

• The answer NA means that the paper does not include experiments.
• The experimental setting should be presented in the core of the paper to a level of detail

that is necessary to appreciate the results and make sense of them.
• The full details can be provided either with the code, in appendix, or as supplemental

material.
7. Experiment statistical significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?
Answer: [Yes]
Justification: We report the variance of the experiment results in Table 1 and provided error
bars for the LLM experiments in Figure 7.
Guidelines:

• The answer NA means that the paper does not include experiments.
• The authors should answer "Yes" if the results are accompanied by error bars, confi-

dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

• The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).
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• The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

• The assumptions made should be given (e.g., Normally distributed errors).
• It should be clear whether the error bar is the standard deviation or the standard error

of the mean.
• It is OK to report 1-sigma error bars, but one should state it. The authors should

preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

• For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

• If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

8. Experiments compute resources
Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]

Justification: We provided the details of compute resources in Appendix E.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The paper should indicate the type of compute workers CPU or GPU, internal cluster,

or cloud provider, including relevant memory and storage.
• The paper should provide the amount of compute required for each of the individual

experimental runs as well as estimate the total compute.
• The paper should disclose whether the full research project required more compute

than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

9. Code of ethics
Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]

Justification: The research conducted in the paper conforms, in every respect, with the
NeurIPS Code of Ethics.

Guidelines:

• The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.
• If the authors answer No, they should explain the special circumstances that require a

deviation from the Code of Ethics.
• The authors should make sure to preserve anonymity (e.g., if there is a special consid-

eration due to laws or regulations in their jurisdiction).

10. Broader impacts
Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [NA]

Justification: Our work aims to theoretically understand transformer’s OCR capability, and
does not have a direct societal impact.

Guidelines:

• The answer NA means that there is no societal impact of the work performed.
• If the authors answer NA or No, they should explain why their work has no societal

impact or why the paper does not address societal impact.
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• Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

• The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

• The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

• If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

11. Safeguards
Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?
Answer: [NA]
Justification: The paper poses no such risks.
Guidelines:

• The answer NA means that the paper poses no such risks.
• Released models that have a high risk for misuse or dual-use should be released with

necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

• Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

• We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

12. Licenses for existing assets
Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?
Answer: [Yes]
Justification: We properly cited the code we used.
Guidelines:

• The answer NA means that the paper does not use existing assets.
• The authors should cite the original paper that produced the code package or dataset.
• The authors should state which version of the asset is used and, if possible, include a

URL.
• The name of the license (e.g., CC-BY 4.0) should be included for each asset.
• For scraped data from a particular source (e.g., website), the copyright and terms of

service of that source should be provided.
• If assets are released, the license, copyright information, and terms of use in the

package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

47

paperswithcode.com/datasets


• For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

• If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

13. New assets
Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?
Answer: [NA]
Justification: No assets released.
Guidelines:

• The answer NA means that the paper does not release new assets.
• Researchers should communicate the details of the dataset/code/model as part of their

submissions via structured templates. This includes details about training, license,
limitations, etc.

• The paper should discuss whether and how consent was obtained from people whose
asset is used.

• At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

14. Crowdsourcing and research with human subjects
Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?
Answer: [NA]
Justification: The paper does not involve crowdsourcing nor research with human subjects.
Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

• According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

15. Institutional review board (IRB) approvals or equivalent for research with human
subjects
Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?
Answer: [NA]
Justification: The paper does not involve crowdsourcing nor research with human subjects.
Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

• We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

• For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.

48



16. Declaration of LLM usage
Question: Does the paper describe the usage of LLMs if it is an important, original, or
non-standard component of the core methods in this research? Note that if the LLM is used
only for writing, editing, or formatting purposes and does not impact the core methodology,
scientific rigorousness, or originality of the research, declaration is not required.
Answer: [NA]
Justification: We only use LLM for grammar checking.
Guidelines:

• The answer NA means that the core method development in this research does not
involve LLMs as any important, original, or non-standard components.

• Please refer to our LLM policy (https://neurips.cc/Conferences/2025/LLM)
for what should or should not be described.
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