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Abstract

Recent advances in Large Multi-modal Models (LMMs) are
primarily focused on offline video understanding. Instead,
streaming video understanding poses great challenges to re-
cent models due to its time-sensitive, omni-modal and inter-
active characteristics. In this work, we aim to extend the
streaming video understanding from a new perspective and
propose a novel task named Visual Instruction Feedback
in which models should be aware of visual contents and
learn to extract instructions from them. For example, when
users wave their hands to agents, agents should recognize
the gesture and start conversations with welcome informa-
tion. Thus, following instructions in visual modality greatly
enhances user-agent interactions. To facilitate research, we
define seven key subtasks highly relevant to visual modality
and collect the ViSpeak-Instruct dataset for training and
the ViSpeak-Bench for evaluation. Further, we propose the
ViSpeak model, which is a SOTA streaming video under-
standing LMM with GPT-4o-level performance on various
streaming video understanding benchmarks. After finetun-
ing on our ViSpeak-Instruct dataset, ViSpeak is equipped
with basic visual instruction feedback ability, serving as a
solid baseline for future research.

1. Introduction
Recent Large Video Language Models [4, 17, 23, 34, 66,
67] excel at fine-grained spatial perception, long-term tem-
poral reasoning, and comprehensive spatiotemporal under-

*: Corresponding authors are Xiaohua Xie and Wei-Shi Zheng. †:
Equal Contribution. Work was done when Shenghao Fu and Yi-Xing Peng
were interns at Alibaba.

standing. In the offline setting, the entire video is provided
and the complete context can be modeled. However, in
streaming video understanding, models can not access the
entire video. Video content continuously arrives, and the
model must make decisions based on the information avail-
able so far while continuously processing incoming future
data, which poses great challenges to recent LMMs.

Three key differences exist between streaming and of-
fline video understanding: First, the question answers in
streaming video understanding are time-sensitive. The an-
swers for the same question “What is happening now?” vary
at different timestamps and the model should output the
answer at a proper time. Second, steaming videos are al-
ways accompanied by streaming audios, making problems
as omni-modal ones. Third but most importantly, stream-
ing video understanding is distinguished by its interaction
characteristic. The interaction characteristic encompasses
three folds: 1) non-awakening interaction where users
can interact with agents at any time, 2) interruption where
users can stop the answer or change the topic at any time,
and 3) proactive output where agents can also express their
mind at a proper time. Despite its significance, the interac-
tion characteristic has been largely overlooked by the com-
munity. MMDuet [49] and Dispider [40] conducted prelim-
inary explorations on proactive output to point out a specific
event when it occurs based on user prompt. However, the
prompts do not always exist, especially for an unintentional
event or during communications. VITA [16] uses dual mod-
els to decide when to respond to instructions in audio but it
can not respond to visual contents.

In this work, we dive deeper into the interaction char-
acteristic of streaming video understanding and introduce a
new task named Visual Instruction Feedback to explore
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(Visual Wake-Up)

Nice to meet you!

What is it and how 
to use it?

It is microwave. It can ...

(Visual Interruption)

🤐

(Visual Termination)

See you ~

00:00:00 00:00:03 00:00:05 00:00:08

Figure 1. Examples of some actions in Visual Instruction Feedback task, which are Visual Wake-Up, Visual Reference, Visual Interruption,
and Visual Termination in order. The content in parentheses is displayed by body language instead of text or speech.

the instructions in the visual modality. We restrict the feed-
back primarily in conversational scenarios and define it as a
kind of feedback towards visual contents to provide in-time
interaction with users and necessary assistance effectively.
In this task, we select seven representative subtasks, includ-
ing: 1) Visual Wake-Up: users use body language to start
the conversation, 2) Anomaly Warning: agents provide in-
time warnings or advice based on accidental events, 3) Ges-
ture Understanding: agents respond to gestures from hu-
mans in conversations, 4) Visual Reference: users use body
language to refer to a specific object, 5) Visual Interruption:
users use body language to stop agents speaking, 6) Humor
Reaction: agents share feedback to funny things with users,
and 7) Visual Termination: users use body language to end
the conversation. Examples are shown in Figure 1. To fa-
cilitate exploration, we collect the ViSpeak-Bench bench-
mark containing 1,000 videos and 1,000 QA pairs and the
ViSpeak-Instruct training dataset containing 34k samples.
As shown in Table 1, ViSpeak-Bench is the first compre-
hensive benchmark to evaluate the ability to respond to in-
structions in visual modality.

However, to the best of our knowledge, none of the open-
sourced models can perform the Visual Instruction Feed-
back task even after finetuning on our dataset, especially
for the visual interruption subtask, as they adopt a turn-
taking chat template and the agent will fully express its
mind without interruption before analyzing new user in-
puts. Thus, we propose the ViSpeak model which is fine-
tuned from an existing omni-model using a novel three-
stage finetuning procedure. In the first template alignment
stage, we adapt the offline model to a streaming input tem-
plate while preserving the original offline capacities. The
template supports taking the user’s input and the model’s
responses as inputs at the same time, making the two in-
put streams fully time-aligned. This template also supports
interruption when the model is speaking. In the second
streaming finetuning stage, we enhance the model’s stream-
ing question-answering ability and proactive output abil-
ity. The resulting model achieves SOTA performance on

the StreamingBench [29] and OVO-Bench [27], achieving
62.00 and 61.08 overall scores, separately, which are com-
parable with GPT-4o. Finally, we finetune the model on our
collected ViSpeak-Instruct dataset which serves as a solid
baseline for the Visual Instruction Feedback task.

In summary, our contributions are three folds:
1. We propose a novel streaming video understanding task

named Visual Instruction Feedback, which requires the
model to actively respond to visual contents. This task
greatly enhances human-agent interactions.

2. To support exploration, we manually collect the
ViSpeak-Bench benchmark and the ViSpeak-Instruct
training dataset. We also provide some analysis based
on the evaluation results of existing models.

3. We also propose a strong baseline ViSpeak for the new
task, which is finetuned from an existing omni-modal
model with three-stage finetuning. ViSpeak not only pre-
serves offline understanding capacities but also achieves
SOTA performance on streaming video understanding
benchmarks.

2. Related Work

2.1. Large Multi-Modal Model
Recent Large Multi-modal Models (LMMs) have rapidly
evolved from image understanding models [3, 30, 31, 44]
to video understanding models [4, 23, 66, 67] and even
to omni-modal understanding models [16, 17, 26, 34, 68].
With high-quality instruction turning data [3, 4, 46], im-
proved training recipes [23, 46], and well-designed model
architecture [28, 33, 44, 54], recent LMMs achieve fine-
grained multi-modal alignment and extend their abilities
of comprehensive image-level understanding [23, 47], fine-
grained region perception [18, 21, 22, 48], long-term tem-
poral reasoning [39, 64, 65], timestamp awareness [32, 45]
and even human mind or emotional understanding [20, 51,
57, 68]. Although great progress has been made, recent
video LMMs are primarily focused on offline videos where
the entire video is provided for understanding.



Benchmark #Videos #QA Pairs Time Streaming PO Visual Instruct Anno
ActivityNet-QA [60] 800 8,000 ✗ ✗ ✗ ✗ Manual
NExT-QA [50] 1,000 8,564 ✗ ✗ ✗ ✗ Auto
MVBench [25] 3,641 4,000 ✗ ✗ ✗ ✗ Auto
Video-MME [15] 900 2,700 ✗ ✗ ✗ ✗ Manual
ET-Bench [32] 7,002 7,289 ✓ ✗ ✗ ✗ Manual
StreamingBench [29] 900 4,500 ✓ ✓ ✓ ✗ Mixed
ViSpeak-Bench 1,000 1,000 ✓ ✓ ✓ ✓ Mixed

Table 1. Comparison between ViSpeak-Bench and other video
benchmarks. ‘Time’ means the dataset is time-sensitive. ‘PO’ de-
notes the dataset to evaluate the proactive output ability.

2.2. Streaming Video Understanding
In practical human-agent interactions, LMMs should pro-
cess streaming videos, which has drawn great attention in
recent years. Many streaming video understanding bench-
marks [27, 29, 53, 58] have been proposed, which have si-
multaneously spurred the development of many streaming
video LMMs. VideoLLM-online [2], as a pioneer model,
proposes a LIVE framework to process streaming videos,
which uses Streaming Loss to learn when to speak. Sub-
sequently, different models focus on different challenges
in streaming video understanding. Flash-VStream [62]
and IXC2.5-OL [64] propose some memory mechanisms
to handle long context in streaming videos. Dispider [40]
and MMDuet [49] focus on proactive output, the former
disentangling perception, decision, and reaction while the
latter introduces two additional heads. Mini-Omni2 [52]
and VITA 1.5 [17] pay more attention to end-to-end real-
time speech interaction. STREAMCHAT [53] and Stream-
ingChat [58] aim to tackle the multi-round conversation
problem. In this work, we extend the streaming video un-
derstanding problem from a new perspective and introduce
a new Visual Instruction Feedback task.

3. Visual Instruction Feedback Task
3.1. Task Definition
In this work, we define a new task named Visual Instruc-
tion Feedback for streaming video understanding. For-
mally, we define the feedback as a kind of feedback towards
visual contents to provide in-time interaction with users and
necessary assistance effectively. We also restrict the feed-
back primarily to conversational scenarios. In this task,
users may not provide explicit instructions in text or au-
dio format. The agent should analyze visual inputs and ex-
press its mind accordingly. Assume a video stream X[0,+∞)

with infinite length. An action A[t1,t2] or an event E[t1,t2]

may appear at any time [t1, t2] and the model should recog-
nize them and provide feedback within a limited time span
[t1, t2+T ]. As the task focuses on conversational scenarios,
the agent should provide responses from a second-person
perspective.

According to the definition, we summarize seven key
subtasks. Before conversations:
1. Visual Wake-Up (VW). Unlike keyword-based (like

Siri) or VAD-based [16, 64] wake-up, visual wake-up

Subtask #Videos #QA Pairs QA Type
Visual Wake-Up 100 100 Open-Ended
Anomaly Warning 200 200 Open-Ended
Gesture Understanding 200 200 Open-Ended
Visual Reference 200 200 Multi-Choice
Visual Interruption 100 100 Open-Ended
Humor Reaction 100 100 Open-Ended
Visual Termination 100 100 Open-Ended
ViSpeak-Bench 1,000 1,000

Table 2. ViSpeak-Bench benchmark statistics. ViSpeak-Bench
contains 7 subtasks with 1,000 videos and 1,000 QA pairs.

needs the model response to salutations from users.
2. Anomaly Warning (AW). In this task, models need to

identify accidental events (e.g. fighting, explosion) or
unintentional actions (e.g. falling down) and provide in-
time warnings, advice, or help.

During conversations:
3. Gesture Understanding (GU). Gestures play a vital

role in conversations, even serving as a short response
from users, like “OK”, “GOOD”, “ONE”, “TWO”.
Models should understand human gestures and provide
the corresponding feedback.

4. Visual Reference (VR). In many cases, it is difficult to
describe an object or where the object is precisely, but it
can be done by pointing it out with the fingers, such as
“What is this”. Models should identify which object is
referenced and answer questions from uses.

5. Visual Interruption (VI). When users are not satisfied
with the model’s response or want to change the topic,
they may interrupt the model with some body language,
like the stop gesture. Models should stop generating the
remaining responses when receiving these signals.

6. Humor Reaction (HR). Humor understanding is one of
the key abilities of humans. Reacting properly to funny
things provides necessary emotional value to users.

7. Visual Termination (VT). Visual termination is the ac-
tion to end conversations. Although the actions in wake-
up and termination may be the same (i.e. wave hands),
they can be classified by the context where the action at
the beginning of conversations is visual wake-up, oth-
erwise visual termination. Models should be aware of
contexts and start or end conversations properly.

Although there are many other scenarios where agents
should talk to users actively, for example, sign language (we
exclude it due to the technical complexity and its variabil-
ity across the world), we believe the subtasks above cover
common scenarios in daily life. Some examples are shown
in Figure 1. More visualizations are shown in Supplement.

3.2. Dataset Construction
Video Collection and Annotation. We collect videos from
both open-sourced datasets and our self-collected datasets.

For open-sourced datasets, we use anomaly videos in
Holmes-VAU [63] and unintentional videos in OOPS [13]



for Anomaly Warning and HumorQA in FunQA [51] for
Humor Reaction. All the datasets above are annotated with
timestamps and event descriptions. We simply use GPT-4o
to rewrite the annotations in a conversational tone to simu-
late conversations. For Gesture Understanding, we select 10
common gestures from Jester [35], each with 400 videos.

For other subtasks, we manually record the videos by
ourselves. To ensure diversity, we recruit a team of 610 peo-
ple (346 men and 264 women) with an age ranging from 10
to 70 years old from 5 provinces. For each kind of subtask,
we carefully designed diverse conversation scripts and in-
structed participants to follow these scripts during filming
to simulate human-computer interaction scenarios. Videos
are recorded in various environments, including homes, of-
fices, factories, warehouses, supermarkets, wild, and many
others. In summary, we collect 1,185 videos for Visual In-
terruption, 4,689 videos for Visual Reference, 1,188 videos
for Visual Wake-Up and Termination, and 1,507 videos for
Gesture Understanding. For each video, we manually anno-
tate the accurate timestamps for each body language, mak-
ing the videos suitable for streaming video understanding.
The corresponding scripts for each video are used as the
annotations. For the Gesture Understanding subtask, in ad-
dition to the 10 gestures in Jester [35], we further add 10
gestures commonly used during conversations, with a total
of 20 gestures. We also design 5 gestures for Visual Inter-
ruption. More details can be found in Supplement.
Dataset Enhancement. Although we have made great ef-
forts to make the dataset large and diverse, the self-collected
data still cannot cover infinite scenarios in the real world,
especially for gesture understanding. To alleviate the prob-
lem, we augment the dataset with some offline video un-
derstanding datasets. The motivation is that the model can
improve its social intelligence from the perspective of a by-
stander, simulating a child, who observes the conversations
between adults. The offline data have no timestamp annota-
tions and questions are appended at the end of the video.

Specifically, we select SMILE [20] for understanding
funny things and IntentQA [24] and Social-IQ [61] for
learning body languages. Further, we manually review the
videos in Social-IQ [61] dataset and re-annotate some com-
mon body languages lasting longer than 1 second in conver-
sations. For each action, we point out what action it is and
why the speaker did the action in the context, which helps
the model study the meaning of common body language in
the wild. In summary, 678 videos with 1,861 annotations
are collected. Examples can be found in Supplement.
Quality Verification. While recording videos, we will pro-
vide guidelines to participants to ensure the quality of the
raw videos. The videos are then sent for human annotation.
Low-quality data will be rejected and re-recorded. Some
well-performed annotators will conduct spot checks on the
annotation results. If significant quality issues are identi-

Subtask Data Source Data Type #Samples Ratio
Visual Wake-Up self-collected data online 1k 0.03

Anomaly Warning OOPS [13] online 3k 0.09
HIVAU [63] online 3k 0.09

Gesture Understanding

Jester [35] online 4k 0.12
self-collected data online 4k 0.12

Social-IQ [61] offline 2k 0.06
IntentQA [24] offline 5k 0.15

SocialIQA [41] offline 0.5k 0.02
self-collected data offline 1k 0.03

Visual Reference self-collected data online 5k 0.15
Visual Interruption self-collected data online 1k 0.03

Humor Reaction FunQA [51] online 2k 0.06
SMILE [20] offline 1k 0.03

Visual Termination self-collected data online 1k 0.03
ViSpeak-Instruct 34k 1

Table 3. Task and sample distribution in ViSpeak-Instruct.

fied during annotation, the corresponding annotator will un-
dergo retraining, and the data will be re-annotated.
Data Partition and Dataset Statistics. With the collected
data above, we manually select some representative videos
to construct the ViSpeak-Bench evaluation dataset. For Vi-
sual Wake-Up, Visual Termination and Visual Interruption,
we select 100 videos for each subtask with actions lasting
2 seconds. For Visual Reference, we carefully select 200
videos with multiple objects. The referenced object may
appear at any location within the frame and is not necessar-
ily positioned at the center. We formulate this subtask as a
multi-choice problem during evaluation and manually anno-
tate each video with three other confusing options which are
also displayed in the video, ensuring the answer is highly
related to visual reference. For Humor Reaction, we select
100 humorous videos in FunQA that are only relevant to
visual content. For Gesture Understanding and Anomaly
Warning, we randomly select 200 videos for testing. The
remaining data are contained in ViSpeak-Instruct and used
for training. The statistics of ViSpeak-Bench and ViSpeak-
Instruct are summarized in Table 2 and Table 3.
Evaluation Metrics. In our task, we evaluate both the tim-
ing accuracy Tacc of the model’s feedback (i.e., Time Accu-
racy) and the quality score S of its response text (i.e., Text
Score), and then derive an overall score O. For Time Ac-
curacy, the model should response within the ground-truth
time span [t1, t2 + T ], where T is the time margin we set.
For subtask s, the accuracy of Tres is measured based on
whether it falls within this time window.

T s
acc =

1

Ns

Ns∑
i=1

I
(
T (i)

res ∈ [t1, t2 + T ]
)
, (1)

where Ns is the number of questions in each subtask.
For Text Score, the output of the model should accurately

reflect the actions or events within the video and be consis-
tent with historical context. The response must be positive
and supportive, providing assistance to the user when nec-
essary. Thus, we use the dialogue history and ground truth
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Figure 2. ViSpeak is an omni-modality LMM with multiple encoders and a LLM. To support streaming video analysis, ViSpeak takes two
input streams as inputs, one for user inputs and one for self-generated outputs. Two streams will be combined into a single one before
sending to LLM. An informative head is trained for visual proactive output.

as references, designing different prompts for different sub-
tasks. We use GPT-4o as the judge model, scoring the re-
sponses on a scale from 0 to 5 (see Supplement for more
details). Note that, for the visual reference task, we use
multi-choice questions for evaluation and rescale the score
for this task to range from [0,5], while its response time ac-
curacy is always set to 1.

Finally, the overall score is calculated as:

O =
1

N

N∑
s=1

T s
acc × Ss, (2)

where N is the number of subtasks.

4. The ViSpeak Model
4.1. Model Architecture
In order to accomplish the Visual Instruction Feedback task,
we design a model named ViSpeak as shown in Figure 2,
which is an omni-model with an image encoder to extract
image or video features, an audio encoder for encoding both
audios and music, and a large language model to integrate
multimodal features and conduct analyses to fulfill the rel-
evant instructions. However, the turn-taking chat template
with explicit role control is not suitable for interruption. In-
spired by Moshi [10], we design a two-stream chat tem-
plate, one for user inputs and one for agent historical out-
puts, so that the model can continuously process user inputs
while outputting the next tokens. Thus, the model can ad-
just outputs based on upcoming inputs. Two input streams
are combined into a single one before sending to the LLM.
By default, we use a linear layer to predict the weights for

a weighted sum of the two streams. In the ablation study
part, we have tried many kinds of combination methods and
found that they perform similarly.

Further, we segment the streaming inputs from users into
multiple fragments, such as extracting one frame per second
from the video and dividing the audio into 1-second snip-
pets, subsequently organizing these segments in chronolog-
ical order. Each segment is appended with a special <seg>
token and the LLM can only start to speak from it. To differ-
entiate the response towards different kinds of instructions,
answers for text, audio, and visual instructions start with
“⇐”, “⇒”, and “⇓” separately, following VITA [16]. For
Visual Interruption, the model can simply output “⇓ Stop!”
at a <seg> token to stop generation.

When to speak is a key problem in streaming process-
ing. We find that using the original language model head
(next token prediction) is sufficient to handle text-answering
problems, i.e. the model can always output a “⇐” token at
the end of a text segment. However, visual proactive output
is a more challenging task and next token prediction can
not manage the turn-taking problem well. Thus, we train
another informative head to predict when to speak follow-
ing MMDuet [49], which is a binary classification head to
predict speaking or not. When the prediction score is above
a predefined threshold, the model will respond to a visual
instruction. In this work, we do not take the turn-taking
problem for audio modality into account for simplicity.

4.2. A Three-Stage Finetuning Recipe

Directly training a strong streaming model from scratch is
resource-demanding. Thus we begin with a well-pretrained



Method Params Frames Omni Real-Time Visual Understanding Omni-Source Understanding Contextual Understanding OverallOP CR CS ATP EU TR PR SU ACP CT All ER SCU SD MA All ACU MCU SQA PO All
Proprietary MLLMs

Gemini 1.5 pro [43] - - ✓ 83.43 77.94 89.24 81.65 79.17 83.92 83.93 60.32 74.87 49.22 77.39 52.40 50.80 80.40 87.60 67.80 52.80 42.40 59.20 45.10 51.06 70.26
GPT-4o [19] - - ✓ 80.66 76.98 86.67 73.81 75.95 85.48 75.00 70.66 65.99 43.09 74.54 53.60 32.40 49.00 68.80 50.95 50.40 42.80 52.40 56.86 49.06 64.31
Claude-3.5-sonnet - - ✗ 82.45 73.77 82.43 82.40 76.39 85.56 61.68 60.73 67.88 47.62 74.04 39.60 35.60 34.40 56.00 41.40 36.00 43.20 34.80 64.71 39.70 60.06

Open-Source Video MLLMs
LLaVA-OneVision [23] 7B 32 ✗ 82.83 77.34 83.23 83.33 72.05 74.77 73.15 68.29 71.10 41.97 74.27 41.20 26.10 43.20 52.80 40.83 35.08 30.40 30.00 29.55 31.68 58.56
MiniCPM-V [59] 8B 32 ✗ 78.20 71.88 84.18 83.99 75.16 75.39 72.22 56.50 67.14 47.15 72.43 42.00 27.71 40.40 50.80 40.23 37.50 27.20 40.00 22.22 34.09 57.80
InternVL-V2 [6] 8B 16 ✗ 73.84 65.63 78.80 82.03 71.43 72.90 73.15 63.01 65.44 42.49 70.11 44.80 28.11 47.20 50.80 42.73 35.08 27.20 42.80 40.91 35.40 57.28
Qwen2-VL [47] 7B 1 fps ✗ 75.75 79.69 76.58 79.08 74.53 75.08 74.07 65.85 65.16 41.97 71.15 40.80 25.30 41.20 55.60 40.73 34.27 26.40 44.40 22.73 34.24 57.20
LLaVA-Next-Video [66] 32B 64 ✗ 80.11 71.09 80.70 80.72 71.43 73.21 62.96 59.35 63.17 36.79 69.83 41.60 24.50 44.40 56.40 41.73 34.27 28.80 44.00 18.18 34.58 56.73
Video-LLaMA2 [8] 7B 32 ✓ 59.95 60.16 62.97 60.46 54.66 46.11 41.67 46.75 48.16 34.72 52.58 43.60 23.29 35.20 41.60 35.92 28.23 26.00 21.20 0.00 23.54 43.30
Ola [34] 7B 64 ✓ 61.58 71.09 67.19 62.09 62.73 51.71 60.19 52.03 53.82 17.62 56.16 40.80 27.20 23.60 43.20 33.70 30.40 22.80 31.20 11.20 23.90 44.00
VITA 1.5 [17] 7B 16 ✓ 74.11 78.13 80.76 77.12 73.91 64.17 66.67 58.54 66.57 33.68 68.20 44.00 26.80 42.80 56.80 42.60 31.60 32.80 36.40 23.60 31.10 54.27

Open-Source Streaming MLLMs
Flash-VStream [62] 7B - ✗ 25.89 43.57 24.91 23.87 27.33 13.08 18.52 25.20 23.87 48.70 23.23 25.91 24.90 25.60 28.40 26.00 24.80 25.20 26.80 1.96 24.12 24.04
VideoLLM-online [2] 8B 2 fps ✗ 39.07 40.06 34.49 31.05 45.96 32.40 31.48 34.16 42.49 27.89 35.99 31.20 26.51 24.10 32.00 28.45 24.19 29.20 30.80 3.92 26.55 32.48
IXC2.5-OL [64] 7B 64 ✗ 82.83 73.77 78.66 82.95 72.50 76.01 61.11 60.67 71.59 58.85 73.79 - - - - - - - - - - -
Dispider [40] 7B 1 fps ✗ 74.92 75.53 74.10 73.08 74.44 59.92 76.14 62.91 62.16 45.80 67.63 35.46 25.26 38.57 43.34 35.66 39.62 27.65 34.80 25.34 33.61 53.12
ViSpeak (Ours, s2) 7B 1 fps ✓ 79.84 88.28 83.28 81.05 76.40 75.08 70.37 65.85 77.34 34.20 74.36 42.80 35.20 61.20 74.80 53.50 38.80 36.80 44.00 38.80 39.60 62.00
ViSpeak (Ours, s3) 7B 1 fps ✓ 79.84 71.09 81.39 78.76 74.53 70.09 63.89 64.23 71.39 27.98 70.44 47.20 56.40 61.60 81.20 61.60 49.20 36.40 39.20 50.80 43.90 62.58

Table 4. Performance on StreamingBench [29]. Results for ViSpeak trained after the second and third stage are reported.

Method Params Frames Real-Time Visual Perception Backward Tracing Forward Active Responding OverallOCR ACR ATR STU FPD OJR Avg. EPM ASI HLD Avg. REC SSR CRR Avg.
Proprietary MLLMs

Gemini 1.5 pro [43] - - 87.25 66.97 80.17 54.49 68.32 67.39 70.77 68.59 75.68 52.69 62.32 35.53 74.24 61.67 57.15 65.25
GPT-4o [19] - - 69.13 65.14 65.52 50.00 68.32 63.68 63.63 49.83 70.95 55.38 58.72 27.58 73.21 59.40 53.40 58.58

Open-Source Video MLLMs
Qwen2-VL [47] 72B 64 72.48 56.88 77.59 52.25 74.26 61.41 65.81 51.52 73.65 63.44 62.87 37.68 60.10 45.00 47.59 58.76
Qwen2-VL [47] 7B 64 69.13 53.21 63.79 50.56 66.34 60.87 60.65 44.44 66.89 34.41 48.58 30.09 65.66 50.83 48.86 52.70
LLaVA-Next-Video [66] 7B 64 69.80 59.63 66.38 50.56 72.28 61.41 63.34 51.18 64.19 9.68 41.68 34.10 67.57 60.83 54.17 53.06
LLaVA-OneVision [23] 7B 64 67.11 58.72 69.83 49.44 71.29 60.33 62.79 52.53 58.78 23.66 44.99 24.79 66.93 60.83 50.85 52.88
InternVL-V2 [6] 8B 16 68.46 58.72 68.97 44.94 67.33 55.98 60.73 43.10 61.49 27.41 44.00 25.79 57.55 52.92 45.42 50.05
LongVU [42] 7B 1 fps 55.70 49.54 59.48 48.31 68.32 63.04 57.40 43.10 66.22 9.14 39.49 16.62 69.00 60.00 48.54 48.48
VITA 1.5 [17] 7B 16 74.50 60.55 70.69 53.37 63.37 58.70 63.53 46.13 54.05 24.19 41.46 37.54 60.73 62.08 53.45 55.49

Open-Source Streaming MLLMs
Flash-VStream [62] 7B 1 fps 25.50 32.11 29.31 33.71 29.70 28.80 29.86 36.36 33.78 5.91 25.35 5.44 67.25 60.00 44.23 33.15
VideoLLM-online [2] 8B 2 fps 8.05 23.85 12.07 14.04 45.54 21.20 20.79 22.22 18.80 12.18 17.73 - - - - -
ViSpeak (Ours, s2) 7B 1 fps 75.17 58.72 71.55 51.12 74.26 66.85 66.28 59.93 48.65 63.98 57.52 33.81 68.52 60.42 54.25 61.08

Table 5. Performance of various MLLMs on OVO-Bench [27]. Results for ViSpeak trained after the second stage are reported.

omni-modal offline model [17] and adopt a three-stage fine-
tuning recipe to train the model.

In the first template alignment stage, we adapt the of-
fline model to our streaming input template with the goal
of not compensating for its offline multi-modal under-
standing ability. In this stage, we select 300k text data
from Magie [55], 665k image data from ShareGPT4V [3],
1,335k video data from LLaVA-Video [67], 410k audio data
from LibriSpeech [37] and WavCaps [36], and 121k cross-
modality data from Ola [34], with a total of 2.7M data for
training. To save computation, we compress the data by
concatenating short samples to a longer one, resulting in
2.0M data. To further enhance the cross-modality feature
alignment, we use the audio in video data when available.
We further use the CosyVoice2 [12] Text-to-Speech (TTS)
method to change a small part of text questions in image and
video data into speech following VITA [16]. To make sure
the speech is rich in diversity, we select the voice of 5,962
speakers in VoxCeleb2 [9] as the condition for CosyVoice2
to synthesize speech. The training starts with tuning the
projector with one quarter of the data and then training the
projector and the LLM with LoRA and all data.

In the second streaming finetuning stage, we enhance the
model’s streaming question-answering ability and proac-
tive output ability. Thus the data should be annotated with
timestamps. In this stage, we use 81k data from MM-
Duet [49] with temporal video grounding task, dense cap-

tioning task, and multi-answer question answering task, 42k
data from ET-Instruct [32] for temporal action localization
task and referred video captioning task, and 42k data from
EgoTimeQA [11] for general question answering task. We
also sample 500k offline data in stage 1 to enrich the dataset.
Finally, the training dataset comprises 657k samples. The
informative head is trained at this stage.

Finally, we finetune the model on our collected ViSpeak-
Instruct dataset, giving the model the ability to mine the
instructions in the visual modality and respond to users ac-
tively. The resulting model ViSpeak serves as a solid base-
line on ViSpeak-Bench.

5. Experiment
5.1. Implementation Detail
ViSpeak is finetuned from VITA 1.5 [17] due to its high per-
formance on omni-modal data and early open-resourcing,
which uses Qwen2.5 7B [56] as the LLM and InternViT-
300M-448px [7] as the visual encoder. The audio encoder
is designed by VITA itself and has 341M parameters. In
the first stage, we first employ a learning rate of 5e-4 and
batch size 256 for MLP adapter pre-training and a learn-
ing rate of 1e-4 and batch size 128 for LLM LoRA fintun-
ing. The number of tokens for each image is 256 and the
maximum number of images per video is 16. In the second
and third stages, the training configurations are the same as



Method Params Frames Omni Streaming Time Accuracy (%) Text Score OverallAW VI HR VW VT GU All VR AW VI HR VW VT GU All
Human (Avg) - - - - 70.00 100.00 90.00 92.00 96.00 98.80 91.13 4.80 2.45 4.58 3.06 5.00 5.00 2.85 3.96 3.69
Human (Max) - - - - 70.00 100.00 100.00 100.00 100.00 100.00 95.00 5.00 2.71 5.00 3.62 5.00 5.00 3.19 4.22 4.01

Proprietary MLLMs
Gemini 1.5 pro [43] - - ✓ ✗ 46.00 60.00 85.00 84.00 48.00 97.00 70.00 3.03 2.34 2.93 1.36 4.66 4.68 2.07 3.01 2.19
GPT-4o [19] - - ✓ ✗ 48.50 82.00 96.00 99.00 100.00 99.50 87.50 3.18 2.27 3.53 1.71 5.00 4.98 2.22 3.27 2.99

Open-Source Video MLLMs
InternVL-2.5 [5] 8B 16 ✗ ✗ 41.50 55.50 46.00 96.00 72.00 99.50 68.42 2.93 2.16 3.67 0.74 3.05 4.81 1.26 2.66 1.98
Qwen2.5-VL [1] 7B 1 fps ✗ ✗ 42.50 78.00 31.00 95.00 85.00 98.50 71.67 2.34 2.31 2.31 1.32 5.00 3.91 1.02 2.60 2.25
Qwen2.5-VL [1] 72B 1 fps ✗ ✗ 44.50 81.00 77.00 91.00 91.00 93.00 79.58 3.15 2.64 3.36 1.00 5.00 5.00 1.50 3.09 2.62
VITA 1.5 [17] 7B 1 fps ✓ ✗ 18.00 46.00 40.00 88.00 49.00 97.50 56.42 2.40 2.08 0.57 0.85 4.57 4.49 1.18 2.31 1.54
Ola [34] 7B 1 fps ✓ ✗ 27.00 67.00 44.00 89.00 69.00 98.50 65.75 2.95 1.81 2.67 0.55 4.71 3.67 1.52 2.55 1.86
FlashVstream [62] 7B 1 fps ✗ ✓ 34.00 16.00 48.00 75.00 33.00 99.50 50.92 1.75 1.63 1.31 0.67 4.88 4.61 0.70 2.22 1.24
Dispider [40] 7B 16 ✗ ✓ 38.50 70.00 44.00 69.00 100.00 99.50 70.17 2.50 1.75 4.06 0.91 0.61 2.49 2.07 2.06 1.63
ViSpeak (Ours, s3) 7B 1 fps ✓ ✓ 56.50 72.00 83.00 93.00 79.00 99.00 80.42 3.75 2.63 3.84 1.07 4.95 3.15 3.36 3.25 2.76

Table 6. Performance of various MLLMs on ViSpeak-Bench. Results for ViSpeak trained after the third stage are reported. For human
evaluation, we invite 5 participants which are not received relevant training to answer 20% randomly selected questions and we report their
average scores and the maximum scores on each subtask.

those in stage 1 finetuning. However, as streaming video
always lasts for a few minutes, we further downsample the
image for each frame by a factor of 2, resulting in 64 tokens
per image, and increase the maximum number of images per
video to 64 accordingly, to extend the context. By default,
videos are sampled at 1 fps. All experiments are conducted
on 32 NVIDIA L20 GPUs and the max context length is set
to 6,200 due to resource limit. The threshold for the infor-
mative head is set to 0.35 for all experiments.

5.2. Streaming Video Understanding Benchmarks
In this subsection, we select two large-scale comprehensive
streaming video understanding benchmarks for evaluation.
Performance on StreamingBench. StreamingBench [29]
is designed for evaluating real-time visual understanding,
omni-source understanding and contextual understanding,
which is a comprehensive benchmark for streaming video
understanding. It has 18 tasks, 900 videos and 4,500 QA
pairs. As shown in Table 4, our ViSpeak model achieves
SOTA performance among open-sourced models with only
7B parameters. And the performance is also comparable
with GPT-4o, which is a well-known model for its omni-
source understanding and interactive ability. And the per-
formance of ViSpeak on omni-source understanding is even
higher than GPT-4o (61.60 vs 50.95), demonstrating its out-
standing omni-modal comprehensive understanding. Fur-
ther, with our informative head, our model can speak proac-
tively and get 38.80 scores on PO tasks, while other models
should change the proactive problem to an offline one. After
the stage 3 finetuning, the proactive output ability is further
enhanced and gets 50.80 scores.
Performance on OVO-Bench. OVO-Bench [27] is de-
signed for evaluating the backward tracing ability, the real-
time visual perception ability and the forward active re-
sponding ability, which evaluates the model’s streaming
video understanding capability from a different dimension
compared with StreamingBench [29]. It has 12 tasks, 644
videos and 2,800 QA pairs. As shown in Table 5, our ViS-
peak model also achieves SOTA performance among open-

sourced models and the performance is even higher than
that of GPT-4o, showing a great ability to handle time-
sensitive characteristics in video streaming understanding.

5.3. ViSpeak-Bench
On ViSpeak-Bench, we evaluate both representative propri-
etary and open-source MLLMs. We also conduct a human
evaluation as a reference. Results are shown in Table 6.

For human evaluation, we find that in most cases, hu-
mans are able to provide appropriate responses at a suitable
time and achieve the highest score. But the scores on AW,
HR, and GU are relatively low. For Anomaly Warning and
Humor Reaction, participants overlook some details in their
descriptions, leading to a reduction in scores. And partici-
pants sometimes fail to accurately describe the gestures de-
picted in the videos in the gesture understanding subtask.

During testing MLLMs, we observed existing models
perform poorly when not given explicit prompts to indi-
cate the exact expected response type, because these mod-
els are unaware they are in a conversational scenario. To
ensure the reliability of the evaluation of these models, we
provide clear prompts for different subtasks (see Supple-
ment for more details). With explicit prompts, all models
achieve stable performance. Some observations are con-
cluded as follows: a) Due to its great interactive ability,
GPT-4o performs best among all models. b) Within open-
sourced offline models, Qwen2.5-VL[1] performs best and
a larger model can get more reasonable responses. c) For
open-sourced omni-modality models Ola [34] and VITA
1.5 [17], their performances in both time accuracy and
text score are inferior to models like InternVL-2.5 [5] and
Qwen2.5-VL [1], possibly because they prioritize omni-
modality, resulting in a weaker focus on visual understand-
ing. d) For streaming video LMMs, FlashVstream [62] and
Dispider [40] still underperform Qwen2.5-VL. We find that
FlashVstream tends to speak aggressively, always prior to
the actions or events, especially for VI and VT in which the
actions are not at the beginning of the video. Additionally,
we also use the same prompts for evaluating MMDuet [49]



Method MME MVBench Video-MME
VITA 1.5 2353.5 (1728.9/624.6) 53.95 58
Adaptive Sum 2237.0 (1636.3/600.7) 54.12 55
Linear 2283.4 (1685.5/597.9) 52.95 56
Add 2292.8 (1691.4/601.4) 54.27 55

Table 7. Ablation studies on input stream combination methods

and VideoLLM-online [2], but we find they can not follow
the instructions and simply describe the video, e.g. “You
look at the camera.”, which is possibly due to their selected
training datasets.

In contrast, without explicit prompts, ViSpeak achieves
the highest scores among open-source models, owing to
fine-tuning from our strong streaming model. However, we
observed that the performance on the anomaly warning and
humor reaction subtasks is relatively low, as these tasks ex-
hibit considerable variability in real-world scenarios, and
understanding humor is difficult for MLLMs without rea-
soning ability.

5.4. Ablation Study
Effect of different combination methods to combine two
input streams. In the ViSpeak model, we propose to use
a two-stream chat template to support interactions within
streaming videos. Two input streams (one for the user
and one for the agent) are combined into a single one be-
fore sending to LLM. We design three types of combina-
tion methods: ‘Adaptive Sum’, ‘Linear’ and ‘Add’. The
‘Add’ method directly adds two streams into a single one
along the feature channel dimension. The ‘Linear’ method
first concatenates two streams along the feature channel di-
mension and then uses a linear layer to reduce the dimen-
sion. The ‘Adaptive Sum’ method first predicts a weight
for each stream and then weighted adds two streams. The
intuition behind ‘Adaptive Sum’ is that two inputs may not
have equal importance at a specific timestamp. When mod-
els are generating responses, they may focus more on their
previous output tokens, whereas they pay more attention to
user input tokens otherwise. In these experiments, we select
MME [14] for image understanding ability evaluation and
Video-MME [15] and MVBench [25] for the evaluation of
video understanding capacity. As shown in Table 7, after the
first template alignment stage, the model can maintain its
offline data understanding ability, achieving a performance
comparable to our baseline VITA 1.5. Further, we find that
different combination methods also perform similarly and
we use the ‘Adaptive Sum’ method by default.
Effect of different designs to control visual proactive
output. In this work, we jointly train an informative head
with the LLM to control visual proactive output. In Ta-
ble 8, we ablate different designs. In Exp (a) to (c), we
first train the model except the informative head. Then, we
freeze the LLM and train the informative head in Exp (b)

Exp Head Joint Token Real Omni Context All PO
(a) LM ✓ <seg>

73.88 51.70 37.70 60.91
30.00

(b) inform ✗ <seg> 34.80
(c) inform ✗ Visual 36.00
(d) inform ✓ Visual 74.36 53.50 39.60 62.00 38.80

Table 8. Ablation studies on the design of visual proactive
speaking control. Performances on StreamingBench are reported.
‘Head’ denotes using language modeling head or informative head
for prediction. ‘Joint’ denotes whether the head is finetuned with
LLM. ‘Token’ means which token is used for prediction.

Dataset HR (Text Score) GU (Text Score) Overall
ViSpeak-Instruct 1.07 3.36 2.76
w/o offline data 1.02 3.17 2.70

Table 9. Ablation studies on the offline data in ViSpeak-Instruct.
Performance on ViSpeak-Bench are reported.

Model MME MVBench Video-MME StreamingBench ViSpeak-Bench
ViSpeak (s1) 2237.0 54.12 55 - -
ViSpeak (s2) 2051.1 49.53 58 62.00 -
ViSpeak (s3) 2181.8 53.97 60 62.58 2.76

Table 10. Performance on different benchmarks across different
training stages. Results in purple are reported in above tables.

and (c). We find that using the language modeling head
for proactive control gets limited performance with only
30.00 scores. Training an informative head following MM-
Duet [49] on the frozen LLM can get 34.80 scores. We
further find that the last visual token in a segment contains
more visual cues than the <seg> token so training the in-
formative head based on the visual token can further im-
prove the proactive output score to 36.00. Since the LLM
in Exp (a) to (c) are frozen, the performance of other tasks
in StreamingBench is the same across these experiments.
In Exp (d), we jointly train the informative head with LLM
and get the highest proactive output performance. We find
that other tasks in StreamingBench are also improved by
co-training. We speculate that the informative head makes
the model aware of the action boundary thus improving the
performance on other tasks.

Effect of the different dataset composition of ViSpeak-
Instruct. Since there are many kinds of gestures in con-
versations and the gesture in different contexts has different
meanings. To enhance the gesture understanding ability, we
use some offline data during training, as well as for humor
reactions. As shown in Table 9, using offline data can in-
crease the generalization ability and get higher scores.

Comparisons on the performance across the model in
different training stages. In this work, we adopt a three-
stage finetuning recipe by first finetuning an offline model to
a SOTA streaming model and then finetuning for the Visual
Instruction Feedback task. In Table 10, we find the model
can effectively preserve the ability learned from previous
stages while progressively learning new skills, demonstrat-
ing the superiority of our training recipe.



6. Conclusion
In this work, we extend the streaming video understand-
ing problem with a new Visual Instruction Feedback task,
which requires the model to respond to visual contents ac-
tively. To facilitate research, we define seven key sub-
tasks and collect the ViSpeak-Bench for evaluation and the
ViSpeak-Instruct for training. To solve this problem, we
first adapt an offline omni-modal LMM to our designed
chat template, and then finetuning it to get a SOTA stream-
ing LMM. This model is evaluated on two comprehen-
sive streaming benchmarks and gets GPT-4o-level perfor-
mance. Finally, we finetune the SOTA streaming model on
ViSpeak-Instruct and get the ViSpeak model which serves
as a strong baseline on ViSpeak-Bench for future research.
We hope our work can provide deeper insights into stream-
ing video understanding and human-agent interaction.
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Datasets License
OOPS [13] CC BY-NC-SA 4.0
FunQA [51] CC BY-NC-SA 4.0
SocialIQA [41] MIT
HIVAU [63] MIT
Social-IQ [61] MIT
IntentQA [24] N/A
Jester [35] N/A
SMILE [20] N/A

Table 11. License of source datasets in ViSpeak-Bench and
ViSpeak-Instruct.

Figure 3. Statistics on participants who recorded videos. The par-
ticipants comprised nearly equal numbers of males and females,
with ages ranging from 10 to 70 years.

7. More Details for ViSpeak-Bench and
ViSpeak-Instruct

7.1. Licenses
The self-collected videos in our ViSpeak-Bench and
ViSpeak-Instruct are provided to the community under CC
BY-NC-SA 4.0 license. By downloading our dataset from
our website or other sources, the user agrees to adhere to the
terms of CC BY-NC-SA 4.0 and licenses of other source
datasets. Licenses of the source datasets are listed in Ta-
ble 11.

7.2. Participants in Collecting Videos
To collect the ViSpeak-Bench and ViSpeak-Instruct
datasets, we recruit a team of 610 people (346 men and 264
women) with an age ranging from 10 to 70 years old from
5 provinces, summarized in Figure 3. We obtained signed
agreements from each participant to ensure that their data
can be utilized by the community.

7.3. Prompts for Dataset Construction
During the data collection procedure, we use GPT-4o [19] to
reformulate the responses and generate conversation scripts.
Since original datasets have high-quality annotations, we
directly use these annotations as conditions, which greatly
decreases the difficulty for GPT-4o to translate. The refor-
mulated responses contain two parts: the first one is what

action or event happens and the second part is some rea-
sonable responses toward the action or event. Prompts for
Anomaly Warning and Humor Reaction are displayed as
follows.

The prompt for reformulating the responses in
HIVAU dataset

Suppose you are a helpful AI chatbot that will give
the user some advice based on any anomalous situa-
tions. You should first identify whether an anomaly
event exists. If it does, give the user some advice
in a sentence and in a conversational tone assuming
the event has actually happened. The output should
be in a dict format, like {‘anomaly’: 0, ‘advice’:
None} or {‘anomaly’: 1, ‘advice’: ‘Your advice’},
where 0 indicates no anomaly event and 1 indicates
an anomaly event.
Description: {caption}
Output:

The prompt for reformulating the responses in
OOPS dataset

Suppose you are a helpful AI chatbot that will give
the user some advice based on the given uninten-
tional situations. Assume you have seen the situa-
tion and remind the user. You should first describe
the situation and give the user some advice in a sen-
tence and in a conversational tone.
Description: {caption}
Output:

The prompt for reformulating the responses in
FunQA dataset

Change the input to a conversational tone as if you
are talking to someone about the scene you are
watching now. Do not output imaginary contents.
Description: {caption}
Output:

For the Gesture Understanding task, we manually select
10 common gestures from the Jester [35] dataset and the
other 10 gestures collected by ourselves. Gestures from
Jester are “Swiping Right”, “Swiping Down”, “Swiping
Left”, “Swiping Up”, “Pulling Hand In”, “Pushing Hand
Away”, “Zooming Out With Full Hand”, “Zooming In
With Full Hand”, “Thumb Down”, and “Thumb Up”. Our
self-collected gestures are “Zero”, “One”, “Two”, “Three”,
“Four”, “Five”, “Victory”, “Finger Heart 1”, “Finger Heart
2”, and “OK”. Note that many gestures are similar, for ex-
ample “Two” is similar to “Victory”, “Three” is similar to



“OK”. The meaning of gestures varies in different contexts.
Thus, we use GPT-4o to generate a wide variety of scripts
for video recording. The prompt is shown below.

The prompt for generating gesture understanding
scripts

Suppose you are talking to a user. Your task is
to generate a reasonable conversation context for
a gesture from the user. For example, suppose
the gesture is ‘number 5’, a reasonable context is
{‘human’: ‘Can you share something with me?’,
‘gpt’: ‘I was just looking at how many hours you
usually spend on your hobbies each week. How
many do you think it is?’, ‘human’: ‘number 5’,
‘gpt’: ‘Your gesture is the number 5. That’s great!
It sounds like you really dedicate some solid time
to your hobbies. What do you enjoy doing the most
during those hours?’}. In the first round, the user
start the conversation. Then, in the second round,
you should start with various topics. The input ges-
ture in the third round is the feedback from the user.
After receiving the feedback from the user, you
should first point out the gesture and then generate
friendly or helpful feedback in the last round. Note
that conversations should be unrelated to a specific
environment, but it should be highly reasonable to
perform the gesture in this context. You should an-
swer the question following the template in the ex-
ample.
Gesture: {gesture}
Output:

For scripts in the visual termination and visual interrup-
tion tasks, we select QA pairs from GPT-4-LLM [38], with
long ones for Visual Interruption and short ones for Visual
Termination.

7.4. Evaluation Method for Offline Models on
ViSpeak-Bench

Since most existing Large Video Language Models are of-
fline models, we change the proactive output problems in
our ViSpeak-Bench into offline ones following Streaming-
Bench [29] and OVO-Bench [27]. The evaluation is broken
into a two-step evaluation. In the first step, we will inquire
the model whether it is an appropriate time to provide a re-
sponse iteratively at each timestamp to find an appropriate
time for response. The sub-video from the beginning till
now is used as if it is a full video. In the second step, the
model generates the actual responses based on the context
up to now. Further, since existing offline models are not
finetuned on our ViSpeak-Instruct, they can not generate
proper responses without explicit prompts and the prompts

we used are as follows:

For Gesture Understanding, the prompts are:

• Step 1: You’re watching a video. At this moment in the
video, is there any gesture being made in the video? You
can only answer yes or no.

• Step 2: What gesture did the person in the video make,
and what does it signify when considering the context of
the preceding conversation?

For Visual Wake-Up, the prompts are:

• Step 1: You’re watching a video. At this moment in
the video, is there any gesture/action being made in the
video? You can only answer yes or no.

• Step 2: When you see greeting gesture, what should you
respond to me? Directly output your response.

For Visual Termination, the prompts are:

• Step 1: You’re watching a video. At this moment in
the video, is there any gesture/action being made in the
video? You can only answer yes or no.

• Step 2: When you see the goodbye gesture, what should
you respond to me? Directly output your response.

For Visual Interruption, the prompts are:

• Step 1: You’re watching a video. At this moment in
the video, is there any gesture/action being made in the
video? You can only answer yes or no.

• Step 2: When you see the body language or gesture that
indicates interruption, you should say stop. What should
you respond to me now? Directly output your response.

For Anomaly Warning, the prompts are:

• Step 1: You’re watching a video. At this moment in the
video, is there anything unusual happening in the video?
You can only answer yes or no.

• Step 2: What unusual events occur in this video, and what
is your suggestion based on these observations?

For Humor Reaction, the prompts are:

• Step 1: You’re watching a video. At this moment in the
video, is there anything funny happening in the video?
You can only answer yes or no.

• Step 2: What interesting events occurred in the video, and
why?

7.5. Evaluation Prompts for ViSpeak-Bench

As most of questions in our ViSpeak-Bench are open-ended
questions. Thus, we utilize GPT-4o as the judge for evalua-
tion. The prompts for each subtask are shown as follows.



The prompt for Visual Wake-Up

Determine if the GPT text expresses greeting intent.
Use a 0-5 scale where 0 indicates no greeting sig-
nals and 5 shows explicit welcoming language.
5 = Explicit welcoming phrases (“Hello!”,“How
can I assist?”)
4 = Contextual opening (Matching time-based
greetings like “Good morning”)
3 = Service-oriented initiation (“What can I help
with?”)
2 = Neutral conversational starters (“Shall we be-
gin?”)
1 = Implicit opening cues (Single welcoming emoji)
0 = No greeting/dialogue initiation detected

DO NOT PROVIDE ANY OTHER OUTPUT
TEXT OR EXPLANATION.
DO NOT INCLUDE ANY MARKDOWN FOR-
MAT.
Only provide the score and reason in JSON format.
For example, {“score”: 3, “reason”: “this is a rea-
son for the score”}

The prompt for Visual Termination

Determine if the GPT text contains intent to con-
clude the conversation.
Use a 0-5 scale where 0 indicates no termination
signals and 5 shows explicit closure intent.
5 = Contains explicit closure phrases (e.g., “Good-
bye”, “End of discussion”)
4 = Implies conclusion with summary + sign-off
(e.g., “In summary...feel free to ask more”)
3 = Neutral statement with closing tendency (e.g.,
“Let me know if needed”)
2 = Ambiguous transitional phrasing (e.g., “Any-
way...”)
1 = Contains weak closure cues (e.g., single
emoji/period)
0 = No termination indicators, continues dialog flow

DO NOT PROVIDE ANY OTHER OUTPUT
TEXT OR EXPLANATION.
DO NOT INCLUDE ANY MARKDOWN FOR-
MAT.
Only provide the score and reason in JSON format.
For example, {“score”: 3, “reason”: “this is a rea-
son for the score”}

The prompt for Visual Interruption

Determine if the GPT text contains cessation intent
(stopping speaking/concluding).
Use a 0-5 scale where 0 indicates continued engage-
ment and 5 shows explicit termination.
5 = Explicit acknowledgment (“I’ll stop here”) +
closure
4 = Implicit cessation recognition (“Unless you
need more...”)
3 = Passive-agreement cessation (“As requested,
ending now”)
2 = Ambiguous continuation (“...but”) after stop cue
1 = Partial acknowledgment without closure
0 = Complete continuation disregard

DO NOT PROVIDE ANY OTHER OUTPUT
TEXT OR EXPLANATION.
DO NOT INCLUDE ANY MARKDOWN FOR-
MAT.
Only provide the score and reason in JSON format.
For example, {“score”: 3, “reason”: “this is a rea-
son for the score”}

The prompt for Anomaly Warning

Evaluate video anomaly response from GPT with
the following metric, taking into account the
total score of 5 points, with separate scores for
Description Consistency between ground truth and
Advice Rationality:

Description Consistency between Ground Truth:
3 = Core elements match without errors
2 = Core elements match with minor errors
1 = Superficial match
0 = Key element errors or contradictory

Advice Rationality:
2 = Actionable & Safe & Logically sound
1 = Generally appropriate
0 = Dangerous/hallucinated

DO NOT PROVIDE ANY OTHER OUTPUT
TEXT OR EXPLANATION.
DO NOT INCLUDE ANY MARKDOWN FOR-
MAT.
Only provide the Total score and reason in JSON
format. For example, {“description”: 3, “advice”:
2, “reason”: “this is a reason for the score”}



The prompt for Humor Reaction

Evaluate alignment between Ground Truth and GPT
Text regarding humorous event descriptions.
5 = Perfect match in humor and delivery
4 = Preserves main humor, but with minor changes
to the story or details
3 = Only partial humor retention with some devia-
tions
2 = Only partial humor retention and some impor-
tant parts are missing
1 = Superficial similarity only
0 = No comedic correlation

DO NOT PROVIDE ANY OTHER OUTPUT
TEXT OR EXPLANATION.
DO NOT INCLUDE ANY MARKDOWN FOR-
MAT.
Only provide the score and reason in JSON format.
For example, {“score”: 3, “reason”: “this is a rea-
son for the score”}

The prompt for Gesture Understanding

Evaluate gesture response from GPT with the fol-
lowing metric, taking into account the total score of
5 points, with separate scores for gesture recogni-
tion and contextual appropriateness of the response:
Gesture recognition:
3 = Precise gesture identification
2 = Ambiguous gesture reference
1 = No explicit mention of gestures
0 = Hallucinated/non-existent gesture

Contextual appropriateness:
2 = Natural integration with dialogue
1 = Generic but relevant response
0 = Irrelevant/contradictor response

[Dialogue History] provided for context
[Gesture] is the ground truth
[Contextual Reference Text] as a reference, but
does not have to match exactly

DO NOT PROVIDE ANY OTHER OUTPUT
TEXT OR EXPLANATION.
DO NOT INCLUDE ANY MARKDOWN FOR-
MAT.
Only provide the Total score and reason in JSON
format. For example, {“description”: 3, “advice”:
2, “reason”: “this is a reason for the score”}

7.6. Examples of Each Subtask
From Figure 4 to Figure 10, we visualize some samples in
each task, each of which is annotated with accurate times-
tamps and a referenced response. We also visualize the out-
puts from our ViSpeak model.

7.7. Examples of Self-Annotated Gesture Under-
standing Data

In Figure 11, we visualize some examples of self-annotated
gesture understanding data. Each sample is annotated with
two questions: the first one is to ask what the gesture is and
the second one is to ask the meaning of the gesture. Ges-
tures in natural conversations greatly enhance the diversity
of our dataset.

7.8. Evaluation of ViSpeak on Visual Interruption
Since recent LMMs can not be interrupted by visual instruc-
tions, we actually do not evaluate their ability to be inter-
rupted. As illustrated in Section 7.4, we simplify the prob-
lem to recognize the stop gesture. But when evaluating our
ViSpeak, we use the following methods to evaluate the abil-
ity to be interrupted. Taking Figure 6 as an example, we as-
sume that the question from the user arises at 00:06. Then,
we directly use the long reply from the annotation files as re-
sponses to prevent the model-generated replies from being
too short to be interrupted. We replace the predicted token
in the next token prediction with the token in the long re-
ply until a “⇓” token is predicted on a <seg> token, which
means the model is interrupted.

7.9. Failure Case and Analysis
In Figure 12, we visualize some failure cases of ViSpeak
and mainly summarize them into three parts. First, ViSpeak
may respond at an improper time. In the first example, there
is nothing special in the video but ViSpeak begins to speak
at 00:11 with some hallucinations. And ViSpeak may also
ignore some actions and events. Second, ViSpeak may not
understand the visual content in the video. As shown in the
second video, the cat is actually in a toilet but ViSpeak mis-
takenly recognizes the toilet as a box thus failing to get the
actual humor. In addition, ViSpeak may also not be aware
of the context of the conversation. In the third example, the
agent has asked the user about the feeling, not the number.
But ViSpeak mistakenly recognizes the gesture as “number
4”. Improvements in the future could solve the problems
above to get a more intelligent agent.

8. Limitation
1) Due to the difficulty of the task and resource constraint,
the diversity and scale of ViSpeak-Instruct are now rela-
tively smaller than other well-known instruction following
datasets. Expanding dataset size, collecting more diverse



videos, and enriching more valuable sub-tasks are left for
future work. 2) Second, due to computation constraints,
ViSpeak is only trained with a 6k context. We believe a
longer context will enhance users’ experience. And a mem-
ory mechanism can equip the model with the long-term
streaming video understanding ability. 3) Further, since
we divide an integral audio into multiple small segments,
we find the Automatic Speech Recognition (ASR) ability
of ViSpeak degrades a lot, getting only 18.4 WER on Lib-
riSpeech [37]. Training with more audio data can possibly
mitigate the problem. But we find ViSpeak still achieves
SOTA performance on Omni-Source Understanding tasks
of StreamingBench.



Visual Wake-Up
00:00 00:0400:0300:01 00:02 00:05 00:06

Annotation

Time: [00:02, 00:04]
Human: (Hello)
GPT: Hello! Nice to meet you, how can I assist you today?

ViSpeak Output

Time: 00:03
GPT: Welcome! I'm ready to help you with any issue you might have.

Figure 4. Examples of Visual Wake-Up in ViSpeak-Bench and the corresponding output by ViSpeak.

Visual Termination
00:09 00:2500:2100:13 00:17 00:29

Annotation

Time: [00:09, 00:16]
Human: Find the exaggeration in the following sentence: My professor is too strict, I think the university         

should ban him! 
GPT: I think the "university should ban him!" is the exaggeration in this sentence.

Time: [00:24, 00:26]
Human: (GoodBye)
GPT: Have a great day, looking forward to our next chat.

ViSpeak Output

Time: 00:25
GPT: Hope to delve deeper next time, all the best!

Figure 5. Examples of Visual Termination in ViSpeak-Bench and the corresponding output by ViSpeak. The first round conversation is
used as context.



Visual Interruption
00:00 00:1200:1000:02 00:04 00:14

Annotation

Time: [00:01, 00:06]
Human: What are the best strategies for completing a project within the stipulated time?
GPT: To complete a project within the stipulated time, you can adopt the following strategies:\n\n1.

Determine the project's goals and deadlines: ……(278 words)

Time: [00:07, 00:09]
Human: (Stop)
GPT: Stop

ViSpeak Output

Time: 00:10
GPT: Stop

00:06 00:08 00:16

Figure 6. Examples of Visual Interruption in ViSpeak-Bench and the corresponding output by ViSpeak. The first round conversation is
used as context.

Gesture Understanding
00:00 00:0400:0300:01 00:02 00:05

Annotation

Time: [00:00, 00:01]
Human: I've been thinking a lot about the ways we show affection and appreciation to others.
GPT: That's a beautiful topic! Showing affection can really strengthen our bonds with loved ones. Have you         

seen any unique ways people express their feelings lately?

Time: [00:02, 00:06]
Human: (Finger Heart)
GPT: Your gesture is a finger heart! That's such a sweet way to convey love and appreciation. It really       

resonates with the idea of sharing positivity. Who do you feel most inspired to express love to these days?

ViSpeak Output

Time: 00:04
GPT: I see you're making a finger heart gesture! That's such a sweet way to express love and positivity. It 

really shows that you value the connections in your life. Is there someone special you're thinking about 
right now?

00:06

Figure 7. Examples of Gesture Understanding in ViSpeak-Bench and the corresponding output by ViSpeak. The first round conversation
is used as context.



Anomaly Warning
00:00 00:0400:0300:01 00:02

Annotation

Time: [00:04, 00:05] 
GPT: It looks like you took a leap of faith on that trampoline but ended up taking a tumble instead! Remember, 

practicing backflips on a trampoline can be tricky, so make sure to start with some basic jumps and work 
your way up to flips, and always have a spotter if you can for safety!

ViSpeak Output

Time: 00:05
GPT: Oh no! It sounds like that boy was really trying to show off his skills on the trampoline, but unfortunately,    

he lost his balance and took a tumble. It's important to remember that safety comes first. Maybe next time, 
he should practice his flips on a softer surface or with some guidance to avoid any spills!

Figure 8. Examples of Anomaly Warning in ViSpeak-Bench and the corresponding output by ViSpeak.

Humor Reaction
00:00 00:0400:0300:01 00:02 00:05

Annotation

Time: [00:02, 00:06] 
GPT: Hey, check this out! I just saw two white parrots hanging out on the roadside. They're so cute! One of 
them keeps picking up this empty soda can, and it’s almost as big as the parrot itself, which is pretty funny to 
see. I can't help but laugh because it’s like the little guy thinks he's having a drink or something, holding the 
can in his beak! It's such a silly scene.

ViSpeak Output

Time: 00:04
GPT: Hey, check this out! There’s this bird just chilling on a can, right? It’s got its head tucked under its wing, 
and it’s sipping on some drink. It’s so funny because it looks like it’s trying to mimic a human drinking from 
a cup! I can’t help but laugh at how silly it looks. It’s like it’s trying to be all sophisticated while just enjoying 
its drink. What a scene!

Figure 9. Examples of Humor Reaction in ViSpeak-Bench and the corresponding output by ViSpeak.



Visual Reference
00:00 00:0300:01 00:02

Annotation

Time: 00:01
Human: Can you tell me what this is? 

A. Bucket 
B. Window 
C. Helmet 
D. Broom
The best option is:

GPT: A

ViSpeak Output

GPT: A

Figure 10. Examples of Visual Reference in ViSpeak-Bench and the corresponding output by ViSpeak.

00:00 00:0300:01 00:02

Annotation

Time: [00:02] 
Human: What action did the man in the black suit perform in the video right now?
GPT: Raised both hands.
Human: Why did he make this action?
GPT: Because he felt shocked.

00:25 00:2800:26 00:27

Annotation

Time: [00:27] 
Human: What action did the man in the black suit perform in the video right now?
GPT: Waved his right hand.
Human: Why did he make this action?
GPT: Because he was explaining his point.

Figure 11. Examples of our self-annotated data for gesture understanding.



Time Mistake
00:07 00:1000:08 00:09 00:11 00:12

Annotation

(Nothing happened)

ViSpeak Output

Time: 00:11
GPT: Oh no! It sounds like you had a little mishap while trying to clean up. Accidents happen, so don't worry 

too much about it! Just take a moment to assess the situation, clean up any mess, and maybe consider 
using a softer cloth next time to avoid any more slips.

Content Mistake
00:00 00:0300:01 00:02 00:04

Annotation

Time: [00:00, 00:05]
GPT: You won't believe what I'm seeing right now! There's this white cat just lounging around in the toilet 

bowl. I mean, it's looking so comfortable in there! It's kind of amusing but also a little strange, right? I    
can't help but feel both entertained and maybe a bit powerless. what can you even say to a cat that 
decides a squat toilet is the perfect spot for a nap? It's just too funny!

ViSpeak Output

Time: 00:04
GPT: Hey, check this out! There’s this adorable cat just chilling on a cardboard box. It’s got this really cute 

little tuft of fur sticking up on its head, and it’s looking straight at the camera. It’s like it’s posing for a 
photo! The way it’s sitting there, all relaxed, is just so funny. I can’t help but laugh at how goofy it looks!

Context Mistake
00:00 00:0300:01 00:02 00:04 00:06

Annotation

Time: [00:02, 00:05] 
GPT: Your gesture shows you're on board with the idea! That's fantastic! Setting a goal can really help you 

stay focused. What's one specific goal you'd like to set for yourself this week?

ViSpeak Output

Time: 00:04
GPT: Your gesture is the number 4. That's interesting! It sounds like you might have four key areas in mind 

for your routine changes. What are those four areas you're focusing on?

Context

Human: I've been trying to implement some changes in my daily routine. What do you think is a good starting 
point?

GPT: That sounds like a great idea! How about we talk about setting clear goals for your day?

00:05

Figure 12. Examples of failure cases. The ‘Time Mistake’ denotes the model responds at an improper time. The ‘Content Mistake’ denotes
the model fails to understand the visual content in the video. The ‘Context Mistake’ means the model is unaware of the context of the
conversation.
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