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Abstract

Deep neural networks (DNNs) enable accurate segmentation of surgical video streams,
but their high computational and memory demands pose challenges for deployment on
resource-constrained surgical systems. We present MAESTRO, an adaptive edge comput-
ing architecture that supports real-time execution of segmentation networks on surgical
platforms. MAESTRO uses split learning to partition inference between the surgical de-
vice and an edge server, dynamically selecting the optimal cut layer to balance latency,
energy consumption, and data privacy. We evaluate MAESTRO using a YOLOv11 model
trained on the Dresden Surgical Anatomy Dataset (DSAD) and tested on Da Vinci robotic
surgery videos. Experiments demonstrate up to 43% latency reduction and 56% energy
savings compared to full offloading, while maintaining low data leakage risk. MAESTRO
provides a flexible and efficient solution for deploying segmentation networks in real-time,
privacy-sensitive surgical environments, and generalizes to other low-resource applications.
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1. Introduction

Real-time video segmentation with deep neural networks (DNNs) is critical in surgical appli-
cations, where timely and accurate visual feedback directly impacts clinical outcomes (Soper
et al., 1994). However, the computational and energy demands of DNNs often exceed the
capabilities of surgical devices, making deployment in constrained environments challeng-
ing (Shen et al., 2017). We introduce MAESTRO, an adaptive, serverless edge architecture
that enables real-time execution of deep neural networks for multi-organ segmentation dur-
ing laparoscopic surgery. MAESTRO leverages split learning (Vepakomma et al., 2018;
Turina et al., 2021; Matsubara et al., 2022) and dynamic computation offloading to parti-
tion DNN inference between surgical systems and edge servers, optimizing latency, energy
efficiency, and data privacy (Shi et al., 2016; Shiranthika et al., 2023).
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Figure 1: System architecture overview. The DNN model performs live multi-organ segmen-
tation and is split between Surgical System and Edge. An Offloading algorithm
decides which is the optimal number of layers to execute locally to protect the
data.

Evaluated on laparoscopic video data from Da Vinci robotic systems, MAESTRO runs
early DNN layers on a Coral Edge TPU and offloads the remainder to a serverless edge
backend. Trained on the Dresden Anatomical Surgical Dataset (DSAD) (Carstens et al.,
2023), the system is assessed across latency, energy usage, and resistance to data reconstruc-
tion attacks. These metrics inform a dynamic partitioning algorithm that adapts to varying
runtime conditions. While developed for surgical support, MAESTROQO’s design generalizes
to other real-time, resource-constrained DNN applications.

2. Method

MAESTRO is a split learning-based architecture designed to enable real-time execution of
deep neural networks (DNNs) for multi-organ segmentation during laparoscopic surgery.
The system partitions the DNN between a resource-constrained surgical device and an edge
server. In the MAESTRO workflow, video frames are captured and preprocessed locally.
A subset of the DNN, up to a selected cut layer j, is executed on the surgical device,
producing an intermediate feature tensor. This tensor is transmitted to the edge server,
which processes the remaining layers and returns the segmentation output for real-time
visualization.

To determine the optimal partition point j*, MAESTRO employs a cost-aware offloading
algorithm. The system collects runtime metrics, including local and remote inference times,
transmission delay, energy consumption, and data leakage risk. Regression models are
trained to estimate performance under different partitioning configurations. A cost function
is then used to evaluate each candidate cut layer:

C(j)=wr- Tuy;+Tv;+Tcj)+ w2 Enj+ws- Ry (1)

where Ty, Ty ;, and T¢ j represent the local execution time, transmission time, and edge
execution time, respectively. F); is the energy consumed locally, and Ry ; is the risk
of data leakage based on the similarity between the input and intermediate tensor. The
weights w1, wo, ws allow tuning the relative importance of each factor. The optimal cut layer
j is selected with the minimal cost. MAESTRO continuously monitors runtime conditions
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Figure 2: MAESTRO performance across different cut layers. (Left) Latency breakdown by
operation shows how a split to layers 2 and 4 reduces both server load and trans-
mission time. (Center-left) Total latency increases with deeper cuts. (Center-
right) Trade-off between latency and data leakage risk. (Right) Energy consump-
tion is lowest for cut layers 2 and 4.

and adapts the partitioning as needed. This dynamic strategy ensures efficient and privacy-
preserving DNN inference in real-time surgical environments. The full DNN partitioning
algorithm is detailed in Appendix A.

3. Experimental Results

We trained a YOLOv11 model (Khanam and Hussain, 2024) on the DSAD dataset (Carstens
et al., 2023) and evaluated it using private laparoscopic videos recorded with Da Vinci
robotic systems. In our setup, early layers of the network were executed on a Coral Edge
TPU, while remaining layers were offloaded to a GPU-equipped edge server.

As shown in Fig. 2, configurations with 2 and 4 local layers delivered the best trade-offs.
The latency breakdown (leftmost plot) highlights that executing fewer layers on the device
(e.g., cut layer 2) increases server-side latency and transmission cost, while deeper cuts
(e.g., layer 4) reduce those components but shift more computation to the device. Overall,
both configurations achieve significant reductions in total latency—up to 43%—compared
to full offloading (center-left). Similarly, energy consumption (rightmost plot) is minimized
for these configurations, yielding savings of up to 56%.

Privacy considerations are reflected in the latency-risk trade-off (center-right), where
deeper cut layers correlate with lower data leakage risk. However, this comes at the cost of
increased latency. Our results show that cut layers 2 to 4 provide the best balance between
real-time performance, energy efficiency, and privacy.

These findings confirm MAESTRO’s ability to adaptively select cut layers that respond
to system constraints and application priorities, demonstrating its practicality for real-time
deployment in surgical video analysis.

4. Discussion and conclusion

We presented MAESTRO, an edge computing architecture for real-time multi-organ seg-
mentation in laparoscopic surgery using split learning. Designed for integration with the
Da Vinci Xi platform, MAESTRO improves computational efficiency and responsiveness,
enabling intelligent, privacy-aware surgical assistance. Experimental results confirm the fea-
sibility of deploying split learning on constrained edge devices, highlighting MAESTRO’s
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potential for broader real-time medical imaging applications. Beyond organ segmentation,
the method is extensible to other deep learning-based surgical video understanding tasks,
making it a flexible foundation for future smart operating room systems.
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MAESTRO

Appendix A. DNN Partitioning Algorithm

The MAESTRO system uses an adaptive partitioning algorithm to determine the optimal
cut layer in the deep neural network. This algorithm evaluates performance trade-offs
across latency, energy consumption, and data privacy, and selects the partition point that
d cost function. Runtime conditions are continuously monitored to

minimizes a weighte
adjust the cut point

dynamically as needed.

Al

gorithm 1 Adaptive DNN Partitioning

Require: Number of layers IV to test, Layers {L;} |, Num-
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ber of Exploratory Rounds ER
> Phase 1: Data Collection
s for j=1to N do
for r=1to ER do
Execute layers L to L; on IoT device
Measure T.l?j EE&J
Transfer output of L; to edge server
Measure T}/ j R&ri
Execute layers L;4 to Ly on edge server
Measure Tcr;
end for
end for
: Send collected data to edge server
- Phase 2: Model Training
Train regression models to predict Thy ;, Tir 5, T j. Enj
- Phase 3: Optimal Partition Selection
for j=1to N do
Predict Ty j. Tv ;. Tc ;. Enj (regression models)
Compute cost C'(j) using Equation (1)
end for
J* + argmin; C(j)
> Phase 4: Continuous Adaptation
while system is operational do
Monitor B, K, and resource usage
Update regression models with new data periodically
if significant changes detected then
Re-evaluate j*
end if
end while
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