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Abstract

We provide a simple proof of the Johnson-Lindenstrauss lemma for sub-Gaussian variables.
We extend the analysis to identify how sparse projections can be, and what the cost of
sparsity is on the target dimension. The Johnson-Lindenstrauss lemma is the theoretical core
of the dimensionality reduction methods based on random projections. While its original
formulation involves matrices with Gaussian entries, the computational cost of random
projections can be drastically reduced by the use of simpler variables, especially if they
vanish with a high probability. In this paper, we propose a simple and elementary analysis
of random projections under classical assumptions that emphasizes the key role of sub-
Gaussianity. Furthermore, we show how to extend it to sparse projections, emphasizing the
limits induced by the sparsity of the data itself.

1 Introduction

The celebrated Johnson-Lindenstrauss lemma [Johnson & Lindenstrauss| (1984]) ensures the existence low-
distortion embeddings of points from high-dimensional into low-dimensional Euclidean space. If x1,...,z, €
RP, where p is a (large) integer, and if € > 0 is a tolerance parameter, then there exists a matrix A in the
set Mg p(R) of real matrices with d rows and p columns such that

V1<ij<n, (1—ellAz - Azj|? < ||z —z)l* < (1+ ¢)|| Az — Az;|? (1)

as soon as

S 81n(n)

d (2)
The classical proof of this result is an elegant illustration of the Probabilistic Method |Alon & Spencer| (2004):
when drawing the entries of A at random from independent Gaussian distributions, Property is satisfied
with positive probability as soon as the output space is large enough. It results from a simple deviation bound
for the chi-square distribution, and hence builds on the specificity of the Gaussian distribution. This proof
is not only mathematically remarkable, but it also gives mathematical foundations for random projections,
a simple and computationally efficient dimensionality reduction technique in unsupervised machine learning
(see e.g. Bingham & Mannilaj (2001)); Indyk| (2001); [Vempala| (2004)); [Sarlos (2006); [Clarkson & Woodruff]
(2009) and references therein).

2 _ 3"

In 2001, |Achlioptas (2001)) showed that random projections can easily be extended to non-Gaussian ma-
trices. In particular, Rademacher, or {—1,0,1}-valued entries can just as well be chosen, leading to even
simpler algorithms suitable for database applications. The proof provided in |Achlioptas| (2001]) relies on
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moment bounds and is somewhat specific to those two families of distributions. It was improved in Ma-
tousek in Matousek| (2008) with more general arguments. It is generally considered |Li et al. (2006) that
"a uniform distribution is easier to generate than normals, but the analysis is more difficult". Even faster
methods for sparse data on streams were then devised |Ailon & Chazelle] (2009)); |(Charikar et al.| (2004); [Kane
& Nelson| (2014) using random hashing constructions and more involved moment bounds. Very recently and
concurrently to our work, |Li (2024) has proposed a unified analysis of sparse Johnson-Lindenstrauss methods
based on the Hanson-Wright inequality, while [Hggsgaard et al.| (2024]) tries to identify the optimal sparsity
rate in the data as a function of the dimension d, the number of points n and the tolerance parameter e.

Our goal is to make the analysis of sparse random projections accessible to a wider audience, and the main
contribution of this paper is two-fold. The first purpose is to highlight that sub-Gaussianity is in fact an
elementary property of random matrix entries that suffices to ensure the success of random projections. The
possibility of using sub-Gaussian entries was (to the best of our knowledge) first mentioned in [Matousek
(2008). Unlike |Li (2024), our analysis is entirely elementary: exploiting sub-Gaussianity in an original
way, it does not require the Hanson-Wright inequality and relies solely on Chernoff and Bernstein bounds.
Compared to [Matousek| (2008); |(Chafai et al.| (2012)), the central argument is simplified, the approach is new,
and we pay special attention to the constant in the exponential deviation bound. The folk theorem (stated
for example in |Boucheron et al.| (2013)) is that using sub-Gaussian entries instead of normal laws is possible
at the price of "just a multiplicative constant" in the target dimension. Focusing on this multiplicative
constant, we show what distributions can be used to obtain exactly the same guarantees as with Gaussian
entries. Trying to provide an optimal compromise between tightness and clarity, we also give intuitions and
intermediate products that may be overseen with the general point of view of Orlicz norms. We give a
simple proof that any 1-sub-Gaussian law with variance 1 offers the same guarantees as the Gaussian law.
We provide a simple and critical analysis for Achlioptas’ limit of 1/3 of non-zero coefficients, and under what
conditions it is possible to go further in the understanding of much sparser random projections. Interestingly,
our treatment of the lower and upper bound of [I1] is not totally symmetric. While the upper deviations
of sub-Gaussian variables can be handled by Chernoft’s bound just as those of the Gaussian law, the lower
deviations can obviously be much smaller (after all, constant variables are sub-Gaussian) and hence require
a different argument. To highlight the connection to the Hanson-Wright inequality, we propose in the final
section an elementary proof of this inequality for sub-Gaussian vectors when the quadratic form is positive
definite. It relies on the same tools as the other proofs of this paper, and it can be read independently.

The second purpose of this paper is to build on this analysis to clearly emphasize the conditions on the data
under which much sparser random projection matrices can be considered. Our approach provides a clear
decomposition of noise into a sparse component ¢ and a sub-Gaussian component U. The (pretty intuitive)
take-home message is that the distances are preserved if and only if the proportion of non-zero entries in
the projection matrix A multiplied by the number of significant coefficients in each vector x; is sufficiently
large: we propose a quantitative and mathematically rigorous formulation of this intuition. An analysis of
the same flavor was established by Matousek| (2008)) for a specific distribution on the sparse projection A,
in the case n = 2. While the arguments in Matousek| (2008)) could be generalized to larger values of n and
other distributions, we present a new perspective through detailed proofs in the sparse and dense cases,
with careful attention to constants in the dense case. Furthermore, we fully elaborate on the lower bound
argument outlined in that article. Specifically, we establish that the condition on the proportion of non-zero
coefficients of A in our main result is essentially not improvable.

The paper is organized as follows. The pedagogical Section [2] includes our analysis of random projections
without assumptions on the data: Section [2.I] includes a deviation bound for the averages of squared sub-
Gaussian variables which is applied Section 2:2] to derive the classical Johnson-Lindenstrauss lemma for
sub-Gaussian random matrices. We discuss in Section [2.3] a few examples of choices of the distribution P
for random projections. Section [3]investigates the possibility of much sparser projection matrices and of the
theoretical limit to the minimal sparsity. Theorem [2] with its rather simple proof in Section [A] extends the
previous analysis with minimal changes to sparse matrices. Theorem [3| gives the order of magnitude of the
minimal allowed sparsity to obtain a quasi-isometry with high probability, at the price of poly-logarithmic
terms. The optimality of this result is discussed in Section[3:3} A connection to the Hanson-Wright inequality
is proposed in Section 4] before the full proofs of the main theorems in the appendix (Section .
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2 Data-agnostic random projections

We recall in this section known but fundamental results that are of constant use in the sequel. The originality
lies in the fact that the Johnson-Lindenstrauss lemma is stated from the start for sub-Gaussian variables.
Furthermore, we were not able to find anywhere else the elegant derivation of [3] written like this. Section [2.3]
contains a simpler derivation of results published in |Achlioptas (2001, with a discussion on their optimality.

2.1 Chernoff’s method for squared sub-Gaussian variables

Let X be a random variable assumed to be 1-sub-Gaussian, which means that VA € R, E [eAX] < eX’/2. This
implies in particular that E[X] = 0 and that Var[X] < 1. We derive in this section a deviation bound for
the empirical mean of independent copies of X?:

Proposition 1 If X;,..., X, are iid 1-sub-Gaussian random variables with variance 1, then

2 “ e 2 52—53
P(I_ESWSHG) < ge-d(F5)

For Gaussian variables, this is a well-known application of Chernoff’s method that is to be found in many
probability textbooks. Inspired in particular by Theorem 2.6 of [Wainwright| (2019)), we propose an extension
to sub-Gaussian variable with an argument that is (as far as we know) original. The proof requires to treat
the upper- and the lower bound separately, which is done in the two following subsections.

2.1.1 Proof of the upper bound

Chernoff’s method requires to bound the exponential moments E [eéxz} of X? with ¢ > 0 for the right

deviations and with ¢ < 0 for the left deviations. We start with the right deviations, for which we will
see right away that a reduction to the Gaussian case is possible without further assumption. Following
Wainwright| (2019) (Theorem 2.6), and remarking that for all z € R, and ¢ > 0,

2

022 > Az e
et = e dA ,

/_oo 2Vl

if X is 1-sub-Gaussian we obtain by Fubini’s theorem that for every ¢ € (0,1/2)

00 _ A2 o _ A2
E [/X° :IE/ X C :/ E ] 2 aa
[ ] e 2VAl —so [ 2/l
/‘X’ 22 e_% X A2a-20 d\ 1
S e 2 d\ = e 4 = ,
e 2/l Coo 0/ml  J1—=2

which holds with equality if and only if X ~ A(0,1). A slightly more elegant approach to establishing the
above equality is to observe that for G ~ N(0, 1), Fubini’s theorem implies that

B[] = Bx [ [ = B [mx [ o]
< Eg {SZGQ} = V%/ﬂ%ee“Qeu;du = \/1%7%
with equality if and only if X ~ N(0,1).

(3)

Hence, all sub-Gaussian variables have exponential moments bounded by those of a Gaussian law, which
permits the right-deviations to be handled the usual way. If Zi,..., Z; are independent random variables
with the same distribution as X2, then for every positive €, Markov’s inequality implies that

0211d
P Lt tZa >14¢e|=P (Z1++24) > (149 | < E£§ . I* _ e~ d(t(+)—mE[#1])
d edt(1+e)
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The concave function ¢ — £(1 + €) + $In(1 — 2¢) < £(1 + ¢) — InE[e*?!] is maximized at ¢* such that

14+e= ﬁ, that is at £* = % (1 — 1%6) = ﬁ Hence, P(Zl +4+Zyg>(1 +e)d) < e~ 419 with

I(e) =" (1+¢€) —InE[e" %] > e—lnéﬁ ‘

This expression can be slightly simplified in many different ways. Let us illustrate the very useful "Pollard
trick": taking g(e) = € — In(1 + €), since g(0) = ¢’(0) = 0 and since ¢g”(¢) = 1/(1 + €)? is convex, by Jensen’s

inequality
e—1In(1+¢) ! 1 :
—am = /0 g"(5€)2(1 — s)ds > ¢" (6/0 s2(1 = s)ds | =g" (5) ’

_ 2 2 3
and hence I(e) > c-In(l+e > € 5 > S . In summary,
> iy
ZidL...L 7 2.3
P(“LdJr d21+e)<ed( ) (4)

2.1.2 Proof of the lower bound

There is no hope to prove that E [e*KXQ} < ﬁ for any ¢ > 0 for all 1-sub-Gaussian distributions,

since it is for example not the case if X = 0 almost surely. In the context of the Johnson-Lindenstrauss
lemma, it is very natural to assume that the entries of the random matrix have variance 1, so that at
least E[||Az; — Aw;||?] = ||z; — «;||>. Under this assumption, it is maybe possible to bound the negative
exponential moments bounded by those of the standard Gaussian and to conclude (as in the Gaussian case)
by remarking that I(—e) > I(e), i.e. that the left-deviations of the Chi-square are lighter than the right
deviations. But we do unfortunately not have a proof for that.

”\X] < X' /2 implies by Taylor

Instead, we remark that if Var[X] = 1, the sub-Gaussianity inequality ]E[e
expansion around A = 0 that E[X*] < 3. Using that e ™ <1 —u + %, we obtain that E {G’ZXQ} < lf€+¥
and hence

P (Z1+d+Zd <1-— 6) < e_d(z(_l“'f)_ln(l—g‘*‘%)) .

Since —In(1 — u) > u + u?/2,

302 362 (0—302/2)? , 33 2 3
— — — — | > - > — _—— = — - —
(—1+¢) 1n(1 0+ 2)_& 5+ 5 >le— 1L 5 1 16
for ¢ = ¢/2. Tt follows that
N 2 33 e2-¢3
P (Zl—’—d—’_z‘i <1-— 6) < e*d(T* 16) < e*d(iz; ) ) (5)

2.2 Application to the Johnson-Lindenstrauss lemma

Now that we have proved that squares of sub-Gaussian variables concentrate as well as squares of Gaussian
variables, we recall for the sake of self-containment the argument that permits to obtain the Johnson-
Lindenstrauss lemma with no assumption on the data:

Theorem 1 (Johnson-Lindenstrauss Lemma) Let z1,...,z, € RP and € > 0. For every d > %@
there exists a matriz A € My ,(R) such that

Vi<ij<n, (1-¢llAw; — Ag|* < llvi — 25]* < (1 + o) Az — Azy|* . (6)
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Proof: In the sequel, we assume that A4, ; = ”/\/& ,1<i<d, 1 <j<p, where the (T} ;) are centered,
standard independent variables of a 1-sub-Gaussian distribution P:

E[TZ’]] = 0, Var[Ti’j] = 1’ E I:e)‘Ti,j} S ez .

P
Z; = \/E Y, = Zyjﬂj
j=1
Then, as for all A € R
p P22 2
E [e)‘Z’] = HE [e’\yfT”] < He T =e7 |
Jj=1 Jj=1
Z; is 1-sub-Gaussian. Since
1 & 1
Ayl = 2> (Vavy) =230 22,
=33 (Vi)' - 332

Equations [4] and [5] yield:

d d ;
1 1 7 2_¢3 2
IP’(Ilz‘lyll2§f[1—671+€])=H”<dE Z§>1+e>+P<d§ Z§<1—e>§2e A= )Sﬁ

i1 i1
as soon as d > i;r:(l? By the union bound and the above inequality applied to y = H?:?H for all i < j
iy
such that z; # z;,
2 n(n —1)
Pl U {lA@ =l ¢ [0 =l — )2 0+ Ollas — 2]} | < Bo—= <1,
1<i<j<n
hence giving the desired conclusion. (|

Observe that the constant 8 in Condition [2]is the best that can be obtained from this proof. The dependency
in 1/€2 also appears to be necessary, but the second-order term €3 is slightly improvable. In the Gaussian
case, the proof above allows to use

_ 4In(n) < 81n(n) (1 n 6)2 ’

S e—In(l+e — €2 3

as we saw in Section For sub-Gaussian variables, the simple expression [2] covers at the same time left-

and right-deviations. Also observe that choosing d > 416%35) permits Property |11/ to hold with probability

at least 1 — .

2.3 What distribution should we use in random projections?

We have seen that any 1-sub-Gaussian distribution of variance 1 presents just the same guarantees as

0_1+49
the standard Gaussian for random projections. This is for example the case of P = g, or of P =

u ( [—V3,V3] ), which are very simple laws that are fast to sample from. Indeed, their exponential moment

functions are cosh(\) and sinh(v/3)\)/(v/3)\) respectively, which are upper-bounded by e*’/2. One may
wonder, after Achlioptas in|Achlioptas (2001, how sparse a random projection matrix can be (sparse matrices
require fewer computations).

Proposition 2 If X is a 1-sub-Gaussian random variable of variance 1, then P(X = 0) < 2/3, with equality
if and only P(X = —/3) = P(X = V/3) = P(X #0)/2.
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Proof: Let us write X = (U, where ¢ ~ Bern(g) and U is an independent centered random variable. The
requirement Var[X] = 1 implies that E[U?] = 1/¢. If X is 1-sub-Gaussian, then E[X*] = ¢E[U*] < 3, and
since E[U%] > E[U?]? = 1/¢? this implies that ¢ > 1/3. Moreover, the choice ¢ = 1/3 is possible only if
E[U*] = E[U?)?, that is if U? = 1/q almost surely. The choice

_ 45 _ 45
P=20_ o +(1-q)d+ ;0L (7)

with ¢ = 1/3 is indeed the suggestion of Achlioptas, and it is 1-sub-Gaussian. The justification of this choice
in [Achlioptas| (2001)) involves pretty involved moment computations, while we here only need to check that
for all A € R,

oo 2k o 2k
E[M] = 1 - ¢+ geosh | = :1+Z’\7 <AMP=14) A
NG ¢ 1(2k) = 2k &l
k=1 k=1

whenever ¢ > 1/3. A sufficient condition for the inequality is that for all k > 1,

<L s 2R (8)

F-1(2k)! = 2F K =
o . . x2 1 . . . .
For k£ = 1 this is always true, for £ = 2 it requires that ¢ > 1 T3 A simple induction shows that if
q > 1/3, the condition is also satisfied for all k£ > 3. Reciprocally, if ¢ < 1/3 then E[e**] — X/2 ~asso —eAt
for a positive constant ¢, and P is not 1-sub-Gaussian. (]

This shows that Achlioptas’ suggestion is the only "optimal" choice in terms of sparsity for a variance
1 and 1-sub-Gaussian distribution. Nevertheless, many other choices are possible, such as for example
P=:50_0+3§6_1+ 300+ £61 + 1502.

3 Very Sparse Random projections

We say that a random matrix with independent entries is g-sparse if each coefficient has probability at least
1—gq to be equal to zero. In the previous section, we showed that the minimal probability ¢ for the non-zeros
values of a suitable 1-sub-Gaussian distribution P is 1/3. In fact, this result was proven in [Li et al.| (2006)
with more complicated moment arguments. It allows to take a target dimension d > 81n(n)/(€* — €*) — see

f to get a e-quasi-isometry with non-zero probability, whatever the data .

This does not exclude the possibility of using g-sparse projection matrices with ¢ < 1/3, however. Technically
speaking, the previous analysis remains quite conservative in that the sub-Gaussianity of Z; is deduced from
the sub-Gaussianity of each of its summands. We may expect to gain a lot of sparsity by using the fact that
a sum can be a lot more concentrated than each of its components. Figure [I] suggests that, at least under
certain conditions on the data, much sparser matrices may be considered.

In this section, we present two results aimed at quantifying the minimum sparsity ¢ necessary to maintain
the quasi-isometry condition with a dimension d on the order of In(n)/€2. In particular, Theorem [3| shows
that g can be as small as max;; %‘; To finish, we establish that this is in fact a theoretical limit and
T J112

that ¢ must be at least of this magnitude.

3.1 Towards maximal sparsity

Let U € R¥P be a matrix of iid 1-sub-Gaussian entries with variance 1, and ¢ € R%*P be a matrix of
iid Bernoulli variables of parameter ¢ independent from U that is used to mask a proportion 1 — ¢ of the
coefficients. We assume that for all 1, k,

1
= Jda
For the coefficients of U, one can take Achlioptas’ choice %(5_ Vit %50 + %(5 /3 to gain yet another fraction
of sparsity on top of the mask. We apply the matrix A to n points x1,...,2, in a high-dimensional space

Ak CirUik - 9)
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Figure 1: Admissible value €, in function of the sparsity parameter ¢ of the random projection entries. Each

data point x; € R10990 has independent Gaussian entries. The projection matrix A has independent entries

with distribution 20__1_ + (1 — ¢)dp + 26_+_. The target dimension is d = 500. The blue line shows
2 2 Vaa

. Alz;—z;)|? . . Azi—z;)||?
min; ; %, while the red line shows max; ; %
[3 J T J

The value ¢ = 1/3 seems to play no special role, much sparser matrices seem to respect pairwise distances
just as well.
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RP, and we look for the minimal conditions under which the quasi-isometry property still holds with
positive probability. We propose a first result in that direction.

361n (2n2)

Theorem 2 Let x1,...,x, € RP and € > 0. For every d > 5 3
€ —¢€

and every

18]2i — ;14 + 2o — ;1w — 3,13 |

¢ > max (dn?) | (10)
i#] [z — ;3
it holds with positive probability that
V1<ij<n, (1-ellAz; — Azjl* <|lzi —z;)|* < (1 + €)|| Az — Azy* . (11)

In particular, Theorem [2| establishes that there exists a g-sparse matrix in Mg ,(R) satisfying the quasi-

2

% In(nd) up to a constant factor. Hence, if the
1 J 12

isometry condition if d > In(n)/e? and ¢ > max;;
coefficients of the differences x; — x; for i # j are of the same order of magnitude 1/,/p, then ¢ is allowed to
be of order In(nd)/(e?p), which is much smaller than 1/3 if p > 1/€2. The cost in terms of target dimension
is only a multiplicative constant (that is not optimized in the previous reasoning). The proof of Theorem

relies on similar ideas as in the preceding section, and will be provided in Section [A]

In Theorems 1] and [2| the target dimension is of order In(n)/e?. The interest of Theorem [2| is mostly
theoretical, as the constants can become pretty large. It turns out that if we allow slightly larger target
dimensions of order polylog(n)/e?, then we can decrease even further the sparsity parameter q. For the sake
of completeness, we state this version of the quasi-isometry property in high-probability instead of just
with positive probability.

Theorem 3 Let x1,...,x, be arbitrary vector in RP and let A € R4*P be a random matriz with independent
entries Az, = ﬁ@kUik with
2
T —
05 max B2l
i#i ||z — ;13
Then for any 6 € (0,1) and any d such that

12 2
dzgmmm@+ﬂmmm+mmw0, (13)
the e-quasi-isometry property holds with probability at least 1 — §.

Up to a poly-logarithmic factor in n and ¢, the minimal dimension dy satisfying Condition [T3]is still of order
lwi—w; 1%

1/€?. The parameter ¢ can be chosen as small as max;; TR
LTi—Tjll5

while keeping the original guarantee of

Johnson Lindenstrauss with non-zero probability under the same condition (2)) up to a poly-logarithmic
factor: we require d > dg(n, 1,€) instead of d > 81n(n)/(e? — €*). In comparison to Theorem [2| we removed
a factor of order 1/€? in the minimal allowed sparsity ¢, at the cost of a poly-logarithmic factor in the target
dimension.

3.2 About the sparsity conditions [12] and [10]

Condition ([12]), can be understood as a "not-too-high-sparsity” condition on the differences x; —;, which we
formalize as follows. For any constants k < k' € (0,1) and integer any s € {1,...,p}, we say that a vector v
is (k, K/, s)-full if ||v||eo < /K'/s and if it has at least s coordinates whose absolute value are at least equal

to \/k/s, that is

Wl < V/K'/s and |{k : |vg| > \/K/s} > s. (14)
This implies in particular that ||v||> > & > £s||v||Z,. Hence, if a set of vectors {z1,...,x,} is such that all
the differences z; — x; are (k, k', s)-full for i # j, then a sufficient condition implying is

qZ(i)i. (15)
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Figure 2: Admissible value € in function of the sparsity parameter ¢ of the random projection entries
(logarithmic scale), for different values of the sparsity s of the data. Each data point z; € R1%9%0 has exactly
s non-zero components, which are independent Gaussian entries. The coefficients of the projection matrix
A are independent and have distribution %5_\/% + (1 —q)d + %6\/%. The target dimension is d = 500.

: . A(zi—z;)|? . . A(zi—z)|?
The blue line shows min; ; %, while the red line shows max; ; %
= p—

of the ordinates are different between the plots.
It can be observed that quasi-isometry is ensured whenever ¢ x s is sufficiently large.

. Observe that the scales

In other words, we can take a matrix A which has only a proportion ¢ 2 1/s of non-zero coefficients. This
condition is for instance very weak in the dense case where the differences z; — x; are (k, x’, p)-full for all
i # 7, since it only requires A to have a proportion non-zero coefficients of order ¢ 2 1/p. In that case, all
the coeflicients of each difference x; — x; are uniformly spread over the p dimensions, in the sense that up to
constants k, &', |Ti, — x;,| < 1/,/p for any k.

Condition (12)) becomes however much stronger when there exists a difference x; — x; which is s-sparse for
a small s, that is [{k : xj; # z;1}| < s. Indeed, in such a sparse case, |z; — z;||% /||lzi — z;]|3 > 1/s, and
the condition ¢ > 1/s is necessary to satisfy (12]).

3.3 Theoretical limit to the sparsity

It turns out that the condition ¢ 2 1/s is in some sense optimal if we impose the dimension d to be of order
1/€% up to a poly-logarithm. This observation was already highlighted in , and we establish
a result in this section that aligns with this perspective. Experimentally, Figures [2 and [3] dually confirm
that random projections remain equally efficient as long as the proportion of non-zero coefficients is clearly
above the minimum between 1/s and 1/3. Our lower bound is based on the following intuition: let y be
(1,1, s)-full vector, that is ||y|| = 1 and y; € {—1//5,1/+/5,0}, and let S = {k € [p] : y; # 0}. If A € R*P
is any random matrix with independent coefficients such that P(A;; # 0) < ¢ for all (4, k), then,

q

dsl_q '

P(Ay = 0) > P(V(i, k) € [d] x S, Ay, = o) = (1 - q)% = edsln(-0) > =

Hence, if ¢ < 1/(2ds), then P(Ay = 0) > 1/e. In other words, there is no hope to satisfy the quasi-
isometry property with high probability if ¢ < 1/(2ds). This argument misses however the regime
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Figure 3: Admissible value ¢, in function on the sparsity parameter s of the data (logarithmic scale), for

different values of the sparsity ¢ of the projection matrix. Each data point of the n = 100 data point

x; € R0 hag independent coefficients that are non-zero with probability s/p; the non-zero coefficients

are independent and uniformly distributed on {—1,+1}. The projection matrix A has independent entries

with distribution £6_ 1 + (1 — ¢)dp + 40_1_. The target dimension is d = 500. The blue line shows
2 Vi Vad 2

min, ; %, while the red line shows max; ; W

We observe that the values ¢ > 1/3 ensure the quasi-isometry property whatever the data. For smaller

values of ¢, the number s of non-zero coefficients needs to be larger than 1/q.
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where €2/s < ¢ < 1/s if d < 1/€2. The following theorem provides a general optimality result for all
q < 1/(240s), and hence fills the gap between €2/s and 1/s when d < 1/¢? up to a poly-logarithmic factor.

Theorem 4 Assume that A € R¥P has iid coefficients distributed according to Achlioptas’ distribution with
parameter q — see Eq. @ Let y € RP be a unit vector with coordinates in {—1//s,1/+/s,0}. If dgse* < 1/2,
gs < 1/240, then

P(| Ayl €[l —¢,1+¢]) <1 —e 200,

In other words, if d < 1/€? up to a polylog, then Theorem |4l only requires that ¢ < 1/s up to a polylog.
We take a probability 1 — e~2%%0 that is very close to 1 in the theorem to match the two regimes where
dgs 2 1 and dgs < 1. In the proof of Theorem we also show that in the sub-case where dgs > 1/2048, the
probability of success P(||[Ay||? € [1 —¢,1 + €]) is smaller than 1/2. The proof, which is given at the end of
section [A] relies on the Tchebychev’s inequality and on a control of the moments of order 2, 4, 6 and 8 of the
random variable || Ayl||.

4 En passant: concentration of non-negative quadratic forms

As a conclusion to this contribution, we highlight that the upper bound given in Section [3.1] is in fact
strongly connected to the Hanson-Wright inequality for sub-Gaussian random variables — see e.g. [Rudelson
& Vershynin| (2013), and |Li| (2024) for an application to the Johnson-Lindenstrauss lemma. This inequality
is known with precise constants for quadratic form of Gaussian vectors — see Example 2.12 in |Boucheron
et al| (2013) — and it has been generalized with non-explicit constants to sub-Gaussian vectors, e.g. in
Theorem 6.2.1 of |[Vershynin| (2019). In the case where the quadratic form is assumed to be non-negative,
the constants were established to be the same as in the Gaussian case in|Hsu et al.| (2012). For completeness,
we propose a succinct proof of the Hanson-Wright inequality for sub-Gaussian vectors when the quadratic
form is assumed to be non-negative.

A random vector X € R" is said to be 1-sub-Gaussian if, for any u € RY, E[e*' X] < exp (Jlull3/2). In
particular, if Z1,..., Z; are independent real random variable and 1-sub-Gaussian, that is ]E[e)‘zi] < e’/ 2
then for any orthogonal matrix P, PZ is a 1-sub-Gaussian vector. In contrast to [Rudelson & Vershynin
(2013), we do not require in the following proposition the coordinates of X to be independent.

Proposition 3 (See also Theorem 2.1 of [Hsu et al.| (2012)) Let S be any dxd symmetric matriz with
non-negative eigenvalues, and X be a 1-sub-Gaussian vector. Then, for any £ € [0,1/(2|1S]lop)),

T ZQ S 2
Ex[e!X"5X] < exp (ETr(S) + %) .

As a consequence of Proposition [3] and following the same computations as in Theorem 10 of [Boucheron
et al.| (2013]), it holds that with probability at least 1 — §,

XTSX < Tr(S) + \/41S]2 1n(1/8) + 2]1S | In(1/5)

for any 6 € (0,1). In comparison to Theorem 6.2.1 of [Vershynin| (2019)), the constants are explicit — they
are indeed the same as in the Gaussian case. The argument applies however apply only to non-negative
matrices. Proposition can be deduced from the proof of Thereom 2.1 in Hsu et al.|(2012)) in the case =0
and o0 = 1, but we still provide our own short proof as the underlying ideas are at the core of the upper
bounds of this paper.

Proof: [Proof of Proposition [3] Let us write S = P Diag(u1, ..., pun) PT |, where py > -+ > p, > 0 and

P is an orthogonal matrix. Let also Y be the sub-Gaussian vector equal to PX, and ¢ > 0. By Fubini’s
theorem,

b

Ex {QZXTSX} —Ey [62::1 fuiyf} =Eg |:EX [62;1 \/%MiYiGiH <Egq [ezyl ;eﬂiG?]
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where G, ...,G, are independent standard and centered Gaussian random variables. Then,

n

W1, e 1 n n 2,2
EG |:eZi=1 2é“lG1:| = H e eZTr(S) HeXp (—% 111(1 — 26/.1,1) — é,ul) < exp <£TI'(S) + E 1;2'? ) y
i V1= 26 i=1 "

=1

. . . . . 1 L 2su; 022
where the first inequality comes from the inequality —5In(1 — 26u;) — s = |, 1_52’;” ds < 1_;2[”. We
n 0y e1S|1%

i=1 1—2sp; — 1—25[[S|[op

conclude the proof by remarking that >
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A Proofs of Theorems[2, [3]and [4]

While the proof of Theorem [2| remains as close as possible to that of Theorem [I] it provides some intuitions
for the proof of Theorem [3}

A.1 Proof of Theorem

Let U € R¥P be a matrix of iid 1-sub-Gaussian entries with variance 1, and ¢ € RY*P be a matrix of
iid Bernoulli variables of parameter ¢ independent from U that is used to mask a proportion 1 — ¢ of the
coefficients. We assume that for all ¢, k,

1

Vdg

and for any vector y € R? of norm ||y||2 = 1 write as before Y = Ay and Z; = V/dY;.

Ak CirUik (16)

Following the previous analysis, we need to bound E [ exp()\Zf)] , and we know how to do it from E [ exp()\Zi)]

when Z; is sub-Gaussian thanks to the argument of Inequality Since Z; = Y 1_; ykc“"% is a sum of
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many small contributions, for any fixed A we can bound lnE[exp()\Zi)] using only the local behavior of

PY(A) = lnE[exp()\Ui’k)] around 0, which is of order A?/2 even when 1 is not upper-bounded by that

quantity. But using Inequality [3| would require a uniform control of v, which we cannot provide. We are

hence obliged to take another path, by conditioning on the mask variables ({;;) and focusing on the "typical"

behavior. Namely,

exp [ A VUi
Vg

P 2,2
A"y Gik
< ||E exp(’“)} =E
[ 2q q
To upper bound this term, let for each i € {1,...,d} and for 0 < e <1
€ P y2 €
— k . e
Gi—{<1—3>§ g ?Czkﬁ (1-1-3)} .

2 2
By Bernstein’s inequality applied on the [07 ”yy""}—valued independent variables (%’“Qk) <y’ which have
1<k<p

Ci,la RN ) Ci7k:|:|

_ £ EE | ex )\kaikUik)
T = [ow (220

4 4

. Y Y

riance % g(1 — g) < Z&

vaaceqzq( q)_q7

_ 2/18 g
P(G) < 2exp | — . = 2exp (—)
vi | lylZe 1 )
P U e 18]1yll3 + 2llyll%

which is smaller than 1/(dn?) as soon as

18]lyll5 + 2llyll3 2
q> 6—21n(dn ). (17)

On the event G;, the behaviour of Y; is as expected:
A2 €
E[exp (AZ;) 1g,] < exp 5 (1 + §)
and Z;/y/1 + ¢/3 is 1-sub-Gaussian. By Equation
(Z? 1
E |ex ) 1, | < .
[P<1+;) @]—vT—%

Left deviations may be treated similarly. Hence, on the event G = ﬂle G, the behaviour of ||Y]| is just as
in the non-sparse case: for all e <1, by Equations [4] and [5]

, 1< 22 1+
ran e - c1dh <r (an {130 2o 12

d d
1 Z? € 1 Z? €
< — 2 — Z ? I
_P(Gﬂ{diill §>1+3}>+P<Gﬂ{diill_§<l 3})

<2 efd(€237663) .

wlmn| ™
—
N———
+
=
VR
()
D)
——
IS
iM-
—
NS
wlm
A\
==
L
wimn| ™
—
N———

Ti—Tj

Consequently, denoting by G% the set G corresponding to y = Teizz
i~ Ty

Pl U {4 -2l ¢ [0 - llos =l (0 + Ollas - 51%]

1<i<j<n
)2 2_.3
< ¥ P(Gi’j)+P<Gm{w¢[1—6,1+e]}><1+n23_d(36)<1
1<i<j | — ;| 2
<i<j<n
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361n (2n2
as soon as ¢ satisfies Eq and d > %

A.2 Proof of Theorem 3l

Let ® be the Hadamard product, so that A = ﬁ( ©U. We assume that y is unit vector of RP representing
a

.’.E
one of the unit vector Hw —

and we write as before Y = Ay. The coefficients of w; = ﬁg. ®y are equal
q
to wiy = ﬁ@ikyk, and
Y2 = 323 GnCow UnUino yiynr = (U w;)?
Kk

The upper bound

Yi/|lw;] is 1-sub-Gaussian conditionally to . Hence, if G is a standard Gaussian random variable, it holds
conditionally to ¢ that for any £ in [0,1/(2max |jw;]|?)),

oy? V2lY;G w262 _ 1 2, _Clw
By [o7] = B [Bo [e#€) ] < B [ = —rs < exp (il + Sl )
where the last inequality comes from the fact that —3 In(1—2||w;||*) —€]|lw;||* = [; ‘ T ZZ‘LI\LIJ;JEHQ ds < 1f22|‘£1\l|);”j|2 .
Hence, conditionally to {, we have that
Po(|Ay|?>1+¢) <E Qd: l[wil|? + 4 max; [lwi o1+ e) (18)
€ ex w; - €
Uyl = U pot 1 — 20 max; ||w;||?

Let us now integrate according to (. The w;;’s are independent, identically distributed random variables
4
Yk Y

with law ﬁB( q). Moreover, Var(w?,) < pEr

E[¢h] < d%qy,%. Bernstein’s inequality together with a union

bound over the d possible indices i = 1,...,d gives that with probability at least 1 — &/(3n?),

max [|wi]|* < § + \/Qd% Iyl n(3n2d/8) + 3. llyll3. n(3n*d/6) .

The assumption implies that ¢ > ||y||2,. Since ||y||*> = 1, ||y|l7 < |ly||%, and the following event G holds
with probability at least §/(3n?):

G = {max [lwi]* < & (1+ v/AIn(3nd/8) + 2In(3nd/9)) } = {v il < ‘5} . (19)

where for simplicity we write ¥ = 1+ +/41n(3nd/§) +21n(3nd/d). Using the inequality e* < 1+u+ (e —2)u?

for any u € [0, 1], we have that for any ¢ € [0, ﬁ)»

d
E |exp (52 IIwill2>] =11 (qexp(d%yi) +1- q)

ik
<Hexp< qexp(7 y )—1))

< exp(l+ (e —2) Lyl

<exp(l+(e—2)%).

Let us now integrate the conditional probability P¢(||Ay||* > 1+ €) over ¢. For any £ € [0,d/(4V)), we have
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o
3n?

P(Ayl* > 1+¢) <E

_|_

d
e ma; |
exp (éz sz||2 + max ||w || —é(l +6)> 1
=1

1 — 20 max; ||w;]|?

A

E 2
+ 3n?

d
exp (ez lws|? + 20247 — g1 + e))

i=1

2 2 w2
§exp<(e—2)g+2€ 7—66) +W

The second inequality comes from Equation which holds true under the event G defined in . The
third inequality comes from the fact that ¢ < d/(4¥?) < d < dq/|ly||% and the above upper bound on

Elexp(¢ 32, [lwil*))
Choosing £ = de/(2(e — 2) + 4¥?) < d/(4¥?), we get

P(|Ay|2>1+6) <e L LS
Y= 2O =P Ty o) 1 a2

Hence, if d > dy = 121n(3n/5)¥?/€?, we obtain that
5 2%
B(Agll? = 1+ ¢) < exp (21n3g> Lo
n

A union bound all the n(n —1)/2 < n? pairs gives that

Pl U {HA(xi—;Ej)HQZ(l—Fe)Hxi—szQ} <26/3. (20)

1<i<j<n

The lower bound

For the lower bound, we use the same arguments as in section We still have that E[(Ay)?] = 1/d for any
i € {1,...,d}, but we since the variables (Ay); are not sub-Gaussians, do not have the bound E[(Ay)}] < 3.
Instead, we bound the fourth moment as follows:

d
3 1
E[(Ay)}] < 5 D C*uivi + 55 > auiElUR]
T =
2
_3 3l _ 6

= 2 d2q — a2

Hence,

2 2
P(J|Ay|> <1—¢€) <exp (dln <1 — 2 +322) +(1 —e)) < exp (?/d —Ee) :

Choosing ¢ = ¢/6, we obtain that

2
P(l Ayl <1 -0 < exp(- 9.

If d > dy > 241n(3n/6), then we obtain
P(||Ay|* <1—¢€) <6/(3n%).
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Hence, from a union bound over the at most n? possible pairs ;, x;, we obtain that

Pl U {lAGi-2)|” <@ =ollei =2} | <9/3. (21)

1<i<j<n

We conclude from the upper bound 1D and the lower bound 1l that if ¢ > max;; ozl g it

lzi—=;13

d > dy(n,d,€), the e-quasi isometry property holds with probability at least 1 — §, that is

Pl U {llA@i—e)l ¢ [(1 = e)llai — 202 (0 + Ol - 25012] } | <20/3+0/3<6.

1<i<j<n

A.3 Proof of Theorem [

Let y be a unit vector of R?. If dgs < 1/2048, then we have that

—ds7——

P(||[Ay|> € [l —e,1+¢€]) > P(Ay =0) > e i > 5000

which proves the result in that case.
In what follows, we assume that dgs > 1/2048. Chebychev’s inequality implies that
P(|Ayll* € [1 =, 1+ ¢]) = P((Ay[* —=1)* < &)

Var [(||Ay|* —1)?]
T E[([Ayl? - 1)%) e

Subsequently, we give a lower bound of E[(||Ay||? —1)?] and an upper bound of Var[(||Ay||* — I)QJ. We denote
by X a random variable following the distribution of one coefficients of A. X can be written WC U, where
q

¢ ~ Bern(q) an U ~ U({-1,1}) are independent. It holds in particular that for any k > 1, E[X?**1] =0
and }E[X2k} dk%

Lower bound of E[(||Ay||?> — 1)2].

d p p 2
E[(|Ay|* - 1)%] =E[|4y['] -1 =E (ZZZAmAﬂykyl> —1

i=1 k=1 I[=1

- > B ] AukAvykw,| -1,

i1,92,k1,k2,l1,l2 ue{1,2}

where the final sum is over all (i1,i2) € [d]? and all (k1,k2,11,12) € [p]*. Let us fix i1,42 such that i; = is.
Since E[A;x] = E[A2,] = 0 for any 4, k, either k; = ko = I3 = 5 or there is exactly two pairs of equal indices
among (ki, ka,l1,12). Since there are exactly 3 possible ways of matching 2 pairs among the four indices, we
have that

1 3 1
> B[ ] AusAuen| -1 =EX I+ 3R (ol - 1ol = 5+ 35 (1-3) -

k1,ka,l1,l2 u€{1,2}

If i1 # i2, then we necessarily have that k1 = [; and ko = I for non-zero contributions. Hence, in that case,

1
> E| I AurAiiyku, | —1=EX|yl3 = a2
k1,k2,l1,l2 ue{l,2}
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Combining the two cases, we obtain that

B[4 - 1) = g+ s (1-5) + N2 1z o 2

Upper bound of Var[[|Ay|*> — 1)?].

Var [([[Ayl* - 1)?] < E [(|4y|* - 1)*] = E[| Ay[*] - 4E[||Ay|°] + 6E[[| Ay|*] — 4E[|| Ay|I*] + 1
6 18

81 6 o 18
< E[||Ay[®] — 4E[||Ay|| }+dqs+3+ -

The inequality comes from the above computation of E[||Ay||*]. In what follows, we first upper-bound
E[||Ay||®] and then we lower-bound E[||Ay||®]. For the latter, the idea is to cancel out the terms of constant
order or of order 1/(dgs). Following the same lines as in the computation of E[||Ay||*], we observe that

E[lay*] = >, E| ] AurAinveu]| (23)

(1) (kw),(lw) u€e{1,2,3,4}

where the sum is over all ((iy)u=1,... 4, (ku)u=1,. 4, (lu)u=1,..4) € [d]* x [p]®. Let us consider the following
sets for the indices (i,):

1. (iy) € I if the 4,’s are pairwise distinct. in that case, |I;| = d(d — 1)(d — 2)(d — 3) < d*

2. (iy) € I5 if there are exactly two equal indices among the i,’s. In other words, (i,) is a permutation
of (i,i,4',i") where i, 7', i" are pairwise distinct. Here, |I| = 6d(d — 1)(d — 2) < 6d3

3. (iy) € I3 if there are exactly three equal indices among the 4,’s, i.e (i,) is a permutation of (i,1,1,1)
where i # i’. Here, |I3] = 4d(d — 1) < 4d>

4. (iy) € I4 if all the i,’s are equal. Here, |I4] =d

5. (iw) € I5 if there are exactly two pairs of equal indices among the i,’s. Here, |I5| = 3d(d — 1) < 3d?

The sets (I,,) are disjoint, and the reader can check that the sum of their sizes is equal to d*. Let us fix
(iy) € [d]*, and consider the five following cases, each corresponding to one of the sets (I,).

1. If (4y) € I, then the expectation of the product over u € {1,2,3,4} is non-zero ouly if &k, = [, for
all w € {1,2,3,4}. Hence,

1 1
Z - H Aiyky i, Yk, Y1, | = EHyIIg =i
(Kw)s (L) u€{1,2,3,4}

2. If (i) € I, we assume that without loss of generality that (i1,i2,473) are pairwise distinct and
that i3 = i4. In that case, we have a non-zero contribution only if £y = l1, k2 = lo and if either
(ks = I3 = k4 = ly) or there are two matching pairs among the indices (ks,l3,k4,l4) (3 possible
matching). Hence, using the fact that ||y|2 = 1 and ||y||} = 1/s:

1 3 1 3
Yoo Bl I AwseAinmy | < 5= lyl3lolli+ Syl = ——+ = -
d*q d d*qs d
(kw),(lw) u€{1,2,3,4}
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3. If (i) € I5, we assume that i1, i9 are distinct and that io = i3 = i4. In that case, we have a non-zero
contribution if k; = I; and if either (ko = Iy = k3 = I3 = k4 = l4) or if there are 3 matching pairs
among (k1,12 k3,13, k4,14) (5 -3 = 15 possible matchings). Hence, using also that ¢s < 1,

1 15 16
> E II AurAiyew, | < qugHyH%HyHg + gl\yIIS < dig2s?
(ka)o(le) | ue{1,2,3,4)

4. Tf (i) € 14, then there is a non-zero contribution in one of the three following cases. Either the k,’s
and [,,’s are all equal, or there are 2 groups among the k,’s and [,,’s, each made of 4 indices that are
all equal (%(i) = 35 possibilities), or there are 4 matching pairs (7 -5 -3 = 105 possible matching).
Hence,

1 35 105 141
Z E H Aivk, Ainl Yk Y, | < qu:g”yHg + quQHQHZ + = lyl5 < P
(kur)v(lu) u€{1,2,3,4}

5. If (i) € I5, assume without loss of generality that i; = ia, i35 = iy and is # i3. Then there are two
possibilities for each pairs (i1,i2) and (is,i4). Either ky =13 = ko = Iz (vesp. k3 =13 = ky =14) or
there are three pairs of equal indices among ki, 1y, ko, lo (resp. ks, l3,kq,14). This gives

1 3 > 16
4 4
> 5| I e < (Gl H) < e
(kw),(lw) uwe{1,2,3,4}

Decomposing the equation into these five above cases and using the assumption dgs > 1, we obtain that

E[lAy|¥] <1+ — 2 2218 1 3x10 , 0 I8, 203
yirl = dgs = d = d2q%s? " d3¢3s3  d2¢%s2 dgs d  d?¢*s?’

which implies that

6 12

Var [(J14y]” - 1)°] <Elll4y|I*) - 4E[1Ay]° + 2= +3+ 3
12 253 30

<44 == — 4E[|| Ayl|® _ov 4
S+ g RN+ s

We now show that the term 4 + d% is smaller than 4E[||Ay||]. Doing the same reasoning as above, we can
write

E[lAy|®] = > E| [I AwrAnnoew.]| (24)
Gudo(ku)o(la) [wef12,3)

where the sum is over all (j,), (ku), (I,) in [d]® x [p]®. The product is always non-negative, and we consider
the sets

J1=40,4,7): j€d]} and Ja = {(j1,72,73) : two of the j, are equal and distinct from the other one} .

We have that |J1| = d® and |J2| = 3d(d — 1), so that

E [ Ay[°] > > E| ] AicAinveu.|+ > E| I Aix Ak,

(Ju)€J1,(ku)s(lu) u€{1,2,3} (Ju)€J2,(ku),(lu) u€e{l1,2,3}
1
= [lyll5 + 3d(d — 1)qu||y||3||y||§
3 3 3 3
= >

A S T L
dgs d2qs — + dgs  d%q%s?
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To conclude, we obtain

12 253 30

Var [(J|Ay||? — 1)?] <4+ — —4E[|Ay||%] + s + =

ar [(Ayl® = 1)%] < 4+ = — 4B AYI1) + s +

256 30
= 2q2s? + d
Combining this latter upper bound with , we conclude that
256 30 256
= 22 +30gs

P(IIA 2 1—e 1 < d2q2s? d dgs <1/2

(” yll” € € Jre])_ %%_62 = 1—dgse2 — /2,

where we used in the last inequality the assumption that dgse®> < 1/2, gs < 1/240 and dgs > 2048.

concludes the proof of Theorem [4]
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