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Figure 1. We present HeadCraft, a generative model for highly-detailed human heads, ready for animation. Our method is trained on 2D
displacement maps collected by registering a parametric template head with free surface displacements to a large set of 3D head scans. The
resulting model is highly versatile and its latent code can be fit to an arbitrary depth observation.

Abstract
Current advances in human head modeling allow to gen-

erate plausible-looking 3D head models via neural repre-
sentations, such as NeRFs and SDFs. Nevertheless, con-
structing complete high-fidelity head models with explic-
itly controlled animation remains an issue. Furthermore,
completing the head geometry based on a partial obser-
vation, e.g. coming from a depth sensor, while preserv-
ing a high level of detail is often problematic for the ex-
isting methods. We introduce a generative model for de-
tailed 3D head meshes on top of an articulated 3DMM
which allows explicit animation and high-detail preserva-
tion at the same time. Our method is trained in two stages.
First, we register a parametric head model with vertex dis-
placements to each mesh of the recently introduced NPHM
dataset of accurate 3D head scans. The estimated dis-
placements are baked into a hand-crafted UV layout. Sec-
ond, we train a StyleGAN model in order to generalize
over the UV maps of displacements, which we later re-
fer to HeadCraft. The decomposition of the parametric
model and high-quality vertex displacements allows us to
animate the model and modify the regions semantically. We
demonstrate the results of unconditional sampling, fitting
to a scan and editing. The code and data are available at
https://seva100.github.io/headcraft.

1. Introduction

The ability to create lifelike 3D head models is crucial for
many applications, ranging from video game character de-
sign to virtual try-on experiences and medical simulations.
3D Morphable Models (3DMMs) [6] constitute an essen-
tial and robust tool for basic 3D head geometry estimation
and tracking that enables its further reconstruction and ani-
mation. Furthermore, 3DMMs, along with their consistent
UV parameterization of the surface, are commonly used in
constructing virtual avatars as an approach for approximate
surface representation or regularization [4, 22, 33, 60].

Constructing (neural) 3DMMs capable of representing
the diverse distribution over human heads while disentan-
gling identity and expressions and capturing a high de-
gree of detail is challenging. At the same time, such neu-
ral representation would ideally be compatible with well-
established methods for animation and tracking, which are
usually mesh-based and are required to fulfill certain real-
time constraints.

Despite the recent progress of implicit representa-
tions, such as neural radiance fields (NeRFs) [36] and
signed distance functions (SDFs) [38], the most promi-
nent 3DMMs [6, 32, 40] are based on a template mesh
(i.e. feature explicit geometry), and principal component
analysis (PCA), to represent identity and expression varia-
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tions. Mesh-based 3DMMs can usually be robustly fitted to
videos, easily animated and integrate well with established
graphics pipelines. However, these approaches are funda-
mentally limited by both the mesh resolution and represen-
tational capacity of its underlying (multi-)linear statistical
model. In our work, we improve on both of these aspects
and leverage recent advances in generative image modeling
by using StyleGAN2 [27] to predict highly detailed geome-
try in the UV space, which is independent of the mesh res-
olution.

A different line of work attempts to build 3DMMs based
on neural SDFs instead of meshes (e.g. [20, 56]), thereby
enabling reconstruction at arbitrary resolutions. However,
the incorporation of such implicit representations is lim-
ited due to a lack of compatibility with standard graphics
systems and animation tools. Furthermore, SDF-based ap-
proaches often require costly evaluations, e.g. via marching
cubes [35], to extract an implicit surface, which can hinder
the real-time application of these methods.

Inspired by the combination of these ideas, in this re-
search, we introduce a generative model that allows for an-
imation and tracking and preserves a high level of detail.
At the heart of our approach lies the idea of combining
an explicit parametric head model (FLAME [32]) with sur-
face displacements complementing the low geometry detail
of the head model. FLAME is an example of a 3D Mor-
phable Model [6, 15] with a fixed set of vertices and fixed
topology, constructed as a linear statistical model over the
heads with point-to-point correspondence and further con-
trolled by shape and expression latent codes. We register
a highly subdivided FLAME mesh template with free ver-
tex displacements to all 3D head scans in the NPHM [20]
dataset to obtain the necessary training data. To facilitate
as high level of detail in the displacements as possible, they
are fitted in two steps. First, the optimization problem is
solved for vector displacements with strong regularization
that penalizes very hard for self-intersections of the de-
formed mesh regions. Afterwards, a separate optimization
step refines the displacements only along the normals of the
deformed vertices while keeping the regularization weight
low. These displacements are baked into a predefined UV
layout. Finally, we train a StyleGAN2 [27] model to gen-
eralize over this set of baked 2D displacement maps. This
novel architecture allows us to operate at a resolution higher
than the conventional FLAME template, enabling the gen-
eration of highly detailed and animatable 3D head models.

To validate the efficacy and practical utility of our ap-
proach, we evaluate it in several settings. The diversity and
fidelity of the generated 3D head meshes are quantitatively
and visually compared to other methods w.r.t. the real head
scans from the FaceVerse dataset [51], both in UV space and
rendered image space. We also explore the applicability of
our approach in fitting the latent representation of the gener-

ative model to complete or incomplete point cloud data and
demonstrate its animation and manipulation capabilities.

To summarize, our contributions are as follows:
• We introduce a two-stage registration procedure to craft

high-detail displacement maps on top of 3DMMs from
3D scanning data. This enables the application of 2D gen-
erative models to tackle the 3D generative task.

• We propose a generative model operating in the displace-
ment maps domain to enhance the low-frequency geome-
try of FLAME with details and extend its shape space to
a range of variations.

• We demonstrate the versatility of our method through un-
conditional sampling, interpolation, semantic geometry
transfer, and 3D completion based on partial depth ob-
servations.

2. Related Work

Many recent solutions to computer vision problems involv-
ing human bodies and heads are built on statistical body
models, forming the foundation for building personalized
avatars [1, 2, 19, 22, 60], motion tracking [17, 47], scan reg-
istration [20], controlling image synthesis [46], and more.
Their line of research is divided into two major branches.

Mesh-based Models. Pioneering work in the field [6]
proposed 3D morphable models (3DMMs) for the human
faces’ identity, expression, and appearance representation.
Their model is built around a 3D template mesh and linear
parametric blendshapes derived from PCAs over 3D scan
data. With new datasets and registration procedures, their
work has been extended from faces to heads [31, 32, 42],
hands [45], full bodies [34], or combinations of these
[39, 53]. The template mesh has a fixed topology which
provides consistent UV unwrapping and enables fitting to
know surface correspondences, e.g. semantic regions and
landmarks. Yet, it limits the representative power w.r.t. the
overall shape and level of detail beyond what the template
provides. Downstream approaches compensate this by op-
timizing displacements [1, 2, 8, 22, 28, 31, 55] or additional
implicit geometry [9, 18] on top of the mesh. Displacements
are applied either per-vertex individually [1, 2, 22, 28] or as
a displacement map over the whole surface using the con-
sistent UV unwrapping of the template [17, 31, 55]. Some
approaches infer the displacement maps from images or tex-
ture reprojections for specific individuals [17, 55]. By mak-
ing use of high-quality scans, the authors of [31] demon-
strate that GANs [21, 25, 27] for image generation can be
leveraged to learn a generative model over displacement
maps in the face region. Our method takes this idea fur-
ther by learning a generative model for displacements over
the whole head. It showcases that even the surface geom-
etry of large and complicated hairstyles can be represented
with high fidelity. The resulting outputs of our full-head
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Figure 2. An overview of the method. In the registration stage, we (a) fit the FLAME template by the face landmarks to the scan from the
NPHM dataset and highly subdivide it, (b) optimize for the vertex displacements in R3 to fit the rough geometry with strong regularizations,
(c) optimize for the scalar refinements of the displacements along the normal directions, and (d) bake the displacements into a UV offset
map. To generalize over the UV offset maps, we train a StyleGAN2 [27] model. After training, the offsets can be applied to an arbitrary
FLAME template by subdividing it and (e) querying the generated UV offset map with the (u, v) locations of the FLAME vertices.

generative model provide quality approaching the scan level
while exploiting the UV surface correspondences of the un-
derlying 3DMM and enabling further animation through the
rigging of the template.

Implicit Models. The recent success of implicit SDFs [38]
and neural radiance fields [36] in 3D modeling has also
motivated applying them for statistical body models. Most
implicit models learn shape and appearance in a canonical
reference space [3, 20, 24, 43, 56] or as displacements on
top of an existing model [57]. For better generalization and
detail preservation, some approaches use a composition of
implicit SDFs to model the canonical space [3, 20]. Articu-
lation and animation are modeled either directly in canoni-
cal coordinates [24, 57], through implicit deformation fields
[20, 56], explicit joints [3] or blendshape deformations bor-
rowed from explicit 3DMMs [52, 59]. While the afore-
mentioned methods rely on multi-view data and aligned 3D
scans, a separate line of research demonstrates that statis-
tical shape and appearance priors can also be learned from
unstructured image collections [10, 11, 13, 37, 44].

Implicit approaches do not rely on topology and shape
templates. This allows them to fit more detail and complex
shapes such as hair [20, 56, 57] and even glasses [11, 37].
Yet, it prevents consistent surface correspondences between
different samples, which need to be explicitly learned [3,
57]. As our approach uses a mesh-based template, it does
not suffer from these limitations and has an explicit model
for animation. Still, we are able to show that we can provide
a comparable level of detail as implicit methods and also
model hair surface geometry which has not been achieved
with a generative, explicit shape model before.

3. HeadCraft
We cast the task of learning high-fidelity distribution over
3D heads as a 2D generative problem by leveraging the UV-
space of an existing 3DMM [32]. This allows us to rely
on the well-explored body of research on CNN-based 2D
generative models [26, 27].

To this end, we register a dataset of high-end 3D head
scans [20] in the FLAME head model [32] topology and
bake the details into a displacement map in UV space, as
explained further in Sec. 3.1. Subsequently, in Sec. 3.2, we
train a 2D generative model to learn the distribution over the
displacement maps, which can be converted into detailed
3D displacements compatible with the underlying FLAME
model. An overview of HeadCraft is presented in Fig. 2.

3.1. Displacements registration procedure

The purpose of this step is to create a dataset of 2D dis-
placement maps representing the geometric information be-
yond the representational capacity of classical 3DMMs. To
this end, we compute displacements from a FLAME [32]
mesh to the high quality 3D head scans from the NPHM
dataset [20]. Let us consider a scanned mesh P =
(V gt,Fgt) with vertices V gt ∈ R|V gt|×3, and faces Fgt ∈
{1, . . . , |V gt|}|Fgt|×3.

In order to find the appropriate FLAME parameters for
the scan, we follow the rigid alignment optimization proce-
dure outlined in the NPHM work [20]. This procedure re-
quires face landmarks to be known, which can be annotated
manually or, as provided with the dataset in our case, cal-
culated via 2D face landmark detectors on the projections
of the colored scans and lifted to 3D. This way, we obtain
a FLAME template, corresponding to the given scan, and
subdivide it via Butterfly algorithm [14]. We will refer to
the template after subdivision as to F = (V,F ,UF ), where
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Figure 3. Visual comparison of fidelity and diversity of the meshes generated by various methods. For Ours, random FLAMEs are sampled
from Gaussian distribution with statistics calculated over the NPHM dataset; same for the PCA baseline pre-fitted to our UV registrations.
Meshes from NPHM are obtained by sampling the latent codes and running marching cubes over the generated SDF representations. We
demonstrate higher variability of produced head geometry and better details than the other methods.

V ∈ R|V |×3 are the vertices coordinates, F ∈ R|F|×3 are
the corresponding faces, and UF ∈ R|F|×3×2 are the tex-
ture coordinates of each vertex in a triangle. Note that using
triangle coordinates instead of vertex coordinates is impor-
tant due to the presence of a seam in the FLAME model,
thus making UVs for the seam vertices ambiguous.

As FLAME basis does not represent hair or face details,
we define these in a form of vertex displacements and learn
them in two stages. During the first stage, we optimize the
loss function LStage 1(D) for additive vector displacements
DStage 1 ∈ R|V |×3 of the vertices:

L(D,V,F , V gt|λ) = λChamfer LChamfer(V +D,V gt)

+ λedge Ledge(V +D,F)

+ λlapl Llapl(V +D,F)

(1)

LStage 1(D) = L(D,V,F , V gt |λStage 1) (2)

Hyperparameters λStage 1 = (λChamfer
Stage 1 , λedge

Stage 1, λ
lapl
Stage 1)

define the Chamfer matching term weight, the weight of
edge length regularization and standard Laplacian regular-
ization. In this stage, the weight of regularizations is high
in order to prevent self-intersections that can occur when re-
gressing vector displacements. Also, we only optimize the
vector displacements for the hair region.

In the second stage, we optimize the loss function
LStage 2(α) for displacements DStage 2 ∈ R|V |×3 that are

only allowed to move over the normals of the previously
displaced vertices:

DStage 2 = DStage 1 +N⊙α, (3)

where N ∈ R|V |×3 corresponds to the normals, calcu-
lated by numerical difference for vertices deformed after the
Stage 1, and ⊙ defines the element-wise product of rows of
N and elements of α (each normal ni is multiplied by the
respective amplitude αi). LStage 2(α) is expressed through
the same basic loss expression:

LStage 2(α) = L(DStage 1+N⊙α, V,F , V gt |λStage 2), (4)

while hyperparameters λStage 2 are selected with relatively
lower regularization weights. This allows for fitting high-
frequency details while maintaining the same rough shape
of the regressed shape. At this stage, we allow both hair and
face regions to deform, while subtle parts such as ears and
eyeballs are fixed from moving.

Finally, we bake the displacements DStage 2 into a UV
map U ∈ RH×W×3 by rendering it onto the UV space with
known texture coordinates UF and triangles F .

The registration procedure is repeated for the dataset
consisting of multiple 3D scans, resulting in a set of UV
displacement maps (U1, . . . , US).



3.2. Generative model

The described registration procedure allows us to relax the
problem of 3D head geometry generation into a problem of
generation of 2D UV displacement maps, which allows us
to apply a 2D generative model. We have selected Style-
GAN2 for that purpose due to its capability of generaliz-
ing over relatively small datasets of images [26, 41, 58]
while maintaining close-to-SoTA image generation capa-
bilities [27]. The model consists of a mapping network
and a generator network, which we will refer to as f(z)
together, where z ∈ Z ⊂ RD is a latent code sampled from
a standard normal distribution during training (with trunca-
tion trick [7] at the inference time). The generator produces
a UV displacement map U = f(z), which we can apply to
an arbitrary (anyhow densely subdivided) FLAME template
F = (V,F ,UF ) by querying the map U with its texture co-
ordinates UF to obtain the respective vertex displacements.
The final mesh M = (V +D(U),F ,UF ) is different from
the subdivided FLAME only in terms of the vertex loca-
tions. We later demonstrate visually that the generated dis-
placements could be applied to an arbitrary template.
UV layout. Importantly, we modify the UV embedding of
the FLAME template mesh into a 2D plane (see the Sup-
plementary for the illustration). Doing so results in a more
favorable layout for the 2D generative model with a limited
receptive field. As we demonstrate further, the large dis-
tance in the UV space of the head’s back left and right parts
leads to inconsistent generations. The new layout allows us
to stack the left- and right-hand sides into a single-channel
displacement map with better seam alignment.
Post-processing. Since the UV map U is generated in the
UV layout that contains a seam, we expect StyleGAN to
resolve it in general, i.e. produce similar displacements in
the face and scalp region near the same seam vertex. Still,
there is no dedicated supervision during StyleGAN training
that ensures that it always happens and that the border is
preserved pixel-perfect. Because of that, we apply Lapla-
cian smoothing [50] to the mesh M in the K-vertex vicin-
ity of the seam. Additional smoothness of the face region
is achieved by applying Laplacian smoothing to the facial
skin, neck, scalp, eyeballs, and inner mouth region with dif-
ferent strength to the subdivided FLAME template in ad-
vance, before adding the displacements. Technical details
are provided in the Supplementary Material.

4. Experiments
We evaluate HeadCraft’s generative capabilities by examin-
ing its unconditional generation performance in Sec. 4.4 and
ablate several important aspects in Sec. ??. Additionally, in
Sec. 4.5, we demonstrate the way HeadCraft can be benefi-
cial in several important downstream applications, such as
3D head completion from a partial point cloud, its seamless

integration with the FLAME expression space, and seman-
tic geometry transfer. Before presenting these results, we
describe implementation details, as well as our chosen met-
rics and baselines in Sec. 4.1, 4.2, and 4.3, respectively.

4.1. Implementation details

Datasets. Our method is trained on the 3D real scans of
human heads from NPHM [20] dataset, namely, 6975 high-
resolution scans of 327 diverse identities captured by two
3D scanners each. To quantitatively evaluate the genera-
tive performance of all compared methods, we use FaceV-
erse [51] dataset as a source of the ground truth scans not
intersecting with our training data by identities.
Registration procedure. We use Adam optimizer with
learning rate of 3 · 10−2 for the first stage and 3 · 10−4 for
the second stage. The hyperparameters λStage 1 = (λChamfer

Stage 1 ,

λedge
Stage 1, λ

lapl
Stage 1) equal to (2 · 103, 2 · 105, 104). For the sec-

ond stage, λStage 2 = (2 · 104, 2 · 104, 104). In the Chamfer
loss, we additionally apply correspondences pruning by dis-
tance of 1.0, which defines that all the correspondences be-
tween source and target with the distance more than 1.0 in
the NPHM coordinate system are automatically discarded.
This has been introduced for more consistent gradual learn-
ing of displacements, such that at each optimization step,
only the nearest points affect the deformation learning.
Generative modeling. As the 2D generative model,
we choose StyleGAN2-ADA [26] with all augmentations
turned off (since they wouldn’t yield valid UV maps in our
case) and 8 mapping network layers. To stablize the GAN
training, we utilize a high gradient penalty of 4.0 for the dis-
criminator. The learning rates are 2 · 10−3 for the generator
and 1 · 10−3 for the discriminator. We train it for 95K steps
with the batch size of 8 and 256× 256 image resolution.

4.2. Metrics

To evaluate the quality of the generated samples in sec-
tion 4.4, we rely both 2D metrics computed on renderings,
as well as, on metrics directly compute in 3D. In the follow-
ing we describe all employed metrics in details.

Firstly, to evaluate the visual plausibility of the generated

FID ↓ KID ↓ MMD ↓ JSD ↓ COV ↑

Ours 68.00 0.065 6.51 21.33 53.85%
PCA 126.31 0.165 10.47 20.16 23.08%
NPHM 139.82 0.170 7.80 19.06 46.15%
ROME 169.65 0.204 10.02 23.19 32.69%
FLAME 198.85 0.262 12.95 23.89 5.77%

Table 1. The comparison of quality and diversity of random sam-
ples generated by each of the methods. FID and KID measure the
similarity of the generated mesh renderings vs. the renderings of
the ground truth meshes in FaceVerse dataset, while 3D metrics
MMD, JSD, COV assess the similarity of generated and real point
clouds distributions. MMD is multiplied by 103 and JSD by 102.



geometry, we render 2195 ground truth meshes from Face-
Verse and the same number of meshes generated by each
method with highly metallic material from eight distinct
viewpoints, uniformly sampled along the circular trajectory
in the horizontal plane. The FID [23] and KID [5] percep-
tual metrics are calculated for all generated and ground truth
renderings from a given viewpoint and then macro-averaged
over eight viewpoints.

Secondly, we compare the distributions of point clouds
sampled from the generated and ground truth meshes. To do
that, we sample 10K points from each of the 2195 generated
and the same number of ground truth meshes and calculate
several 3D similarity metrics. Jensen-Shannon Divergence
(JSD) is evaluated by comparing the distributions of gen-
erated and ground truth points, splat into a voxel grid (in
our case, of 5123 voxels). Minimum Matching Distance
(MMD) is a measure of 3D object realism that, for each
ground truth sample, involves evaluating the distance to the
most similar sample in the generated set. Similarly, Cover-
age (COV) indicates the percentage of the ground truth sam-
ples, for which the nearest neighbor among all ground truth
and generated samples falls into the generated set. More de-
tailed description of the 3D metrics can be found in [16, 54].

4.3. Baselines

We compare against the recent state-of-the-art head model
NPHM [20], which uses neural SDFs to represent
the head geometry. We additionally compare against
ROME [28], an alternative approach that models complete
head geometry including hair using a FLAME template
mesh. ROME is trained in an unsupervised fashion on the
large-scale video dataset VoxCeleb2 [12].

Furthermore, we compare against a PCA-based baseline,
whereas a linear PCA basis is fitted to our UV displacement
maps, and provide the numbers for random FLAME sam-
ples without added displacements as a reference.

While NPHM, PCA baseline, and Ours have been fitted
to exactly the same training dataset, for ROME, the check-
point from the public repository has been used.

4.4. Results

Unconditional sampling. In Fig. 3, we compare the dif-
ference in details and diversity of the unconditional sam-
ples produced by our method to the ones produced by
NPHM [20] and ROME [28] methods. For Ours, PCA base-
line and ROME, a FLAME with random shape, expression
and jaw parameters are sampled from normal distribution
for every head mesh, in accordance with the statistics pre-
calculated over the NeRSemble dataset [30]. For ROME,
we sample the FLAME displacements from a linear model
provided by the authors of ROME as the sampling strategy
proposed by the ROME authors. Visually, we observe both
higher diversity and better representation of details than for

Generated Nearest Generated Nearest Generated Nearest

Figure 4. Randomly generated samples from HeadCraft and the
corresponding nearest neighbors in the NPHM dataset among the
scans used for training. L2 distance over the scalp part of the dis-
placement maps was used. Displacements were added to a random
FLAME template for all samples.

all baselines. The details of the facial region are generally
the sharpest for ROME, PCA baseline, and Ours, due to the
use of the FLAME template.

In Table 1, we also quantify the level of detail and variety
of the generated meshes w.r.t. the full head scans from the
FaceVerse dataset [51] that has not been used for training.
In addition, we demonstrate how much the generated sam-
ples deviate from the NPHM training set in Fig. 4. Nearest
is found by comparing the generated displacement map to
the maps of registered ground truth displacements for all
training scans by L2 distance over the scalp.

The results in Table 1 indicate that the renderings from
our method appear more realistic than of the other meth-
ods, with either PCA baseline or NPHM performing similar
according to different subsets of the metrics. Close promix-
ity to NPHM by MMD, COV, JSD could be explained by
training on exactly the same dataset.

Ablating over the choice of the generative model archi-
tecture. We compare StyleGAN to other state-of-the-art
generative model architectures, namely of VAE [29] and
VQ-VAE [49] family, with ResNet-18 encoder and decoder.
For VQ-VAE, the sampling from the latent space is imple-
mented via training PixelCNN autoregressive model [48].
The results are presented in Table 2 and can be visually as-
sessed in the Supplementary.

Behavior of the registration procedure. In Fig. 5, we
demonstrate the advantage of the two-stage registration pro-
cedure, described in Subsec. 3.1, over omitting one of the
stages. As can be seen, keeping only the vector displace-
ment optimization results in too rough shape, and relax-
ing the regularization constraints yields significant artifacts

FID ↓ KID ↓ MMD ↓ JSD ↓ COV ↑

Ours 68.00 0.065 6.51 21.33 53.85%
SG → VAE 112.03 0.130 6.78 21.67 47.12%
SG → VQ-VAE 124.17 0.151 7.15 21.93 43.27%
PCA 126.31 0.165 10.47 20.16 23.08%

Table 2. Ablation over the generative model design. VAE and
VQ-VAE follow the ResNet-18 encoder and decoder architecture,
while Ours is based on StyleGAN2. We also include PCA baseline
scores here as a reference.



(a) Stage 1 (b) Stage 2 (c) Stage 1, (d) Ours
only only λ = λStage 2

Figure 5. Ablation over the one-stage vs. two-stage registration.
Regressing only vector displacements (a) yields too smooth ge-
ometry, and learning them only along the normals (b) introduces
spikes – just like running the first stage with smaller λ (c).

such as self-intersections and spikes. Running the nor-
mal displacement stage without any preliminary vector dis-
placement stage performs similarly to our two-stage proce-
dure but produces artifacts for long hair that does not triv-
ially project onto the surface. In turn, it can produce the
mappings between template vertices and scan vertices, in-
consistent across various samples for the long hair parts.

4.5. Applications

Fitting the latent code to a depth map. Our model can act
as a prior for completing the partial observations, e.g. when
they come from a depth sensor. To evaluate the performance
of the model in that scenario, we demonstrate the comple-
tion capabilities of the model over a number of scans from
NPHM corresponding to the subjects unseen during train-
ing. For each of these scans, we project their depth onto
random viewpoints in the frontal hemisphere and project it
back to 3D to construct partial point clouds. To obtain a

Figure 6. Demonstration of the animation capabilities of the
model. Each of the sequences is created by adding the randomly
generated displacements from HeadCraft to the FLAME template
with varying extreme expression parameters.

partial UV map to be completed, we run our registration
procedure with a few modifications to fit a part of the scan.
Namely, we only fit the points within the convex hull of the
partial point cloud, apply stronger edge length regulariza-
tion weight, and constrain the points at the border of the
allowed region from moving. The final mask of observed
UV texels is refined by only selecting those points that turn
out to be close to the partial point cloud. Finally, a latent
code of HeadCraft explaining the partial UV map is found
via StyleGAN inversion techniques. More technical details
of the partial registration and inversion are provided in the
Supplementary. The fitting quality can be evaluated by the
visual comparison in Fig. 7.

The capabilities of fitting the model to the full scan,
e.g. created from Structure-from-Motion (SfM), are demon-
strated as a part of the semantic editing experiments in Fig. 8
(top rows, the result of the latent fitting, λ = {0, 1}).

Animation. The decomposition of the parametric model
and the displacements allows us to animate the complete
head model. In our experiments, we take real multi-view
video sequences with talking people from the NeRSemble
dataset [30] and obtain shape, expression, jaw, and head
pose parameters for each time frame of the speech by run-
ning a FLAME tracker for each sequence. For each of the
sample shapes, estimated from the sequences, we reenact
the corresponding FLAME with estimated expression pa-
rameters, subdivide the template and query a randomly pre-
sampled UV displacement map from HeadCraft. Since the
template is also deforming over time, we rotate the displace-
ments according to the changing surface normals of the tem-
plate. The reenactment results on NeRSemble are available
in the Supplementary Video. In Fig. 6, for higher clarity,
we demonstrate rigging with randomly sampled FLAME
shapes and a small number of extreme expressions gener-
ated artificially by randomly setting a subset of the first ten
expression components of FLAME to ±2.
Interpolation between the displacements. In Fig. 8, we
show how interpolating the latent code of our generative
model influences the change of the geometry. Further inter-
polations are presented in the Supplementary Video.

Semantic transfer from one scan to another. Access to
the shared UV space allows us to modify the geometry se-
mantically. In Fig. 8, the transfer of the scalp region from
one ground truth NPHM scan, unseen during training, to
the other is shown. The transfer is performed via fitting the
latent representation of HeadCraft to the driver scan (the
source of displacements) and feeding it to the model. The
extracted displacements are later applied to the source scan.

5. Discussion

In this work, a generative model for 3D human heads is pre-
sented. We demonstrate the efficacy of the hybrid approach



Depth Completion Ground truth Depth Completion Ground truth

Depth Ours NPHM Gr. truth Depth Ours NPHM Gr. truth

Figure 7. Demonstration of geometry completion aided by the HeadCraft model. Here, we extract depth maps from scans from the NPHM
dataset, unseen during training, and try to complete them by finding the appropriate latent representation of StyleGAN. As a necessary
intermediate step, we first apply our registration procedure to the partial point cloud to locate the points in the UV space of the template.
The optimal latent is found by minimizing the discrepancy of the complete UV map and registered partial UV map in the observed regions.
HeadCraft is also capable of estimating plausible details for a very sparse point cloud (1% of # points) – see the last row.

Interpolation

*

Semantic transfer

Figure 8. Semantic editing. Interpolating the latent representations of HeadCraft (left) allows us to smoothly change the person’s appearance
from one to another. To do that, we fit the latent codes for two real scans in the NPHM dataset (brown, top rows), unseen during training,
and blend them together with a λ weight. Likewise, we can transfer surface variations from one person to another (right). The source
person is marked with ⋆ on the left and the driving person is in the bottom row on the right.

involving an underlying animatable parametric model and
a neural vertex displacement modeller. Most importantly,
our method allows to model high-quality shape variations
while maintaining the realistic animation capability, and the
inversion framework allows us to find a suitable latent rep-
resentation to either represent a full head scan or a part of it
that could come from e.g. the depth sensor. A direction of
the possible future work could be focused on incorporating
an appearance model for color and material-based relight-
ing and a physical model of hair movement, based on, for

instance, hair strands, to support more realistic animation.
The code and the dataset of displacement registrations will
be released to the public.

Acknowledgments. We gratefully acknowledge the sup-
port of this research by a TUM-IAS Hans Fischer Senior
Fellowship, the ERC Starting Grant Scan2CAD (804724)
and the Horizon Europe vera.ai project (101070093). We
also thank Yawar Siddiqui, Alexey Artemov, Justus Thies
for helpful advice, Tobias Kirschstein for his assistance
with the NeRSemble, Taras Khakhulin for his help with
the ROME baseline, Angela Dai for the video voiceover.



References
[1] Thiemo Alldieck, Marcus Magnor, Weipeng Xu, Christian

Theobalt, and Gerard Pons-Moll. Detailed human avatars
from monocular video. In 2018 International Conference on
3D Vision (3DV), pages 98–109. IEEE, 2018. 2

[2] Thiemo Alldieck, Marcus Magnor, Bharat Lal Bhatnagar,
Christian Theobalt, and Gerard Pons-Moll. Learning to re-
construct people in clothing from a single rgb camera. In
Proceedings of the IEEE/CVF Conference on Computer Vi-
sion and Pattern Recognition, pages 1175–1186, 2019. 2

[3] Thiemo Alldieck, Hongyi Xu, and Cristian Sminchisescu.
imGHUM: Implicit generative models of 3D human shape
and articulated pose. In Proceedings of the IEEE/CVF Inter-
national Conference on Computer Vision, pages 5461–5470,
2021. 3

[4] Alexander Bergman, Petr Kellnhofer, Wang Yifan, Eric
Chan, David Lindell, and Gordon Wetzstein. Generative neu-
ral articulated radiance fields. Advances in Neural Informa-
tion Processing Systems, 35:19900–19916, 2022. 1
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