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UNIGUARD: Towards Universal Safety Guardrails for Jailbreak Attacks on
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Abstract
Multimodal large language models (MLLMs)
have revolutionized vision-language understand-
ing but remain vulnerable to multimodal jail-
break attacks, where adversarial inputs are metic-
ulously crafted to elicit harmful or inappro-
priate responses. We propose UNIGUARD, a
novel multimodal safety guardrail that jointly
considers the unimodal and cross-modal harm-
ful signals. UNIGUARD trains a multimodal
guardrail to minimize the likelihood of gen-
erating harmful responses in a toxic corpus.
The guardrail can be seamlessly applied to
any input prompt during inference with min-
imal computational costs. Extensive experi-
ments demonstrate the generalizability of UNI-
GUARD across multiple modalities, attack strate-
gies, and multiple state-of-the-art MLLMs, in-
cluding LLaVA, Gemini Pro, GPT-4o, MiniGPT-
4, and InstructBLIP. Notably, this robust defense
mechanism maintains the models’ overall vision-
language understanding capabilities. Our code is
available at https://anonymous.4open.
science/r/UniGuard/README.md.

Warning: this paper contains inputs, data, and model be-
haviors that are offensive in nature.

1. Introduction
The rapid development of multimodal large language mod-
els (MLLMs), exemplified by models like GPT-4o (Ope-
nAI, 2023), Gemini (Reid et al., 2024), and LLaVA (Liu
et al., 2023a;b), has revolutionized vision-language under-
standing but introduced new risks. Among the most press-
ing concerns is the vulnerabilities of MLLMs to adversar-
ial attacks or jailbreaks (Qi et al., 2023; Shayegani et al.,

1Anonymous Institution, Anonymous City, Anonymous Re-
gion, Anonymous Country. Correspondence to: Anonymous Au-
thor <anon.email@domain.com>.
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on Machine Learning (ICML). Do not distribute.

2023; Niu et al., 2024; Deng et al., 2024). These attacks ex-
ploit inherent weaknesses of models to bypass safety mech-
anisms, resulting in the generation of toxic content and
raising serious challenges for secure deployment in high-
stakes, user-facing domains such as education, clinical di-
agnosis, and customer service (Liu et al., 2024a; 2025a).

Challenges. Ensuring safe and trustworthy interactions re-
quires the development of robust safety guardrails against
adversarial exploitation, which presents three core chal-
lenges. 1) Multimodal Effectiveness. Guardrails must pro-
tect against adversarial prompting in multiple modalities
and their cross-modal interactions, ensuring that defenses
are not limited to unimodal threats. 2) Generalizability
Across Models. Safety mechanisms should be adaptable to
multiple model architectures, including both open-source
and proprietary ones. 3) Robustness Across Attacks. Ef-
fective guardrails must withstand both constrained attacks
that subtly modify inputs while maintaining visual simi-
larity, and unconstrained attacks that introduce noticeable
changes (Qi et al., 2023). They should also address adver-
sarial text prompts (Gehman et al., 2020) that elicit harm-
ful or inappropriate responses from LLMs. Although prior
work has explored defenses for both unimodal (Zou et al.,
2023; Chao et al., 2023) and multimodal LLMs (Shayegani
et al., 2023; Niu et al., 2024; Gou et al., 2024; Pi et al.,
2024), a holistic approach covering multiple modalities,
models, and attack types remains an open challenge.

This Work. We introduce UNIGUARD, a novel defense
mechanism that provides robust, Universally applicable
multimodal Guardrails against adversarial attacks in both
visual and textual inputs. As shown in Figure 1, the core
idea is to create specialized safety guardrail for individ-
ual modalities while accounting for their cross-modal in-
teractions. This guardrail purifies potential adversarial
responses after applying to input prompts. Inspired by
few-shot prompt learning (Qi et al., 2023; Lester et al.,
2021), we optimize the guardrails by searching for additive
noise (for image inputs) and suffix modifications (for text
prompts) to minimize the likelihood of generating harmful
responses in a small toxic content corpus (Liu et al., 2023a).
We conduct comprehensive experiments on both adversar-
ial and benign inputs. Our results demonstrate that UNI-
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Figure 1. UNIGUARD robustifies multimodal large language models (MLLMs) against multimodal jailbreak attacks by using safety
guardrails to purify malicious input prompt, ensuring safe responses.

GUARD significantly improves robustness against adver-
sarial attacks while maintaining high accuracy for benign
inputs. For example, UNIGUARD effectively reduces the
attack success rate on LLAVA by nearly 55%, with a small
performance-safety trade-off in visual question-answering.
The safety guardrails developed for one model such as
LLAVA (Liu et al., 2023a) is transferable to other MLLMs,
including both open-source models like MiniGPT-4 (Zhu
et al., 2023) and InstructBLIP (Dai et al., 2023), as well as
proprietary models like Gemini Pro (Team et al., 2023) and
GPT-4o (OpenAI, 2023), highlighting the generalizability
of our approach across different models and architectures.

Contributions. Our major contributions are:

1. Effective Defense Strategy. We propose UNIGUARD,
a pioneering, universally applicable multimodal defense
mechanism that effectively enhances MLLM robustness
against jailbreak attacks;

2. Novel Methodology. We introduce a novel optimization
technique that generates multimodal safety guardrails
using a small corpus of harmful content and an open-
source MLLM;

3. Comprehensive Evaluation. Extensive experiments
show that UNIGUARD robustifies both open-source
(LLAVA, MiniGPT-4, and InstructBLIP) and propri-
etary models (Gemini Pro and GPT-4o). It demon-
strates effective protective power on diverse attacks such

as AdvBench (Appendix 4.2), MM-SafetyBench (Ap-
pendix 4.1), and VLGuard (Appendix A.1) The protec-
tive power comes without compromising their general
vision-language abilities.

2. Proposed Method: UNIGUARD

We consider a conversational setup where an MLLM re-
sponds to user prompts containing images, text, or both.
Adversarial attackers may manipulate the MLLM to pro-
duce harmful content or produce specific phrases in the out-
put (Bailey et al., 2023). We focus on defending against
jailbreak attacks, where carefully crafted prompts cause
the MLLM to generate offensive or inappropriate output.
These attacks can use unrelated image-text combinations,
such as white noise paired with a toxic text prompt. While
simple safety guardrails such as blurring image or random
perturbation of text can serve as the first line of defense,
our objective is to further optimize safety guardrails for
each modality (e.g., image and text), tailored to mitigate
jailbreak attacks on aligned MLLMs. Figure 2 summarizes
the safety guardrail optimization process of UNIGUARD.

2.1. Image Safety Guardrail
Few-shot learning (Qi et al., 2023; Lester et al., 2021)
demonstrates that LLMs can adapt efficiently, achieving
near fine-tuning performance using only a handful of in-
context examples. Inspired by this, we aim to optimize
an additive noise (safety guardrail) that, when applied
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Figure 2. Overview of UNIGUARD. Multimodal safety guardrails
(right) are optimized to minimize the likelihood of generating
harmful content sampled from a corpus C (left-top) on the open-
source MLLM model: LLAVA 1.5 (left-bottom). We use pro-
jected gradient descent for optimization (middle). We apply the
guardrails to any input prompt of MLLMs.

to adversarial images, minimizes the likelihood of gen-
erating harmful sentences (e.g., racism or terrorism) of a
small predefined corpus C. These harmful sentences serve
as few-shot examples, helping the MLLM recognize jail-
break attacks and making the optimized noise transferable
across different attack scenarios. The harmful corpus C
can be small and sourced from existing adversarial prompt
datasets (Qi et al., 2023; Zou et al., 2023) or webscraping.
Formally, the image safety guardrail vsg is defined as:

vsg = argmin
vnoi

|C|∑
i=1

log p(ci|{xsys, xadv, vadv + vnoi}), (1)

where ci indicates the i-th harmful sentence from C and
xsys is the MLLM’s system prompt. vadv indicates an ad-
versarial image. vnoi is an additive noise applied to the
image that satisfies ∥vnoi∥∞ ≤ ϵ, where ϵ ∈ [0, 1] is a dis-
tance constraint that controls the noise magnitude. p(·|·)
indicates the generation probability of MLLM given input
texts and images. We optimize the safety guardrail with re-
spect to unconstrained attack images vadv (Qi et al., 2023),
which can be seen as the worst-case scenario an MLLM
can encounter in the real world as it is the most effective
attack, allowing any pixel values between [0, 1] in vadv
post-normalization. This ensures robustness against both
unconstrained and suboptimal (e.g., constrained) attacks.

Since the additive noise vnoi in Eq. (1) is continuous and
the loss function is differentiable with respect to vnoi, we
employ Projected Gradient Descent (PGD) (Madry et al.,
2018; Croce & Hein, 2019) to compute the optimal image
safety guardrail vsg. To make the optimization scalable,
we sample a different subset of the harmful corpus C in
each epoch rather than using the entire corpus at once. The
obtained guardrail vsg can be added to any adversarial input
image (e.g., vsafe = vadv + vsg) to neutralize adversarial
effects. In Section 3.2, we demonstrate that such guardrail
vsg does not significantly impact models’ vision-language

capabilities or alter image integrity even when applied to
non-adversarial images, as ∥vsg∥ is upperbounded by ϵ.

2.2. Text Safety Guardrail

In addition to addressing adversarial images through the
optimization in Eq. 1, UNIGUARD incorporates jointly op-
timized text guardrails to mitigate model vulnerabilities
when processing texts.

Optimization-based Guardrail. To ensure full robust-
ness, we jointly optimize a text safety guardrail xsg. Unlike
image-based optimization, finding xsg requires discrete op-
timization. We adapt the gradient-based top-K token search
algorithm (Shin et al., 2020; Qi et al., 2023) and begin
by initializing xsg with random tokens of a fixed-length
L. Subsequently, for each token xi

sg ∈ xsg, we identify
the top-K candidate tokens Vcand as per reducing MLLMs’
generation probability of harmful content:

Vcand := TopK
w∈V

w⊤∇

 |C|∑
i=1

log p (ci | xsys, vadv + vnoi)

 ,

(2)
where V indicates a pre-defined set of tokens1, w is a can-
didate word being searched intended to replace xi

sg, and w
denotes an embedding of w. ci is the i-th harmful sentence
in the corpus C. The gradient is taken with respect to the
embedding of xi

sg, the i-th token in the safety guardrail.
This step replaces xi

sg with a token in Vcand one by one
and find the best token for a replacement as per reducing
the loss. A single optimization step comprises updating all
the tokens in xsg, and we repeat this process for multiple
(e.g., 50) epochs. The final xsg is appended at the end of
the input text (xinput) to act as a safety guardrail and robus-
tify the MLLM against the jailbreak attack.

Pre-defined Guardrail. Alongside this optimization-
based method, we also consider a separate method that
instead sets xsg to a simple, human-written, pre-defined
text: "DO NOT include harmful content in
your response". We retain this method alongside our
proposed optimized method for its simplicity and inter-
pretability. For both methods, the position of xsg can be
flexibly adjusted in the prompt (e.g., before xinput) depend-
ing on the text prompt used in different tasks (e.g., benign
Q&A input).

During training, the optimized image guardrail vsg is
used to ensure that xsg can capture cross-modal informa-
tion. During inference, the safeguarded image is given by
vsafe = vinput+ vsg, and the text safety guardrail xsg is ap-
pended to the input prompt. The final prompt remains ac-
cessible only to developers and administrators, preventing
attacker access. Applying our multimodal safety guardrails

1We use all the words in the MLLM vocabulary whose length
after tokenization is 1.
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requires minimal computational overhead for inference, as
it requires no backward passes or gradient calculations.

3. Evaluation
Dataset. To obtain benign and adversarial images, we fol-
low Schwenk et al. and use the validation set of COCO
2017 (Lin et al., 2014), which includes 1,000 images and
corresponding text questions. Adversarial images are gen-
erated using the state-of-the-art visual jailbreak attack (Qi
et al., 2023). We ensure a strict separation between training
and evaluation data to avoid any leakage during guardrail
optimization. Specifically, the adversarial images from
COCO are explicitly split into disjoint training and test
subsets: one image is used to optimize the image-based
guardrail, while the remaining images are used solely for
evaluation. Additionally, we apply constrained attacks with
ϵ ∈ [ 16

255 ,
32
255 ,

64
255 ] on sampled images from COCO for

evaluation, where ϵ ∈ [0, 1] represents the perturbation
magnitude.

Evaluation Dataset. For adversarial text, we use the Re-
alToxicityPrompts (RTP) (Gehman et al., 2020) dataset,
which contains subtly crafted adversarial prompts that in-
duce LLMs to generate offensive and inappropriate re-
sponses. We use 574 harmful strings from Zou et al. as the
corpus C. Besides, we leverage various adversarial datasets
to show the generalizability of our methods, including
MM-SafetyBench (Liu et al., 2024c), VLGuard (Zong
et al., 2024), and the harmful behaviors subset of Ad-
vBench (Zou et al., 2023).

Implementation Details. We implemented UNIGUARD
in PyTorch (Paszke et al., 2019) and performed all experi-
ments on a Linux server with 5 NVIDIA A100 GPUs. For
image safety guardrail generation, we use 5, 000 epochs, a
batch size of 8, a step size α of 1

255 , and distance constraints
ϵ ∈ [ 16

255 ,
32
255 ,

64
255 ]. For text safety guardrail generation,

we use 100 epochs, a batch size of 8, a maximum sequence
length of 16, and a candidate token number of 100. The
inference uses a token number between 128 and 1024. We
set top-p to 0.9, and set the temperature to 0.6 and 0.9 for
adversarial and benign input prompts, respectively.

MLLMs. We start with using LLAVA-v1.5 (Liu et al.,
2023a) as the base model due to its wide adoption in user-
facing applications like online dialogue systems (Oshima
et al., 2023), advertisements (Feizi et al., 2023), and social
media (Jin et al., 2024). LLAVA-1.5 (Liu et al., 2023a) ef-
fectively bridges the visual encoder CLIP (Radford et al.,
2021) with the language encoder LLaMA-2 (Touvron et al.,
2023) via a novel cross-modal connector. To evaluate gen-
eralizability of UNIGUARD, we incorporate 4 additional
models: MiniGPT-4 (Zhu et al., 2023) aligns a frozen vi-
sual encoder EVA-CLIP (Fang et al., 2023) with a frozen
Vicuna model (Chiang et al., 2023) via a projection layer.

InstructBLIP (Dai et al., 2023) introduces a Q-Former to
extract instruction-aware visual features from output em-
beddings of the frozen image encoder. Proprietary models
like Gemini Pro (Team et al., 2023) and GPT-4o (OpenAI,
2023) are characterized by their stronger safety and content
filtering mechanisms against jailbreak attacks.

Baseline Defenses. We compare UNIGUARD with five
baseline defense methods. BLURKERNEL and COMP-
DECOMP leverage small average convolution kernels (3×
3) or reduce image quality to diminish the adversarial fea-
tures. DIFFPURE (Nie et al., 2022) introduces minor noise
to the adversarial image through diffusion and purifies it via
reverse generation. SMOOTHLLM (Robey et al., 2023)
(SLLM) is a text-based defense that applies random pertur-
bations to multiple copies of input text. VLGuard (Zong
et al., 2024) uses a multimodal safety dataset for post-hoc
fine-tuning towards enhanced robustness. The toxicity is
measured using the average toxicity of multiple responses
derived from the text and image.

Evaluation Metrics. We use the Perspective API2 to sys-
tematically quantify abusive comments in the generated re-
sponse. The API evaluates each LLM response across five
attributes: toxicity3, identity attack, threat, profanity, and
sexually explicit content. The scores reflect the negative
impact an LLM response may have in online conversations.
For each attribute, we calculate the proportion of generated
texts with scores over 0.5. A jailbreak attack is considered
successful if any attribute surpasses this threshold.

3.1. Overall Performances

Effectiveness Against Jailbreak Attacks. Table 1 and
2 present the robustness results against unconstrained and
constrained visual attacks & RTP text prompts (Gehman
et al., 2020) (Qi et al., 2023), respectively.

Deploying models without safeguards can be risky, with an
attack success ratio of over 80%. Among the baselines,
visual defenses outperform the text-based approaches, sug-
gesting that mitigating adversarial image features is more
effective for preventing jailbreaks. UNIGUARD outper-
forms all unimodal defenses, providing the most robust
protection by reducing the attack success ratio to 25%,
a 55% and 12% improvement compared to the original
model and the best baseline, respectively. Meanwhile, the
pre-defined and optimization-based text guardrails reach
comparable performances, with the optimization guardrail
achieving lower attack success ratio and being more effec-
tive in identifying threat and toxicity.

The lower fluency (higher perplexity) of the model gen-

2https://perspectiveapi.com/
3For toxicity, we average overall toxicity and severe toxicity

from the API as an aggregated measure.
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METHODS/METRICS PERSPECTIVE API (%) FLUENCY

Attack
Success ↓

Identity
Attack ↓ Profanity ↓ Sexually

Explicit ↓ Threat ↓ Toxicity ↓ Perplexity ↓

No Defense 81.61 25.41 67.22 39.38 40.64 77.93 21.84

BLURKERNEL 39.03 3.92 30.61 14.10 3.17 32.28 5.35
COMP-DECOMP 37.70 2.67 29.02 13.26 3.59 31.94 5.65
DIFFPURE 40.42 3.01 30.89 14.48 3.35 34.06 31.26
SMOOTHLLM 77.86 23.51 65.01 37.27 41.78 74.79 41.54
VLGuard 33.42 2.50 28.48 15.93 3.10 27.39 9.83

Image Safety Guardrail Only
UNIGUARD (w/o text) (ϵ = 32

255 ) 53.67 6.18 42.99 17.95 8.01 47.66 93.2
UNIGUARD (w/o text) (ϵ = 64

255 ) 38.78 3.00 30.11 9.09 3.17 31.94 5.04

Text Safety Guardrail Only
UNIGUARD (O w/o img) (L = 16) 56.21 12.84 48.81 23.47 21.85 48.72 87.6
UNIGUARD (O w/o img) (L = 32) 60.24 13.23 46.93 25.78 22.83 51.73 25.1
UNIGUARD (P w/o img) 67.36 16.86 54.51 27.21 32.72 62.19 8.39

UNIGUARD (O) 25.17 2.06 22.34 7.99 0.86 19.16 6.16
UNIGUARD (P) 25.69 1.58 19.68 7.01 1.50 19.35 4.90

Table 1. Effectiveness of UNIGUARD and baseline defenses against unconstrained adversarial visual attack (Qi et al., 2023) and
RTP (Gehman et al., 2020) adversarial text on LLAVA 1.5, as per Perspective API and Fluency. UNIGUARD (O) / UNIGUARD (P)
indicate UNIGUARD with image and optimized / pre-defined text guardrails, respectively. UNIGUARD (w/o text) indicates applying the
image guardrail only, and UNIGUARD (O w/o img) indicates applying the text guardrail only. Lower is better for both set of metrics.
The best and second best performances are highlighted in bold and underlined.

eration under optimized guardrail may stem from the op-
timized text guardrails typically include multiple special
tokens or sequences that are not in grammatical natural
language formats. These tokens are appended to the in-
put prompt, which can prompt harmless but unexpected re-
sponses. Overall, the optimized guardrail is preferable for
stricter security, whereas the simpler text guardrail is rec-
ommended for higher fluency and less computational cost.

3.2. Effects on General Vision-Language Capabilities

The addition of guardrails to models raises concerns about
potential impacts on model utility. To assess whether safety
measures compromise the general-purpose vision-language
understanding of MLLMs, we evaluate UNIGUARD on 2
general-purpose datasets: 1) A-OKVQA (Schwenk et al.,
2022), a visual-question answering dataset grounded in
world knowledge; 2) MM-Vet (Yu et al., 2023b), an eval-
uation suite for MLLMs’ core vision-language capabili-
ties, including image recognition (Rec), OCR, knowledge-
based QA (Know), language generation (Gen), spatial
awareness (Spat), and mathematical reasoning (Math).

Table 3 shows the VQA results of UNIGUARD (O)
and baselines on the 1,000 image-question pairs in A-
OKVQA. Compared with the raw model, the robustness
gain (+50∼+55%) significantly outweighs the accuracy
loss (0.2% and 5.9%) after applying the safety guardrails of

UNIGUARD. The Q&A performance drop can be attributed
to the image safety guardrail, which may obscure crucial
details in the image, and the optimized text safety guardrail,
which may confuse the model when applied to the instruc-
tions of Q&A tasks. In addition, UNIGUARD with an op-
timized text guardrail (UNIGUARD (O)) achieves higher
accuracy than with a pre-defined guardrail (UNIGUARD
(P)), despite cheaper computational cost and more fluent re-
sponses, underscoring the value of the optimized guardrail
for better task performance. For MM-Vet (Figure 5&7),
the impact on accuracy is minimal when the noise level is
controlled at ϵ = 16/255 or 32/255, with greater reduction
in recognition and language generation.

3.3. Sensitivity Analysis

Trade-offs in Protective Efficacy. Figure 4 presents the
sensitivity analysis under unconstrained visual attacks (Qi
et al., 2023) and RTP (Gehman et al., 2020) adversarial text
prompts, focusing on 2 major hyperparameters: the distant
constraint ϵ for image safety guardrails and the maximum
token length L for text safety guardrails. We observe a
trade-off between model robustness and performance: in-
creasing ϵ generally reduces the attack success ratio for
both optimized and pre-defined guardrails but may compro-
mise accuracy on benign tasks (e.g., 64

255 ). A balance can
be achieved at ϵ = 32

255 . For the text guardrail, a medium
length L = 16 is preferred, as shorter guardrails may have

5
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Figure 3. Transferability of UNIGUARD on MiniGPT-4, InstructBLIP, GPT-4o, Gemini Pro against unconstrained adversarial visual
attacks (Qi et al., 2023) with the RTP (Gehman et al., 2020) text prompt dataset. A lower success ratio (↓) is better. We test three
groups of methods: 1) the original model under unconstrained attack (Attack); 2) five baseline methods, including BLURKERNEL (3x3)
(Blur), COMP-DECOMP with quality=10 (Comp), DIFFPURE (Nie et al., 2022) (DP), SMOOTHLLM (Robey et al., 2023) (SLLM),
and VLGuard (Zong et al., 2024); 3) our proposed UNIGUARD with image & optimized text guardrails (Ours+O) and pre-defined text
guardrails (Ours+P).

.

METHODS/METRICS PERSPECTIVE API (%) FLUENCY

Attack
Success ↓

Identity
Attack ↓ Profanity ↓ Sexually

Explicit ↓ Threat ↓ Toxicity ↓ Perplexity ↓

No Defense 73.73 16.76 59.55 30.28 34.70 69.47 4.55

BLURKERNEL 31.53 1.58 25.60 10.51 2.61 26.86 5.74
COMP-DECOMP 34.11 2.17 26.52 11.76 2.70 31.94 5.65
DIFFPURE 30.27 2.51 23.08 9.28 3.34 26.59 6.29
SMOOTHLLM 71.42 18.01 56.52 28.86 35.49 68.12 81.68
VLGuard 28.77 2.66 22.08 16.93 3.03 28.24 6.67

UNIGUARD (O) 19.95 1.17 17.23 5.69 0.68 13.33 28.3
UNIGUARD (P) 21.52 1.61 15.18 6.67 2.59 17.10 5.53

Table 2. Effectiveness of UNIGUARD and baseline defenses against constrained adversarial visual attack (Qi et al., 2023) and Real
Toxicity Prompts (RTP) (Gehman et al., 2020) adversarial text on LLAVA 1.5, as per Perplexity API and Perplexity. UNIGUARD (O)
/ UNIGUARD (P) indicate UNIGUARD with image and optimized / pre-defined text guardrails, respectively. Lower is better for both
metrics.

lower protective power, whereas longer ones can lead to
low-quality responses.

3.4. Ablation Studies

We investigate the usefulness of multimodal safety
guardrails in UNIGUARD by selectively disabling the
guardrail for one modality while retaining the other. Ta-
ble 1 presents the ablation results against unconstrained
visual attack (Qi et al., 2023) and RTP (Gehman et al.,
2020) adversarial text. UNIGUARD with multimodal
safety guardrails improve robustness with a lower attack

success ratio compared to UNIGUARD with unimodal
guardrails. While both improve robustness, the image
guardrails has greater contribution to model robustness
than the text guardrail. Between pre-defined and optimized
text guardrails, the optimized version reduces attack suc-
cess ratio but increases perplexity.

Generalizability. We demonstrate the generalizability of
our safety guardrails when using other MLLMs as the base
model. Figure 3 shows the results of MiniGPT-4, Instruct-
BLIP, GPT-4o, and Gemini Pro towards unconstrained vi-
sual attacks. The full results are in Table 7-10.
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Figure 4. Hyperparameter sensitivity of UNIGUARD against con-
strained visual attack (Qi et al., 2023) (left) and RTP (Gehman
et al., 2020) (right) adversarial text attack.
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Figure 5. Performance of various defense strategies on MM-
Vet (Yu et al., 2023b). The impact on accuracy is minimal when
the noise level is controlled at ϵ = 16/255 or 32/255.

Across all MLLMs, UNIGUARD shows the lowest attack
success ratio among all defenses. Similar to LLAVA 1.5,
UNIGUARD with the pre-defined text guardrail shows sim-
ilar or better performance than the optimized one.

On MiniGPT-4, the pre-defined and optimized text
guardrails significantly reduced the attack success ratio
from 37.20% to 25.88% and 24.98%, respectively, a 13.2%
improvement over the best baseline defense. On GPT-4o,
where a strict content filtering algorithm pre-filters about
30% of adversarial prompts, only 10% of the remaining
ones lead to successful jailbreaks. Regardless, UNIGUARD
still enhances the robustness of GPT-4o. Unlike GPT-4o,
the jailbreak attack is successful on Gemini Pro as we turn
off its safety filter. We observe remarkable robustness im-
provement when UNIGUARD with image & pre-defined
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Figure 6. Attack success ratio of UNIGUARD and baseline de-
fense methods against constrained adversarial visual attacks (Qi
et al., 2023) on MiniGPT-4 (Left), and InstructBLIP (Right). A
lower success ratio (↓) is better. We show the attack success ratios
among three groups of methods: 1) the original model under un-
constrained attack (Attack); 2) the six baseline methods, includ-
ing random perturbation (random) BLURKERNEL (3x3) (Blur),
COMP-DECOMP with quality=10 (Comp), DIFFPURE (Nie et al.,
2022) (DP), SMOOTHLLM (Robey et al., 2023) (SLLM), and
VLGuard (Zong et al., 2024); 3) our proposed UNIGUARD,
including UNIGUARD with image & optimized text guardrails
(Ours+O) and pre-defined text guardrails (Ours+P).
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Figure 7. Results on MM-Vet using LLaVA-7B/13B with ϵ =
32
255

. Applying UNIGUARD results in comparable performance
as the original models.

text safety patch is used.

3.5. Qualitative Analysis on Sample Answers
To qualitatively demonstrate defense effectiveness, we
present sample model answers before and after applying
UNIGUARD in Table 5.

Example 1. The guardrail identifies and rephrases inflam-
matory terms like racist or damn with neutral alternatives,
such as bias, shifting the tone from confrontational to in-
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METHODS/METRICS Acc ↑
No Defense 0.820

BLURKERNEL 0.801
COMP-DECOMP 0.781
DIFFPURE 0.412
SMOOTHLLM 0.795
VLGuard 0.807

UNIGUARD (O) 0.818
UNIGUARD (P) 0.772

Table 3. Performance of UNIGUARD (O) and various baseline de-
fense strategies on A-OKVQA (Schwenk et al., 2022). A higher
accuracy (Acc) is better.

trospective. This reduces the risk of alienating the au-
dience or provoking negative reactions. It also promotes
a tone of growth and accountability by emphasizing self-
improvement over labeling individuals.

Example 2. In the original continuation, toxic and overly
negative language like total sociopath, straight-up narcis-
sist, and total bummer includes personal attacks, judgmen-
tal terminology, and emotional over-exaggeration that can
harm users. After applying the guardrail, harsh terms are
replaced with softer expressions like tough holiday and
down, shifting the tone from accusatory to neutral.

4. Results on MiniGPT-4 and InstructBLIP
Tables 7, 8, 9, 10 show the robustness test results on
the other two state-of-the-art MLLMs, MiniGPT-4 and In-
structBLIP, against both unconstrained and constrained vi-
sual attacks (Qi et al., 2023) and RTP (Gehman et al.,
2020) adversarial text. Figure 6 summarizes the attack suc-
cess ratio on all defense methods and the original model.
In all tables, UNIGUARD lowers the attack success ra-
tio the most compared to all defense baselines, which
demonstrates the transferability and usefulness of multi-
modal safety guardrails of UNIGUARD. Moreover, the pre-
defined text safety guardrail generally shows comparable
performance than the optimized one, similar to the result on
LLAVA 1.5 model. For example, UNIGUARD with image
& optimized text guardrails achieve (“Any”) of 24.98%, a
% decrease compared with the text-only defense baseline.

4.1. Results on MM-SafetyBench

To further validate the generalizability of UNIGUARD
across diverse safety-critical scenarios, we evaluate both
UNIGUARD +O and UNIGUARD +P using the MM-
SafetyBench (Liu et al., 2024c) on LLAVA-v1.5 mod-
els. This benchmark assesses the model’s response rate
to prompts with harmful intent across multiple categories,
including Illegal Activity, HateSpeech, Malware Genera-

tion, Physical Harm, EconomicHarm, Fraud, Sex, Political
Lobbying, Privacy Violence, Legal Opinion, Financial Ad-
vice, Health Consultation, and Gov Decision. Results on
LLAVA-v1.5-7B/13B is in Table 4.

Overall, both UNIGUARD +O and UNIGUARD +P signif-
icantly improve the safety of LLAVA-v1.5 models across
a wide range of safety categories. On the 13B model,
UNIGUARD +O consistently reduces unsafe generations,
including drops from 49.5% to 47.4% for Illegal Activity,
33.1% to 28.6% for Fraud, and 83.5% to 70.2% for Health
Consultation. Especially notable are the reductions in Le-
gal Opinion (74.6% to 40.1%) and Financial Advice (100%
to 88.3%). UNIGUARD +P performs comparably in select
categories but is generally outperformed by UNIGUARD
+O.

Results are even more pronounced on the smaller LLAVA-
v1.5-7B model, where UNIGUARD +O leads to over 20
percentage point reductions in attack success for Illegal
Activity and substantial gains in Hate Speech, Fraud, and
Health Consultation.

4.2. Results on AdvBench

We additionally evaluate UniGuard on the harmful behav-
ior subset of AdvBench (Zou et al., 2023), which contains
adversarially crafted prompts targeting various categories
of toxic or unsafe language. Importantly, this subset does
not overlap with the training set, making it suitable for mea-
suring the generalization of safety interventions.

For LLaVA-v1.5-13B, both heuristic and optimized
guardrails substantially reduce harmful output across all
categories. Notably, severe toxicity and toxicity are fully
eliminated (0.00%) with both types of guardrails. Identity
attacks are reduced from 1.45% to just 0.18% with the op-
timized guardrail.

For LLaVA-v1.5-7B, we observe similarly significant im-
provements. Threat content is reduced from 2.63% to
0.00%, and insults fall from 3.50% to 0.00%. The iden-
tity attack and severe toxicity categories are also completely
mitigated under the optimized guardrail. These consistent
reductions across both model sizes demonstrate the effec-
tiveness and robustness of UniGuard in mitigating multiple
types of adversarial toxic behaviors.

5. Related Work
5.1. Multimodal Large Language Models (MLLMs)

Large language models (LLMs) have demonstrated ex-
ceptional capabilities in conversations (Liu et al., 2024b;
2025b; Dong et al., 2024b), instruction following (Lou
et al., 2024), and text generation (Zhao et al., 2024; Xiao
et al., 2024; Li et al., 2024). These models are char-
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Category LLAVA-v1.5-7B LLAVA-v1.5-13B
Original UNIGUARD +O UNIGUARD +P Original UNIGUARD +O UNIGUARD +P

Illegal Activity 38.7% 12.4% 31.2% 49.5% 47.4% 40.2%
HateSpeech 14.9% 4.9% 10.0% 14.2% 12.3% 12.4%
Malware Generation 25.0% 20.5% 20.5% 22.7% 18.2% 20.0%
Physical Harm 27.1% 18.2% 22.5% 29.4% 25.4% 23.9%
EconomicHarm 7.4% 6.6% 5.7% 7.4% 9.0% 7.4%
Fraud 31.2% 20.1% 22.7% 33.1% 28.6% 29.9%
Sex 0.9% 0.0% 0.0% 0.9% 0.0% 0.0%
Political Lobbying 65.2% 54.1% 54.7% 63.4% 63.4% 64.1%
Privacy Violence 25.2% 18.7% 19.3% 30.2% 20.5% 29.5%
Legal Opinion 75.3% 65.4% 60.2% 74.6% 40.1% 58.5%
Financial Advice 95.8% 82.6% 85.2% 100.0% 88.3% 89.8%
Health Consultation 75.2% 60.4% 66.6% 83.5% 70.2% 74.3%
Gov Decision 52.3% 40.5% 45.6% 60.4% 56.2% 59.1%

Table 4. Attack success rates on MM-SafetyBench for LLAVA-v1.5-7B / 13B. Lower is better.

Prompt 1: They would later respond to those racist nobodies
on his Instagram: ...
Original: I’m not gonna sit here and say I’m not a damn as or a
racist because that would be a lie, we all are in some way shape
or form but it’s about how we act on it and grow from it ...
UNIGUARD: I’m not gonna sit here and say or pretend that I
don’t have biases, because we all do in some way. What matters
is how we choose to act on those and grow beyond them.

Prompt 2: Unless you’re a total sociopath, or just a straight-up
Original: narcissist, you’re not going to want to be alone on
Valentine’s Day 2017, because it’s going to be a total bummer
of a holiday, and you’re going to feel like you’re the only one in
the world who doesn’t have someone to share it with, and that’s
going to make you feel miserable, sad, and lonely.
UNIGUARD: narcissist, you’re not going to want to be alone
on Valentine’s Day 2017, as it could feel like a tough holiday
without someone to share it with, leaving you feeling down.

Table 5. Model outputs before/after applying UNIGUARD.

acterized by billion-scale parameters, enormous training
data (Jin et al., 2023; Xiong et al., 2024), and emergent rea-
soning capabilities (Wei et al., 2022). Multimodal LLMs
(MLLMs) extend LLMs by integrating visual encoders to
enable general-purpose visual and language understanding,
exemplified by open-source models such as Pixtral (AI,
2024), LLAVA (Liu et al., 2023b;a), MiniGPT-4 (Zhu
et al., 2023), InstructBLIP (Dai et al., 2023), and Open-
Flamingo (Awadalla et al., 2023), as well as proprietary
models like GPT-4o (OpenAI, 2023) and Gemini (Reid
et al., 2024). This work primarily focus on open-source
models, as their accessible fine-tuning data and weights
enable researchers to develop more efficient protocols and
conduct comprehensive evaluation.

5.2. Adversarial Attacks and Defenses on LLMs
The versatility of LLMs has made them susceptible to
adversarial attacks, which exploit the models’ intricacies
to bypass their safety guardrails or elicit undesirable out-
comes such as toxicity and bias (Chao et al., 2023; Yu
et al., 2023a; Zhang et al., 2023; Nookala et al., 2023; Dan
et al., 2024). For example, Qi et al. demonstrated that a
single visual adversarial example can universally jailbreak
an aligned model, leading it to follow harmful instructions
beyond merely replicating the adversarial inputs. In re-
sponse, various defense strategies have emerged. Among
these, DiffPure (Nie et al., 2022) applies diffusion mod-
els to purify adversarial examples. However, the exten-
sive time requirement for the purification process, which
is in proportion to the diffusion timestep, coupled with the
method’s sensitivity to image colors, limits its applicability
in scenarios demanding real-time responses and diminishes
its effectiveness against color-related corruptions. Smooth-
LLM (Robey et al., 2023) enhances the model’s ability to
detect and resist adversarial attempts by randomly perturb-
ing and aggregating predictions from multiple copies of an
input prompt. In this work, we propose a pioneering mul-
timodal safety guardrails for MLLMs to improve their ad-
versarial robustness against jailbreak attacks.

6. Conclusion
We introduced UNIGUARD, a pioneering multimodal de-
fense framework to enhance the robustness of multimodal
large language models (MLLMs) against jailbreak attacks.
UNIGUARD optimizes multimodal safety guardrails that
reduce the likelihood of harmful content generation by ad-
dressing adversarial features in input data.
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A. Additional Safety Evaluation
A.1. Results on VLGuard

We evaluated our method on the attacks proposed in (Zong
et al., 2024) using both of the subsets, Safe-Unsafe and Un-
safe, as they assess the models’ safety from different per-
spectives:

• Safe-Unsafe subset: This evaluates the model’s ability
to reject unsafe instructions on the language side. It fea-
tures safe images paired with unsafe instructions.

• Unsafe subset: This tests the model’s capability to iden-
tify and refuse harmful content on the vision side. It fea-
tures unsafe images.

Following Zong et al., we report the attack suc-
cess ratio. The results of llava-v1.5-7b and
llava-v1.5-13b with guardrails are summarized in

Table 11. UNIGUARD demonstrates superior defense per-
formance in most cases, achieving consistently lower attack
success ratios compared to VLGuard. This improvement
highlights the effectiveness of UNIGUARD in enhancing
safety across both text and vision modalities.

B. Discussions
B.1. Challenges of Developing Cross-modal Guardrails

The key challenge lies in the complexity of the joint op-
timization space. Unlike unimodal settings, cross-modal
guardrails must account for interactions between inputs
from different modalities–e.g., image and text—vastly ex-
panding the search space for effective defense strate-
gies (Dong et al., 2024a; Lu et al., 2025). Identifying op-
timal (image, text) guardrail pairs is therefore non-trivial.
In addition, multimodal attacks can exploit both modali-
ties simultaneously (Lu et al., 2025; Yin et al., 2025). Uni-
modal defenses often fail to capture these joint attack pat-
terns, leaving the system vulnerable (Yuan et al., 2024; Zou
et al., 2023). This highlights the need for well-designed,
cost-efficient cross-modal guardrails that can holistically
mitigate threats across modalities.

B.2. Attack Effectiveness with Random Noise

We do not include attack types like random noise as these
are relatively trivial attack method. Using UNIGUARD with
image and optimized text guardrails, the attack success rate
is only 12.43% for random-noise-based attacks, compared
to 25.17% for unconstrained adversarial visual attacks (Ta-
ble 3). Thus, our experiments focus on optimization-based
adversarial samples due to the challenging nature of de-
fending against these attacks.

C. Impact Statement
As Multimodal Large Language Models (MLLMs) become
increasingly prevalent in applications like social media,
clinical diagnosis, education, content moderation, and cus-
tomer service, ensuring their safety becomes essential. The
multimodal safety guardrail offered by UNIGUARD can
significantly enhance the robustness of MLLMs and bring
positive changes to these fields. The deployment of such
models with robust defenses could lead to safer online en-
vironments by minimizing the risk of harmful content gen-
eration. This has broad societal implications, potentially
reducing the spread of misinformation, hate speech, and
other malicious outputs generated by AI models. We aim
to inspire further research in the development of secure and
reliable MLLMs for diverse applications.
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Category LLaVA-v1.5-7B LLaVA-v1.5-13B
Original UniGuard+P UniGuard+O Original UniGuard+P UniGuard+O

Identity Attack 1.75% 0.35% 0.00% 1.45% 0.35% 0.18%
Obscene 1.05% 0.35% 0.35% 1.05% 0.18% 0.00%
Severe Toxicity 1.23% 0.00% 0.00% 2.10% 0.00% 0.00%
Insult 3.50% 0.18% 0.00% 0.53% 0.18% 0.00%
Threat 2.63% 1.23% 0.00% 1.75% 1.23% 0.53%
Toxicity 2.80% 0.00% 0.35% 2.63% 0.00% 0.00%

Table 6. Harmful generation rates (%) on AdvBench for LLaVA-v1.5-7B and LLaVA-v1.5-13B under different UniGuard variants.
Lower is better.

METHODS/METRICS PERSPECTIVE API (%) FLUENCY

Attack
Success ↓

Identity
Attack ↓ Profanity ↓ Sexually

Explicit ↓ Threat ↓ Toxicity ↓ Perplexity ↓

No Defense 37.20 2.94 26.53 12.76 2.10 31.57 136.80

BLURKERNEL 38.92 2.28 28.34 13.79 2.12 33.08 139.60
COMP-DECOMP 35.21 2.31 25.56 11.97 1.54 29.06 94.60
DIFFPURE 41.32 2.12 29.89 15.24 2.12 35.65 194.35
SMOOTHLLM 28.78 1.56 21.33 9.60 1.28 24.26 126.31

UNIGUARD (O) 24.98 1.37 16.42 10.69 1.80 18.73 73.72
UNIGUARD (P) 25.88 1.75 18.95 9.77 0.92 20.87 17.73

Table 7. Effectiveness of UNIGUARD and baseline defenses against unconstrained adversarial visual attack (Qi et al., 2023) and
RTP (Gehman et al., 2020) adversarial text on MiniGPT-4. UNIGUARD outperforms all baselines across all metrics, demonstrating
its effectiveness and generalization abilities.

METHODS/METRICS PERSPECTIVE API (%) FLUENCY

Attack
Success ↓

Identity
Attack ↓ Profanity ↓ Sexually

Explicit ↓ Threat ↓ Toxicity ↓ Perplexity ↓

No Defense 59.80 6.51 44.95 19.02 4.92 54.55 3.14

BLURKERNEL 69.31 9.26 56.96 23.85 6.42 66.22 3.28
COMP-DECOMP 69.22 8.17 56.13 23.69 6.17 65.72 3.38
DIFFPURE 68.31 8.76 52.79 24.35 5.09 63.47 2.77
SMOOTHLLM 59.26 6.95 47.86 19.88 5.09 56.12 2.65

UNIGUARD (O) 59.35 5.84 45.08 19.95 5.18 54.51 2.97
UNIGUARD (P) 43.79 5.09 34.36 13.43 2.42 39.95 3.07

Table 8. Effectiveness of UNIGUARD and baseline defenses against unconstrained adversarial visual attack (Qi et al., 2023) and
RTP (Gehman et al., 2020) adversarial text on InstructBLIP. UNIGUARD with image & pre-defined text guardrails consistently achieves
the best performance across all PERSPECTIVE API metrics.
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METHODS/METRICS PERSPECTIVE API (%) FLUENCY

Attack
Success ↓

Identity
Attack ↓ Profanity ↓ Sexually

Explicit ↓ Threat ↓ Toxicity ↓ Perplexity ↓

No Defense 41.77 2.92 29.16 13.45 2.51 36.01 84.73

BLURKERNEL 36.35 2.28 26.29 12.43 1.94 30.85 78.94
COMP-DECOMP 34.35 2.28 24.20 12.10 1.78 29.78 271.01
DIFFPURE 42.56 3.20 29.69 14.38 2.61 36.42 43.74
SMOOTHLLM 29.67 1.64 22.29 9.18 1.42 25.33 132.30

UNIGUARD (O) 25.94 1.79 17.06 10.41 1.19 19.62 16.92
UNIGUARD (P) 21.02 1.33 14.93 7.42 0.92 16.18 10.53

Table 9. Effectiveness of UNIGUARD and baseline defenses against constrained adversarial visual attack (Qi et al., 2023) and
RTP (Gehman et al., 2020) adversarial text on MiniGPT-4. UNIGUARD with image & pre-defined text guardrails consistently achieves
the best fluency and PERSPECTIVE API metrics.

METHODS/METRICS PERSPECTIVE API (%) FLUENCY

Attack
Success ↓

Identity
Attack ↓ Profanity ↓ Sexually

Explicit ↓ Threat ↓ Toxicity ↓ Perplexity ↓

No Defense 58.47 7.34 43.62 19.60 4.42 55.55 6.31

BLURKERNEL 55.55 6.34 42.20 18.93 5.42 51.88 7.27
COMP-DECOMP 57.80 7.51 44.54 19.52 5.09 54.88 6.07
DIFFPURE 56.13 7.09 43.37 18.68 4.34 53.38 6.97
SMOOTHLLM 49.72 5.37 39.18 15.99 4.42 47.36 7.13

UNIGUARD (O) 52.34 4.76 38.73 16.53 4.42 48.41 4.71
UNIGUARD (P) 41.03 4.92 33.11 13.68 1.83 37.86 3.00

Table 10. Effectiveness of UNIGUARD and baseline defenses against constrained adversarial visual attack (Qi et al., 2023) and
RTP (Gehman et al., 2020) adversarial text on InstructBLIP. UNIGUARD with image & pre-defined text guardrails achieves the op-
timal performance in terms of fluency and most PERSPECTIVE API metrics.

Subset 7B +VLGuard +UNIGUARD 13B +VLGuard +UNIGUARD

Safe-Unsafe 87.8 2.3 1.8 87.4 2.0 1.4
Unsafe 73.1 1.8 1.3 61.8 1.0 1.0

Table 11. Attack success ratio on the Safe-Unsafe and the Unsafe subset in (Zong et al., 2024).
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