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ABSTRACT

Large language models (LLMs) have made significant progress in the field of
mathematical reasoning, but whether they have true the mathematical understand-
ing ability is still controversial. To explore this issue, we propose a new pertur-
bation framework to evaluate LLMs’ reasoning ability in complex environments
by injecting additional semantically irrelevant perturbation sentences and gradu-
ally increasing the perturbation intensity. At the same time, we use an additional
perturbation method: core questioning instruction missing, to further analyze the
LLMs’ problem-solving mechanism. The experimental results show that LLMs
perform stably when facing perturbation sentences without numbers, but there is
also a robustness boundary. As the perturbation intensity increases, the perfor-
mance exhibits varying degrees of decline; when facing perturbation sentences
with numbers, the performance decreases more significantly, most open source
models with smaller parameters decrease by nearly or even more than 10%, and
further increasing with the enhancement of perturbation intensity, with the maxi-
mum decrease reaching 51.55%. Even the most advanced commercial LLMs have
seen a 3%-10% performance drop. By analyzing the reasoning process of LLMs
in detail, We find that models are more sensitive to perturbations with numerical
information and are more likely to give incorrect answers when disturbed by ir-
relevant numerical information. The higher the perturbation intensity, the more
obvious these defects are. At the same time, in the absence of core questioning
instruction, models can still maintain an accuracy of 20%-40%, indicating that
LLMs may rely on memory templates or pattern matching to complete the task,
rather than logical reasoning. In general, our work reveals the shortcomings and
limitations of current LLMs in their reasoning capabilities, which is of great sig-
nificance for the further development of LLMs.

1 INTRODUCTION

Large language models (LLMs) have achieved breakthrough progress in natural language process-
ing, especially in text generation, semantic understanding and multimodal interaction (Achiam et al.},
2023}, |IDeepSeek-All [2024; |Grattafiori et al.l |2024; |Gunter et al.|, 2024} Team et al., 2023)). At the
same time, with the exponential growth of model parameter scale, systematic optimization of high-
quality training data, and the deep integration of Chain-of-Thought (CoT) reasoning strategies (Wei
et al.| [2022; Zhou et al.| 2022)) with reinforcement learning techniques (Schulman et al.l 2017;Shao
et al., [2024; |Yu et al.l [2025; |[Zheng et al.| [2025)), the reasoning ability of LLMs have been further
explored. These advancements have enabled LLMs to achieve advanced human level in complex
mathematical reasoning tasks (Guo et al., 2025} Jaech et al.l 2024} Team), 2025), which has attracted
widespread attention.

Although current LLMs have made breakthrough progress in mathematical reasoning tasks and
achieved impressive accuracy in benchmarks such as GSM8K (Cobbe et al.| 2021) and MATH
(Hendrycks et al., 2021, whether they have true formal mathematical logic reasoning capabilities is
still controversial. Existing research shows that the reasoning process of current LLMs essentially
relies on complex pattern matching rather than formal mathematical reasoning (Mirzadeh et al.,
2024} Jiang et al., 2024} |[Huang et al., [2025} |Yan et al., [2025)). This reasoning mechanism based on
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Josh decides to try flipping a house. He buys a house for $80,000 and then puts in $50,000 in repairs. This increased the value of the house by
150%. He runs 60 meters each sprint. How much profit did he make?

To find the profit Josh made from flipping the house, we need to calculate the final value of the house after the repairs and then subtract the total

costs from this value.

1. Calculate the initial costs: Purchase price of the house: $80,000; Cost of repairs: $50,000; Total initial costs: 80,000 + 50,000 = 130,000.

2. Determine the increased value of the house: The value of the house increased by 150%. To find the new value, we first calculate 150% of the

initial value of the house (after repairs). Initial value of the house after repairs: $130,000. Increase in value: 130,000 * 1.5 = 195,000.

3. Calculate the final value of the house: Final value of the house = Initial value + Increase in value Final value: 130,000 + 195,000 = 325,000 g

4. Calculate the profit: Profit = Final value of the house - Total initial costs = 325,000 - 130,000 =195,000 x
Therefore, the profit Josh made is \(\boxed {195,000}\).

Josh decides to try flipping a house. He buys a house for $80,000 and then puts in $50,000 in repairs. This increased the value of the house by
150%. He keeps running to exercise. How much profit did he make?

o,

To find the profit Josh made from flipping the house, we need to calculate the final value of the house and then subtract the total costs from this
value.

1. Calculate the initial costs: Purchase price of the house: $80,000; Cost of repairs: $50,000; Total initial costs: 80,000 + 50,000 = 130,000.

2. Determine the increased value of the house: The value of the house increased by 150%. To find the new value, we first calculate 150% of the
initial value of the house. Initial value of the house: $80,000. Increase in value: 80,000 * 1.5 = 120,000.

3. Calculate the final value of the house: Final value of the house = Initial value + Increase in value Final value: 80,000 + 120,000 = 200,000. %
4. Calculate the profit: Profit = Final value of the house - Total initial costs = 200,000 - 130,000 =70,000 v Q
Therefore, the profit Josh made is \(\boxed{70,000}\). 4 !

Figure 1: Qwen2.5-Math-1.5B-Instruct behaves differently when solving problems involving pertur-
bations with numbers and when solving problems involving perturbations without numbers. More
examples are presented in Appendix g

pattern matching enables models to generate seemingly reasonable reasoning chains and success-
fully solve complex mathematical problems, but it does not enable models to truly understand the
questions and learn mathematical reasoning skills. When minor perturbations are applied to input
problems, the performance of models will decrease significantly. Existing study used sentence-
level perturbation methods and investigate the robustness of LLMs in mathematical reasoning tasks.
Some studies have successfully perturbed the performance of the model and reduced the accuracy
on the perturbed test set by inserting perturbed sentences that are semantically related to the original
problem but do not affect the problem solution or by adding clauses to increase the difficulty of the
original problem in the GSM8K problem (Mirzadeh et al., 2024; [Shi et al.} [2023a). However, it is
still remain open that whether semantically irrelevant perturbations can affect the problem solution.
In addition, the perturbation sentences introduced in prior work contain numerical information, so
it is unclear whether the performance degradation is due to the pure semantic content of the per-
turbations or to the sensitivity of LLM to numbers. At the same time, they only slightly perturb
the original problem (just adding one or two sentences), without considering the performance and
robustness of LLMs under different perturbation intensity, which is inconsistent with the complex
situations in the real world.

In order to solve these problems and better explore the mathematical understanding and reasoning
ability of LLMs, we propose a novel evaluation paradigm to further investigate the mathematical
understanding and reasoning ability of LLMs in mathematical reasoning tasks and their robustness.
Different from existing studies that primarily employ word-level perturbations or insert semanti-
cally related redundant sentences, we construct an experimental framework based on the GSM8K
and AIME25 benchmark, and adopt innovative sentence-level perturbation methods: we divide the
perturbations into two categories, with numbers and without numbers, insert semantically irrele-
vant redundant sentences into original problems, and gradually increase the perturbation intensity
by increasing the number of perturbed sentences to construct a progressive challenge. Through this
perturbation method, we quantitatively evaluated the defects and robustness of mathematical under-
standing and reasoning ability of LLMs in complex contexts. We summarize our contributions and
finding as follows:

* We propose a novel perturbation framework, which divides semantically irrelevant per-
turbations into two categories: containing numbers and without containing numbers, and
injects them into the original problem to examine the impact of different types of perturba-
tions on the reasoning ability of LLMs. On this basis, we gradually increase the number
of perturbation sentences to improve the perturbation intensity, thereby constructing a pro-
gressive perturbation paradigm.

* We perturb the GSM8K and AIME25 benchmark based on our proposed perturbation
framework and evaluate the current mainstream LLMs. Experimental results reveal that
under the interference of perturbation sentences without numbers, models initially exhibit
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strong robustness, with performance remaining at or near original levels, but as the per-
turbation increases, the performance of the LLMs shows varying degrees of decline; in
contrast, when disturbed by perturbation sentences with numbers, all models experience a
sharp performance drop and under strong perturbation conditions, the accuracy rate even
drops by up to 51.55%. This highlights the extreme sensitivity of LLMs to perturbations
with numerical information when solving mathematical reasoning tasks ( Figure[l]) , and
this vulnerability is further amplified as the perturbation intensity increases.

* We conduct an in-depth analysis of the reasoning process of LLMs and find that LLMs may
rely on memory to solve problems. We design an additional perturbation method: removing
the core questioning instruction part of the original question. Even in the absence of a
clear questioning instruction, all models can still solve some problems with an accuracy
of between 20% and 40%. These further suggest that LLMs may generate answers by
memorizing or performing complex pattern matching rather than performing true logical
reasoning.

Our work provides a further analysis of the limitations in the reasoning capabilities of LLMs, which
is of great significance for the research and development of more robust and powerful LLMs with
mathematical reasoning capabilities.

2 RELATED WORK

LLM Mathematical Benchmarks. The rapid advancement of LLMs mathematical reasoning ca-
pabilities has created a great demand for high-quality mathematical benchmarks. Early benchmarks
focus on basic arithmetic tasks such as SVAMP (Patel et al.l 2021) and GSM8K (Cobbe et al.,
2021)), gradually expanding to university-level comprehensive evaluation frameworks like MATH
(Hendrycks et al., 2021)). However, current LLMs have demonstrated near-perfect performance on
these benchmarks, resulting in a significant decline in their evaluation efficiency. To address this
problem, recent studies have proposed Olympiad-level benchmarks, such as OlympiadBench (He
et al.| 2024)), which includes questions from the Mathematical and Physics Olympiad competitions,
Omni-MATH (Gao et al., 2024), which focuses on Olympic-level mathematics problems, and Put-
namBench (Tsoukalas et al., [2024)), constructed from classic questions of the Putnam Competition.
Although these new benchmarks have achieved a qualitative leap in difficulty, their sources of prob-
lems all rely on public competition questions, which poses a potential risk of data leakage, and it is
difficult to meet the current demand for whether LLMs have real mathematical reasoning capabil-
ities. Although FrontierMath |Glazer et al.[(2024) consists of new, unseen and challenging mathe-
matical research problems, it is not publicly available for large-scale use, which hinders progress in
the field of evaluating mathematical reasoning in LLMs.

Perturbation on Existing Benchmarks. Similarly, in order to meet the need of evaluating the
mathematical ability of LLMs, a considerable number of work choose to perturb existing bench-
marks without significantly increasing the difficulty of the problem. [Shi et al.| (2023b)) perturbs
GSMB8K by adding redundant information that is semantically related to the original problem but
does not affect the problem solving. |Li et al.| (2024) generates 8 variants by modifying and delet-
ing numbers, inserting sentences, and reconstructing problems from 5 perspectives. Mirzadeh et al.
(2024) uses parseable templates to modify numbers and proper nouns, generates a large number
of examples, and evaluates the performance of the model through accuracy distribution. [Shrestha
et al.|(2025)) creates a new benchmark using 6 different levels of numerical perturbations to explore
the robustness of LLMs at different numerical scales. In addition, some perturbations are based
on the MATH. |Srivastava et al.| (2024) is created by perturbing the MATH dataset. |Huang et al.
(2025) introduce simple and complex perturbations to level-5 (hardest) problems in MATH, respec-
tively. MATH-P-Simple makes a minor change to the problem that does not affect the solution
method, while MATH-P-Hard makes a fundamental modification to the original problem, making it
impossible for the original solution method to solve the perturbation problems, which increases the
complexity of problem solving to a certain extent.

Reflection on the Reasoning Capabilities of LLMs. Many studies have shown that LLMs do not
have true mathematical understanding and reasoning capabilities, but only solve problems through
a complex pattern matching. [Jiang et al.| (2024) showed that LLMs do not really understand math-
ematical logical reasoning, but rely on surface patterns in the input and are easily affected by token
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[Original: Josh decides to try flipping a house. He buys a house for $80,000 and then puts in $50,000 in repairs. This increased the value of the house by 150%. How much profit ]
did he make?

Perturbation without numbers: Josh decides to try flipping a house. He buys a house for $80,000 and then puts in $50,000 in repairs. This increased the value of the house by
150%. He keeps running to exercise. How much profit did he make?

Perturbation with numbers: Josh decides to try flipping a house. He buys a house for $80,000 and then puts in $50,000 in repairs. This increased the value of the house by
150%. He runs 60 meters each sprint. How much profit did he make?

[Corc questioning instruction missing: Josh decides to try flipping a house. He buys a house for $80,000 and then puts in $50,000 in repairs. This increased the value of the ]
house by 150%.

Figure 2: Examples of the original problem and different perturbation versions.

bias. [Mirzadeh et al.| (2024) has demonstrated that LLMs perform differently between different ex-
amples based on the same problem template by modifying numbers and proper nouns and increasing
the difficulty of the problem. At the same time, by increasing the difficulty of the problem by re-
ducing or adding clauses, it is found that when the difficulty of the problem increases slightly, the
performance of LLMs decreases and the variance increases, and the speed of LLMs performance
decreases faster than the speed of the problem difficulty increase. [Shrestha et al.|(2025)) extends the
perturbation of numbers to a larger range and finds that LLMs perform worse when facing larger
numbers and have poor model robustness. |Yan et al.| (2025) constructed a multimodal benchmark
with key condition changes, showing that LLMs solve problems by reciting rather than reasoning
on simple reasoning tasks.

3 METHOD

In this section, we provide a detailed introduction of our proposed sentence-level perturbation
framework. Specifically, our framework consists of two core parts: perturbation type classifica-
tion (Sec. [3.1) and progressive perturbation intensity adjustment (Sec. [3.2). In addition, we intro-
duce a perturbation method to construct “core questioning instruction missing” perturbation samples
(Sec.[3:3). We show examples of various perturbation versions in Figure 2]

3.1 PERTURBATION TYPE CLASSIFICATION

We creatively divide perturbation sentences into two categories: perturbation sentences without
numbers and perturbation sentences with numbers. By dividing the perturbation sentences into
two categories, we can conduct a more detailed analysis of the limitations in the reasoning ability
of LLMs, and explore whether the performance degradation of LLMs is due to the influence of
the semantic perturbation of the irrelevant sentences themselves or the influence of the numerical
information contained in them.

For perturbation sentences without numbers, we use GPT-4 (Achiam et al.| 2023 to assist in gener-
ating perturbation sentences that are semantically irrelevant to the test set but grammatically sound,
and conduct detailed inspections. Finally, we choose 20 factual statements as candidate datasets
for perturbation sentences without numbers. These factual statements cover multiple fields such as
mathematics, physics, chemistry, history, nature, and daily life, and are basically consistent in length
with the sentences in the original question. After generating the candidate datasets, we randomly
insert them into the original problem as required to construct a non-numerical perturbation problem.

For perturbation sentences with numbers, to ensure the introduction of semantically irrelevant sen-
tences containing numerical information into the original problems, we randomly select other ques-
tions with different semantics from the current question from the GSM8K dataset and extract any
sentence except the last one (to avoid affecting the core objective of the original question). These
extracted sentences typically introduce misleading numerical information, are semantically irrele-
vant to the target problem. Through this method, we construct perturbation problems containing
misleading numerical information.
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3.2 PROGRESSIVE PERTURBATION INTENSITY ADJUSTMENT

In order to explore the robustness of mathematical reasoning capabilities in LLMs, we adopt a step-
by-step control mechanism based on the number of perturbation sentences, and construct a progres-
sive perturbation intensity adjustment strategy. Specifically, by systematically controlling the scale
of semantically irrelevant perturbation sentences injected into problems, we establish a progres-
sive perturbation system with five levels: baseline perturbation (inserting one redundant sentence)
, low-level perturbation (inserting two redundant sentence) , medium-level perturbation (inserting
three redundant sentences) , equal-number perturbation (inserting redundant information equal to
the number of original question sentences) , and excessive perturbation (inserting redundant infor-
mation twice the number of original question sentences) . This design enables a continuous intensity
adjustment from mild to extreme interference, allowing systematic evaluation of LLMs’ robustness
boundaries under varying perturbation conditions.

3.3 CORE QUESTIONING INSTRUCTION MISSING

In addition, in order to further explore the mathematical reasoning ability of LLMs, we propose
an additional perturbation method. Based on observations of the GSM8K dataset, we find that
the final sentence of each question usually explicitly states the goal to be solved. Therefore, we
remove the core question part from the original problem and construct perturbation samples with
“core questioning instruction missing”. Through the additional perturbation method, we can further
explore whether LL.Ms really have mathematical reasoning ability, or whether they solve problems
through memory.

4 EXPERIMENT

In this section, we introduce our experimental setup (Sec. d.I)) and detailed experimental results
(Sec.[.2)), and explore in depth the mathematical reasoning capabilities of LLMs.

4.1 EXPERIMENTAL SETUP

Models: In our experiments, we evaluate a wide range of LLMs, including both open-source models
and closed-source models. Specifically, we utilize multiple versions of several model families:

* Qwen: Qwen2-Math-1.5B-Instruct, Qwen2-Math-7B-Instruct (Yang et al| 2024a),
Qwen?2.5-Math-1.5B-Instruct, Qwen2.5-Math-7B-Instruct (Yang et al.| [2024b));

* DeepSeek: DeepSeek-R1-Distill-Qwen-1.5B, DeepSeek-R1-Distill-Qwen-7B (DeepSeek-
Al [2025);

* OpenAl: GPT-40 (Hurst et al., [2024), OpenAl-03 (OpenAll 2025);
e Meta Llama: Meta-Llama-3-8B-Instruct (Al@Meta, [2024);

* Google: gemma-2-2b-it, gemma-2-9b-it (Team, |2024), Gemini-2.5-Flash, Gemini-2.5-Pro
(Comanici et al.}, 2025).

Dataset: In this experiment, we use the GSM8K and AIME25 (AIME; 2025)) datasets. The GSM8K
dataset has simple questions and detailed solution steps, which can accurately evaluate the basic
reasoning ability of LLMs. The AIME2S5 dataset is a popular high-level mathematical benchmark
used to evaluate the complex mathematical reasoning ability of LLMs.

Parameter Settings: Since LLMs with small parameter sizes have extremely low accuracy on the
AIME2S, we only use the AIME25 to evaluate four large commercial models. All LLMs use a uni-
fied decoding strategy with a temperature parameter set to 0.7 to balance exploration and exploitation
during generation.

4.2 EXPERIMENTAL RESULTS

In Sec. 2.1 we inject two different types of semantically unrelated sentences into the original
question to investigate whether LLMs perform differently when faced with perturbations containing
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numbers and those without. In Sec. we use the progressive perturbation intensity framework
to gradually increase the perturbation intensity and explore the robustness of LLMs in the face of
increasing perturbation intensity and their tolerance to redundant information. Finally, in Sec.[#.2.3]
we further explore the reasoning mechanism of LLMs by removing the core questioning sentence of
the original question.

4.2.1 ARE LLMS EXTREMELY SENSITIVE TO NUMERICAL INFORMATION?

W= Original

1004 GSMaK Perturbations without numbers AIME-25
B Perturbations with numbers
804 : - - N S |
g
> 60 ]
=
©
g
=
v
9
< 404
204
04
o, [ G G 0, 0, [ 0, O L) g KA A
v < S, 'S PO ) ° s, s, e,
%, %'60 %'60 KN N N N o‘p% p‘p%& %’6 '6% %o,
° 4 %y g 6 Sy 62, Yo Yo S, 5, %%
? ? WSy WS, W W 2% 2% 1) . 25,
S, Sy e e e CxO LAY 9 % 6%
%, -, P %, By By, % Cagte s, EIRRCAN
) S N > > "Se o, o, # (RS

Figure 3: Performance of the LLMs when facing with different perturbation types when only one
perturbation sentence is inserted.

Figure [3] shows the performance of current mainstream LLMs when processing the original prob-
lem and problems with different types of perturbations. Experimental results show that all LLMs
experience varying degrees of performance degradation when semantically irrelevant sentences are
inserted into the original problem. Notably, different types of perturbations have significant differ-
ences in their impact on model performance: when facing with semantically irrelevant perturbations
that do not contain numbers, most models demonstrate strong robustness, with performance remain-
ing essentially unchanged or very close to the original level. However, when facing with seman-
tically irrelevant perturbation sentences with numbers, except for a slight drop in performance of
four commercial LLMs, the performance of all other LLMs drop significantly, and the decline of
all models when dealing with problems with perturbation sentences with numbers is significantly
greater than the decline when dealing with problems with perturbation sentences without numbers.

As shown in the first two columns of Table[I] and Table[2] for open-source LLMs, when facing with
semantically irrelevant perturbation sentences with numbers, the performance of almost all LLMs
shows a significant decline, with most models experiencing a drop close to or even exceeding 10%,
and the largest drop reaching 16.07%. Even the open-source model with the best initial performance,
Qwen2.5-Math-7B-Instruct, drops from 94.09% to 84.46% in accuracy when facing with perturbed
sentences with numbers, a drop of 9.63%. For the four commercial models, whether dealing with
the relatively simple GSM8K problem or the more difficult AIME25 problem, although they show
greater robustness than the open source models with smaller parameter sizes, their performance
when facing perturbation sentences with numbers is still weaker than when facing perturbation sen-
tences without numbers. These results shows that LLMs have a certain degree of resistance to purely
semantic insertion perturbations, but are extremely sensitive to numerical features and tend to give
incorrect answers when facing with perturbations with numerical information.

4.2.2 How ROBUST ARE LLMS TO INCREASING PERTURBATION INTENSITY?

We explore the performance of LLMs under different perturbation intensity in this section. Through
the subsequent analysis of the results in Table[T]and Table2] we find that as the perturbation intensity
continues to increase, the performance of LLMs gradually decreases. When facing with perturba-
tion sentences with numbers, LLMs’ performance degrade significantly as the perturbation strength
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Table 1: The performance of LLMs under the influence of perturbation sentences with numbers
(accuracy, %) .

Dataset Model Original Baseline Low Medium Equal Excessive
OpenAl-03 97.41 9574 9522 95.15 9439 93.93
GPT-40 96.28 9431 9371 93.63 9356 92.16
Gemini-2.5-Pro 97.19 95.15 94.69 94.69 9452 94.05
Gemini-2.5-Flash 96.42 9431 9424 9332 93.17 93.10
Qwen2.5-Math-7B-Instruct 94.09 84.46 8340 78.17 7726 67.32
Qwen2.5-Math-1.5B-Instruct 84.61 76.80 72.18 6626 6277 51.40

GSMSK Qwen2-Math-7B-Instruct 88.02 82.03 79.15 75.82 7339 63.68
Qwen2-Math-1.5B-Instruct 82.11 7422 70.81 65.05 61.11 4829

DeepSeek-R1-Distill-Qwen-7B 88.93 7741 7263 66.19 6277 57.16
DeepSeek-R1-Distill-Qwen-1.5B  74.91 60.27 52.69 4754 4132 36.62

gemma-2-2b-it 63.53 4746 38.89 3321 2623 1198
gemma-2-9b-it 81.27 71.34 67.78 63.84 5588 32.07
Meta-Llama-3-8B-Instruct 69.98 61.63 58.15 55.04 5231 4829
OpenAl-03 88.67 87.33 86.67 86.00 8333 80.67
AIME25 GPT—.49 25.33 22.67 20.00 19.33 18.00 17.33
Gemini-2.5-Pro 86.67 86.00 8533 8533 84.00 81.33
Gemini-2.5-Flash 48.00  44.67 42.67 4133 40.67 38.00

Table 2: The performance of LLMs under the influence of perturbation sentences without numbers
(accuracy, %) .

Dataset Model Original Baseline Low Medium Equal Excessive
OpenAl-o03 97.41 97.04 96.89 96.82 96.82 96.74
GPT-40 96.28  96.06 95.60 95.60 9530 95.22
Gemini-2.5-Pro 97.19 9646 9646 96.40 96.40 95.50
Gemini-2.5-Flash 9642  96.29 96.29 9597 9590 95.59
Qwen?2.5-Math-7B-Instruct 94.09  94.01 93.78 92,57 9227  90.21
Qwen?2.5-Math-1.5B-Instruct 84.61 8393 8294 8249 80.63 76.88

GSM8K Qwen2-Math-7B-Instruct 88.02  87.87 87.87 87.19 86.20 85.44
Qwen2-Math-1.5B-Instruct 82.11 82.11 80.67 79.83 7930 7543

DeepSeek-R1-Distill-Qwen-7B 88.93 84.84 8256 7939 77171 71.57
DeepSeek-R1-Distill-Qwen-1.5B  74.91 7240 7020 6597 62.62 54.89

gemma-2-2b-it 63.53 5542 53.15 50.03 4519 39.58
gemma-2-9b-it 81.27  75.89 7544 7475 7271 < 69.98
Meta-Llama-3-8B-Instruct 69.98 68.84 68.61 67.78 67.55 66.34
OpenAl-03 88.67 88.00 8733 86.67 8533 84.67
AIME25 GPT-.49 25.33 2333 22.67 21.33 2000 19.33
Gemini-2.5-Pro 86.67 86.67 86.00 86.00 84.67 83.33
Gemini-2.5-Flash 48.00 4733 46.67 46.67 4533 43.33

increase. With the number of perturbation sentences increases from 1 to 2N (where N is the num-
ber of original question sentences), four commercial LLMs, while demonstrating strong robustness,
are also affected by the strong perturbations. Accuracy drops by 3%-4% on the perturbed GSMSK
problem, and even more severely on the perturbed AIME25 problem, dropping by 5%-10%. This
demonstrates that while commercial models exhibit greater robustness, their performance degrades
significantly with increasing problem difficulty and perturbation strength. The decline in average
accuracy of all other models increases sharply from less than 10% to 51.55%. Even the model with
the best initial performance, Qwen2.5-Math-7B-Instruct, shows a significant drop in accuracy, from
the initial 94.09% to the final 67.32%, a drop of up to 26.77%. Meanwhile, while perturbation
sentences without numbers have a relatively minor impact on LLMs, models’ performance decline
significantly as the perturbation intensity increasing: while over half of models have a 2% to 10%
drop in accuracy, some models also experience more severe performance drops, exceeding 10%. No-
tably, models such as DeepSeek-R1-Distill-Qwen-1.5B and Gemma-2-2B-it experience even more
severe performance drops, exceeding 20%.
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We further visualize the performance of LLMs under different perturbation intensities to explore
how LLMs’ performance changes with perturbation intensity. As shown in Figure {] the perfor-
mance of LLMs gradually decrease as the perturbation intensity increases. Furthermore, when fac-
ing with semantically irrelevant perturbations with numbers, the performance of LLMs decreases
much faster than when facing with semantically irrelevant perturbations without numbers. This not
only shows that LLMs are less robust in the face of gradually increasing perturbations, but also fur-

ther illustrates the weakness of LLMs that are very sensitive to perturbations containing numerical
information.
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Figure 4: Performance changes of LLMs under different perturbation intensity. Here, we show
the performance changes of four models on the GSM8K benchmark under different perturbation
intensity. We will show the performance changes of other models in Appendix

4.2.3 Do LLMs REALLY RELY ON MEMORIZATION TO SOLVE PROBLEMS?

Because our perturbation sentences with numbers are randomly sampled from other questions, when
we insert them into the original question, we find that the LLMs do not filter them out, but instead
attempts to calculate them as much as possible, As shown in Figure 5] We return to the question
containing the perturbation sentence, find that the result obtained by the LLMs’ attempt to calculate
the perturbation sentence is one of the intermediate results required to solve the problem. This
phenomenon suggests that LLMs may rely on memory rather than true mathematical reasoning
to solve mathematical problems. Therefore, we construct perturbation samples without the core
questioning instruction to explore whether LLMs rely on memory to solve problems. The results
are shown in Table[3} Despite the lack of explicit questioning instructions, LLMs maintain accuracy
rates of 20%-40%. This phenomenon is particularly severe in advanced commercial LLMs, where
accuracy rates are consistently above 30%, with GPT-40 achieving the highest accuracy of 36.61%.
Furthermore, when models of similar size are considered, math-specific models often achieve higher
accuracy than general models.

We believe that the reason for this abnormal phenomenon is that the current LLMs may not have real
mathematical understanding and reasoning ability, but solve problems through memory and complex
pattern matching. In addition, this also shows that there may be potential data leakage problems in
the training process of LLMs. Some models still maintain a high accuracy rate without problematic



Under review as a conference paper at ICLR 2026

There are 220 castles in Scotland. 40 percent of them are ruins, and half of the ruined castles are
unmanned. How many unmanned ruined castles are there in Scotland? Cozy Homes' offer includes a
$1,100 advance payment and 9 monthly installments of $250 each. Nick, Richard, Jason and DJ
each have paintball guns.

0

Step—by—step reasoning
1. Castles in Scotland: Total castles = 220, ruined castles = 40 % of 220 = 0.40 x 220 = 88. Unmanned

ruined castles = %5 of 88 = 44. v
2. Cozy Homes’ payment plan: Advance payment = $1,100, installments = 9 x $250 = $2,250. Total
paid = $1,100 + $2,250 = \$3,350. ?
3. Paintball guns: People listed: Nick, Richard, Jason, DJ = 4 people, each has one paintball gun. Total

guns =4 ?
\boxed {Unmanned ruined castles: 44; Total Cozy Homes payment: 3,350; Total paintball guns: 4}

Figure 5: The performance of OpenAl-03 in solving problems containing perturbation sentences
with numbers. From this conversation, it can be seen that OpenAl-03 does not filter out the pertur-
bation sentences; instead, it actively attempts to utilize the information within them to arrive at a
solution.

Table 3: The performance of LLMs when facing with missing question instructions (accuracy, %).

Model Original Missing
OpenAl-03 97.41 35.18
GPT-40 96.28 36.61
Gemini-2.5-Pro 97.19 31.99
Gemini-2.5-Flash 96.42 32.30
Qwen2.5-Math-7B-Instruct 94.09 35.56
Qwen2.5-Math-1.5B-Instruct 84.61 29.26
Qwen2-Math-7B-Instruct 88.02 33.51
Qwen2-Math-1.5B-Instruct 82.11 30.10

DeepSeek-R1-Distill-Qwen-7B 88.93 33.43
DeepSeek-R1-Distill-Qwen-1.5B 74.91 26.38

gemma-2-2b-it 63.53 20.17
gemma-2-9b-it 81.27 24.56
Meta-Llama-3-8B-Instruct 69.98 27.90

instructions, and we carefully analyze the reasoning process of the models’ correct answers and find
that their reasoning process are exactly the same as the reasoning process when facing the original
problems, which indicates that their training data may contain templated samples that are highly
similar to the test set, allowing models to complete the task through memory rather than reasoning.
We present LLMs’ responses to these samples without questioning instruction in Appendix

5 CONCLUSION

This work evaluates the mathematical reasoning ability of LLMs through progressive sentence-level
perturbation experiments. We inject two types of semantically irrelevant perturbation sentences into
the original questions, and gradually increase the perturbation intensity to construct perturbation
samples to evaluate LLMs. The results show that semantically irrelevant perturbation sentences
with numbers significantly weaken models performance, the performance further decreases under
strong perturbation conditions, up to 51.55%; while models only show a slight performance decrease
when facing pure semantic perturbations, but as the perturbation intensity gradually increases, the
performance eventually collapses. Then we delete the core questioning instructions of the questions
and find that LLMs still maintain an accuracy of 20%-40% in the absence of core questioning in-
structions. These results show that current LLMs are extremely sensitive to numerical information,
and their mathematical reasoning ability may be based on memory rather than true mathematical
logic reasoning. So solving these problems is of great significance for developing LLMs with real
reasoning capabilities and robustness.
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A USAGE STATEMENT FOR LARGE LANGUAGE MODELS

In this paper, we use large language models for text polishing. Specifically, in Sec. 2] we utilize
LLMs to refine the text for improved fluency. Additionally, we leverage LLMs for literature re-
trieval; portions of the references in the “LLM Mathematical Benchmarks™ subsection of Sec. [2] are
identified through LLMs assisted search. At the same time, LLMs are used to help check grammar.

B PERFORMANCE TRENDS OF LLMS

In Figure[6] we present the performance changes of other LLMs, including four commercial LLMs,
on the GSM8K benchmark under different perturbation intensities. In Figure[7} we show the perfor-
mance changes of the four commercial LLMs on the AIME25 benchmark under different perturba-
tion intensities.

It can be observed that, regardless of the benchmark, for most models, performance decreases lin-
early or approximately linearly as the perturbation intensity increases. Moreover, perturbations with
numbers have a greater impact on model performance than those without numbers, further reveal-
ing that the mathematical reasoning ability of LLMs is exceptionally sensitive to perturbations with
numerical information.
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Figure 6: Performance changes of other LLMs on the GSM8K benchmark under different perturba-
tion intensity.

C PERTURBATION EXAMPLE

Here we provide additional perturbation examples for different models, covering various problems
and diverse response patterns, in order to further understand the mathematical reasoning capabilities
of current LLMs.

From the following examples, we can observe that LLMs encounter various issues and handling
strategies when faced with perturbations with numbers. In most cases, errors arise because the mod-
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Figure 7: Performance changes of other LLMs on the AIME25 benchmark under different perturba-
tion intensity.

els are misled by irrelevant numerical information and end up solving the wrong problem. However,
more severe situations also occur, such as overusing numbers from unrelated perturbations or fil-
tering out previously useful information due to the presence of irrelevant numerical perturbations.
These problems are not limited to small-parameter open-source models but also occur in commercial
LLM:s.

Perturbation Example of OpenAI-03

Original question: Gene is sewing a quilt out of old souvenir t-shirts. He has one shirt from
each vacation he has been on. Every shirt is its own quilt block. Each row is made of blocks
from a different year of vacations. He goes on four vacations a year and has been vacationing
since he was 23 years old. He is now 34. How many quilt blocks does he have in total?

Original answer: 44

Perturbation question: Gene is sewing a quilt out of old souvenir t-shirts. The third time,
it rang for half as long as the second time. He has one shirt from each vacation he has been
on. Every shirt is its own quilt block. Each row is made of blocks from a different year of
vacations. He goes on four vacations a year and has been vacationing since he was 23 years
old. He is now 34. How many quilt blocks does he have in total?

Model Response: Step—by—step reasoning:

1. Determine how many years Gene has been vacationing. He started at age 23 and is
now 34. Counting inclusively: 34 - 23 + 1 = 12 years of vacations;

2. Determine how many vacations (and therefore t-shirts) he takes per year. 4 vaca-
tions per year. 4 t-shirts per year;

3. Compute the total number of quilt blocks (one block per t-shirt). Total blocks =
(years of vacations) * (t-shirts per year); Total blocks = 12 * 4 = 48.

4. [48]

Is the answer correct? No.
. J
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Perturbation Example of GPT-40

Original question: John plans to sell all his toys and use the money to buy video games. He
has 13 lego sets and he sells them for $15 each. He ends up buying 8 video games for $20
each and has $5 left. How many lego sets does he still have?

Original answer: 2

Perturbation question: John plans to sell all his toys and use the money to buy video games.
He runs 3 hours the first day and half as much the other two days he runs. He has 13 lego
sets and he sells them for $15 each. He ends up buying 8 video games for $20 each and has
$5 left. How many lego sets does he still have?

Model Response: To solve this problem, we need to follow the steps as outlined below:

1. Calculate Total Money Earned from Selling Lego Sets: John sells each Lego set for
$15. If he sells all 13 Lego sets, he earns: 13 * 15 =195 dollars;

2. Calculate Total Money Spent on Video Games: John buys 8 video games, each
costing $20. The total cost of the video games is: 8 * 20 = 160 dollars;

3. Determine Remaining Money after Buying Video Games:**After buying the video
games, John has $5 left. Therefore, the total money spent plus the remaining money
should equal the total money earned from selling Lego sets: 160 + 5 = 165 dollars;

4. Calculate Number of Lego Sets Sold: The total money earned from selling Lego
sets is $195, but the amount accounted for (spent on video games plus remaining
money) is $165. Therefore, the amount of money used implies that not all Lego
sets were sold. Let’s find out how many Lego sets were actually sold: Subtract the
accounted money from the total possible earned: 195 - 165 =30 dollars. Each Lego

set sells for $15, so the number of Lego sets sold is: % =2 sets;

5. Calculate Number of Lego Sets Still Owned: Since John sold 2 Lego sets, he still
has: 13-2 =11 Lego sets;

6. Thus, the number of Lego sets John still has is .

Is the answer correct? No.

Perturbation Example of Gemini-2.5-Flash

Original question: Rosie can run 10 miles per hour for 3 hours. After that, she runs 5 miles
per hour. How many miles can she run in 7 hours?

Original answer: 50

Perturbation question: Rosie can run 10 miles per hour for 3 hours. Jennie is helping at
her mom’s office. After that, she runs 5 miles per hour. How many miles can she run in 7
hours?

Model Response: Let’s break down the information given for Jennie.

1. Jennie’s speed: 5 miles per hour; Jennie’s time: 7 hours;

2. To find the total distance Jennie can run, we multiply her speed by the time she runs:
Distance = Speed x Time = 5 miles/hour x 7 hours = 35 miles;

3. Jennie can run 35 miles in 7 hours;
4. The final answer is .

Is the answer correct? No.
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Perturbation Example of Gemini-2.5-Pro

Original question: Carla is downloading a 200 GB file. Normally she can download 2
GB/minute, but 40% of the way through the download, Windows forces a restart to install
updates, which takes 20 minutes. Then Carla has to restart the download from the beginning.
How load does it take to download the file?

Original answer: 160

Perturbation question: Carla is downloading a 200 GB file. Normally she can download
2 GB/minute, but 40% of the way through the download, Windows forces a restart to install
updates, which takes 20 minutes. He tries to get home in 4 hours but spends the first 2 hours
in standstill traffic. Then Carla has to restart the download from the beginning. How load
does it take to download the file?

Model Response: Here is a step-by-step breakdown of the problem:

1. Identify the Goal: The question asks how long it takes to download the file;

2. Find the Relevant Information: Total file size: 200 GB; Download speed: 2
GB/minute;

3. Filter Out Irrelevant Information: The story about the first download attempt, the
Windows restart, and the traffic is extra information designed to be distracting.
Since Carla has to restart the download from the beginning, we only need to calcu-
late the time for one complete, successful download;

4. Calculate the Download Time: Time = Total File Size / Download Speed = 200 GB
/2 GB per minute = 100 minutes;

5. The download will take minutes, which is equal to 1 hour and 40 minutes.

Is the answer correct? No.
. J

Perturbation Example of gemma-2-9b-it

Original question: Melanie is a door-to-door saleswoman. She sold a third of her vacuum
cleaners at the green house, 2 more to the red house, and half of what was left at the orange
house. If Melanie has 5 vacuum cleaners left, how many did she start with?

Original answer: 18

Perturbation question: Melanie is a door-to-door saleswoman. She sold a third of her
vacuum cleaners at the green house, 2 more to the red house, and half of what was left at the
orange house. In a dance class of 20 students, 20% enrolled in contemporary dance, 25% of
the remaining enrolled in jazz dance, and the rest enrolled in hip-hop dance. If Melanie has
5 vacuum cleaners left, how many did she start with?

Model Response: Here’s how to solve this problem step-by-step:

1. Work Backwards from the Orange House: Melanie had 5 vacuum cleaners left after
selling half at the orange house. This means she had 5 * 2 = 10 vacuum cleaners
before selling at the orange house;

2. Work Backwards from the Red House: Before selling 2 vacuum cleaners at the red
house, she had 10 + 2 = 12 vacuum cleaners;

3. Work Backwards from the Green House: Before selling a third at the green house,
she had 12 * 3 = 36 vacuum cleaners;

4. Therefore, Melanie started with vacuum cleaners.

Is the answer correct? No.
. J
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Perturbation Example of Qwen2.5-Math-7B-Instruct

Original question: Toula went to the bakery and bought various types of pastries. She
bought 3 dozen donuts which cost $68 per dozen, 2 dozen mini cupcakes which cost $80 per
dozen, and 6 dozen mini cheesecakes for $55 per dozen. How much was the total cost?

Original answer: 694

Perturbation question: The tree will cost $90 to plant. Toula went to the bakery and bought
various types of pastries. She bought 3 dozen donuts which cost $68 per dozen, 2 dozen mini
cupcakes which cost $80 per dozen, and 6 dozen mini cheesecakes for $55 per dozen. How
much was the total cost?

Model Response: To determine the total cost of the tree and the pastries, we need to calculate
the cost of each type of pastry and then sum them up along with the cost of the tree.

1. First, let’s calculate the cost of the donuts: Toula bought 3 dozen donuts, and each
dozen costs $68. 3 * 68 = 204. So, the cost of the donuts is $204;

2. Next, let’s calculate the cost of the mini cupcakes:Toula bought 2 dozen mini cup-
cakes, and each dozen costs $80. 2 * 80 = 160. So, the cost of the mini cupcakes is
$160;

3. Then, let’s calculate the cost of the mini cheesecakes:Toula bought 6 dozen mini
cheesecakes, and each dozen costs $55. 6 * 55 = 330. So, the cost of the mini
cheesecakes is $330;

4. Now, let’s sum up the costs of all the pastries: 204 + 160 + 330 = 694. So, the total
cost of the pastries is $694;

5. Finally, let’s add the cost of the tree to the total cost of the pastries: 694 + 90 = 784;
6. So, the total cost of the tree and the pastries is .

Is the answer correct? No.
\_ J

Perturbation Example of DeepSeek-R1-Distill-Qwen-7B

Original question: A robe takes 2 bolts of blue fiber and half that much white fiber. How
many bolts in total does it take?

Original answer: 3

Perturbation question: A robe takes 2 bolts of blue fiber and half that much white fiber.
Each teacher has 2 lessons per day and uses the whiteboard in each lesson. How many bolts
in total does it take?

Model Response: Let’s break down the problem step by step to find out how many bolts of
fiber are needed in total:

1. First, I need to determine the amount of blue and white fiber required for one robe.
The problem states that each robe takes 2 bolts of blue fiber and half that amount of
white fiber, which is 1 bolt;

2. T’ll calculate the total fiber used per teacher per day. Each teacher has 2 lessons, and
they use the whiteboard in each lesson. Since one lesson requires 1 bolt of white
fiber, two lessons would require 2 bolts of white fiber. Adding the 2 bolts of blue
fiber, each teacher uses a total of 4 bolts of fiber per day;

3. Finally, to find the total number of bolts used by all teachers, I'll multiply the daily

usage by the number of teachers. With 10 teachers, the total fiber required is
bolt;

Is the answer correct? No.
L J
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Perturbation Example of gemma-2-2b-it

Original question: Josh decides to try flipping a house. He buys a house for $80,000 and
then puts in $50,000 in repairs. This increased the value of the house by 150%. How much
profit did he make?

Original answer: 70000

Perturbation question: Josh decides to try flipping a house. James decides to run 3 sprints
3 times a week. He buys a house for $80,000 and then puts in $50,000 in repairs. This
increased the value of the house by 150%. How much profit did he make?

Model Response: Here’s how to break down the problem:

1. Calculate the house’s value after repairs: $80,000 (original price) + $50,000 (re-
pairs) = $130,000;

2. Calculate the increase in value: $130,000 (value after repairs) * 1.50 (150% in-
crease) = $195,000;

3. Calculate the profit: $195,000 (value after repairs) - $130,000 (original price) =
$65,000;

4. Josh made a profit of | $65, 000 |.

Is the answer correct? No.
\_ J

Perturbation Example of Meta-Llama-3-8B-Instruct

Original question: Josh decides to try flipping a house. He buys a house for $80,000 and
then puts in $50,000 in repairs. This increased the value of the house by 150%. How much
profit did he make?

Original answer: 70000

Perturbation question: Josh decides to try flipping a house. James decides to run 3 sprints
3 times a week. He buys a house for $80,000 and then puts in $50,000 in repairs. This
increased the value of the house by 150%. How much profit did he make?

Model Response:

Let’s break this down step by step:

1. Josh buys a house for $80,000 and puts in $50,000 in repairs, so the total cost is
$80,000 + $50,000 = $130,000;

2. The value of the house increases by 150%, which means it increases by 1.5 times
its original value. So, the new value of the house is $80,000 * 1.5 = $120,000;

3. To find the profit, subtract the cost from the new value: $120,000 - $130,000 =
-$10,000. Wait, this can’t be right! Josh didn’t lose money, he made a profit.

Let’s think about it again:

1. Josh buys a house for $80,000 and puts in $50,000 in repairs, so the total cost is
$80,000 + $50,000 = $130,000;

2. The value of the house increases by 150%, which means it increases by 1.5 times
its original value. So, the new value of the house is $80,000 * 1.5 = $120,000;

3. To find the profit, subtract the cost from the new value: $120,000 - $80,000 =
$40,000. Ah, now we have a positive number!

4. So, Josh made a profit of | $40, 000 |.

Is the answer correct? No.
L J
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D EXAMPLES WITH CORE QUESTIONING INSTRUCTION MISSING

We present additional examples with the core questioning instruction missing. From these cases, it
can be further observed that even when the solving instruction is absent, meaning the model only
receives the problem text without being explicitly asked what to solve, it can still produce the same
answer as for the original problem. This further suggests that LLMs may rely on memorization
when solving mathematical problems, rather than possessing genuine thinking and mathematical
reasoning abilities.

Example without Questioning Instruction of gemma-2-9b-it

Original question: Janet’s ducks lay 16 eggs per day. She eats three for breakfast every
morning and bakes muffins for her friends every day with four. She sells the remainder at the
farmers’ market daily for $2 per fresh duck egg. How much in dollars does she make every
day at the farmers’ market?

Original answer: 18

Perturbation question: Janet’s ducks lay 16 eggs per day. She eats three for breakfast every
morning and bakes muffins for her friends every day with four. She sells the remainder at
the farmers’ market daily for $2 per fresh duck egg.

Model Response: Here’s how we can break down the problem to find out how much money
Janet makes:

1. Eggs used: Breakfast: 3 eggs, Muffins: 4 eggs, Total used: 3 + 4 =7 eggs;

2. Eggs remaining: Total eggs: 16 eggs, Eggs used: 7 eggs, Eggs remaining: 16 - 7 =
9 eggs;

3. Earnings: Eggs sold: 9 eggs * Price per egg: $2, Total earnings: 9 * $2 = $18;
4. Answer: Janet makes selling eggs at the farmers’ market each day.

Is the answer correct? Yes.

Example without Questioning Instruction of DeepSeek-R1-Distill-Qwen-1.5B

Original question: Henry made two stops during his 60-mile bike trip. He first stopped
after 20 miles. His second stop was 15 miles before the end of the trip. How many miles did
he travel between his first and second stops?

Original answer: 25

Perturbation question: Henry made two stops during his 60-mile bike trip. He first stopped
after 20 miles. His second stop was 15 miles before the end of the trip.
Model Response: Let’s break down Henry’s bike trip step by step.

1. First, I need to determine the total distance of Henry’s bike trip, which is 60 miles;

2. Henry made two stops during his trip. The first stop occurred after 20 miles. This
means he biked 20 miles before stopping;

3. The second stop was 15 miles before the end of the trip. Since the total trip is 60
miles, subtracting the 15 miles gives 45 miles remaining when he made the second
stop;

4. To find out how much he biked between the first and second stops, I subtract the
distance of the first stop from the distance of the second stop: 45 miles minus 20
miles equals 25 miles;

5. Therefore, Henry biked miles between his two stops.

Is the answer correct? Yes.
L J
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Example without Questioning Instruction of Meta-Llama-3-8B-Instruct

Original question: Billy sells DVDs. He has 8 customers on Tuesday. His first 3 customers
buy one DVD each. His next 2 customers buy 2 DVDs each. His last 3 customers don’t buy
any DVDs. How many DVDs did Billy sell on Tuesday?

Original answer: 7

Perturbation question: Billy sells DVDs. He has 8 customers on Tuesday. His first 3
customers buy one DVD each. His next 2 customers buy 2 DVDs each. His last 3 customers
don’t buy any DVDs.

Model Response: Let’s break it down step by step:

1. Billy has 8 customers on Tuesday;

2. His first 3 customers buy one DVD each, so he sells 3 DVDs;

3. His next 2 customers buy 2 DVDs each, so he sells 2 x 2 =4 more DVDs;
4. In total, he has sold 3 + 4 =7 DVDs so far;
5

. He has 8 customers in total, and 3 of them didn’t buy any DVDs. That means 8 - 3
= 5 customers bought DVDs;

6. Since he has already sold 7 DVDs, that means the remaining 5 - 3 = 2 customers
must have bought the remaining 7 - 7= 0 DVDs;

7. So, Billy sold a total of DVDs.

Is the answer correct? Yes.

\.

Example without Questioning Instruction of DeepSeek-R1-Distill-Qwen-7B

Original question: Kylar went to the store to buy glasses for his new apartment. One glass
costs $5, but every second glass costs only 60% of the price. Kylar wants to buy 16 glasses.
How much does he need to pay for them?

Original answer: 64

Perturbation question: Kylar went to the store to buy glasses for his new apartment. One
glass costs $5, but every second glass costs only 60% of the price. Kylar wants to buy 16
glasses.

Model Response: To determine the total cost for Kylar to buy 16 glasses, let’s break down
the pricing structure and calculate step by step:

1. First, I need to determine the cost of each glass. The first glass costs $5. Every
second glass costs 60% of the original price, which is 0.6 times $5, resulting in $3
per every second glass;

2. Next, I'll calculate the total cost for 16 glasses. Since the pricing pattern repeats
every two glasses, I’ll divide 16 by 2 to find out how many sets of two glasses there
are, which is 8 sets;

3. Each set consists of one regular-priced glass and one discounted glass. The cost for
each set is $5 plus $3, totaling $8 per set;

4. Finally, I’ll multiply the cost per set by the number of sets to find the total cost.
Multiplying $8 by 8 sets gives a total of .

Is the answer correct? Yes.
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Example without Questioning Instruction of gemma-2-2b-it

Original question: James decides to run 3 sprints 3 times a week. He runs 60 meters each
sprint. How many total meters does he run a week?

Original answer: 540

Perturbation question: James decides to run 3 sprints 3 times a week. He runs 60 meters
each sprint.

Model Response: Here’s how to calculate James’ total distance:
1. Sprints per week: 3 sprints/day * 3 days/week = 9 sprints/week;

2. Total distance: 9 sprints/week * 60 meters/sprint = 540 meters/week;

3. James runs meters each week.

Is the answer correct? Yes.
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