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Abstract

Natural Language Processing (NLP) has be-
come a transformative tool for analyzing large
volumes of unstructured legal text, enabling
tasks such as document summarization, judg-
ment prediction, and legal information retrieval.
However, most advancements in Legal NLP
have been focused on high-resource languages
like English, leaving low-resource languages
such as Bodo significantly underrepresented.
To address this gap, this paper presents the de-
velopment of a legal training and test dataset
for Bodo, a language spoken in Northeast In-
dia. Legal case documents and their summaries
were sourced from publicly available platforms
and translated into Bodo using the IndicTrans2
model, followed by preprocessing and stan-
dardization to ensure linguistic consistency and
data quality using BLEU score and manual hu-
man evaluation. The dataset was also used
to evaluate several state-of-the-art abstractive
summarization models, including sequence-to-
sequence architectures, pretrained transformers,
and large language models, with performance
assessed using ROUGE and CHREF scores. The
findings emphasize the importance of building
language-specific resources and provide a foun-
dational benchmark for advancing Legal NLP
research in Bodo and other low-resource lan-
guages.

1 Introduction

India has a complex judicial structure, charac-
terized by a hierarchical system comprising the
Supreme Court, High Courts, and District Courts.
Among these, the Supreme Court holds the high-
est jurisdiction. The country follows a common
law system, similar to that of the UK and the USA.
Thousands of cases are registered within this sys-
tem, and each case may take months or even years
to reach a resolution. From the moment a case is
filed to its final disposal, numerous documents and
thousands of pages are generated and recorded. Le-
gal practitioners are required to thoroughly read

these documents to understand the case details.
However, legal documents are often lengthy, com-
plex, unstructured, and noisy making the task time
consuming and tedious. Automatic summarization
of lengthy legal documents has therefore become
an essential tool within the judicial system (Bhat-
tacharya et al., 2019). Despite its importance, le-
gal document summarization remains a significant
challenge due to the documents’ complexity and
volume, often necessitating the involvement of le-
gal professionals for accurate interpretation.

India is characterized by significant linguistic di-
versity, with 22 officially recognized scheduled lan-
guages and numerous regional dialects (Mallikar-
jun, 2021). While English remains the primary
language for legal proceedings at higher levels of
the judiciary, regional courts frequently conduct
their proceedings in the respective regional lan-
guages. Furthermore, the Government of India has
initiated efforts to ensure that legal documentation
and court processes are increasingly made available
in regional languages to enhance accessibility and
inclusivity. Given the diverse linguistic landscape,
each regional language exhibits unique structural
and characteristic features. Bodo is one such lan-
guage, recognized as a scheduled language under
the Indian Constitution. It is predominantly spoken
in the northeastern region of India, particularly in
the state of Assam, with an estimated 1.5 million
(Narzary et al., 2021) speakers across the country.
In the northeastern region of India, particularly in
Assam, regional court proceedings are predomi-
nantly conducted in the Assamese language, which
is the most widely spoken language in the state.
Recently, Bodo has also been declared an official
state language of Assam !, a development that may
influence the linguistic practices within judicial pro-
ceedings in the near future. However, there remains
a limited availability of legal documents in regional
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Figure 1: Proposed Architecture

languages such as Assamese and Bodo. Even when
legal texts are translated into regional languages,
their inherently lengthy, unstructured, and complex
nature continues to pose significant challenges for
legal practitioners, who must invest substantial time
and effort to comprehend the material. This situa-
tion gives rise to two primary challenges: (1) The
need for a comprehensive legal corpus in regional
languages, and (2) The necessity of processing ex-
tensive legal documents into concise and accessible
formats.
Our contributions are summarized as follows:

1. The development of a legal Bodo dataset de-
rived from Indian legal case judgments and
their summaries.

2. The evaluation of various abstractive summa-
rization models on this dataset. To the best
of our knowledge, this represents the first sys-
tematic effort to construct a Bodo legal dataset
and to investigate the performance of different
summarization techniques on legal texts in the
Bodo language.

The organization of the paper is as follows: Sec-
tion 2 reviews related work, Section 3 describes
the methodology, and Section 4 presents model ex-
periments and evaluation. Section 5 discusses the
results and analysis, followed by the conclusion
in Section 6 and future work in Section 7. The
paper concludes with a discussion of limitations
and ethical considerations.

2 Related Works

The summarizations are classified in two part:
Extractive and Abstractive, In extractive summa-
rization it selects and compiles direct sentences
or phrases from the original text to form a

summary. Whereas in abstractive summarization
it rephrases and rewrites the content in a more
concise form using natural language understanding.

The Supervised approaches (Liu and Chen,
2019) specifically tailored for the summarization
of legal case documents. In the paper (Gong and
Liu, 2001), the author employs matrix factorization
to identify the most representative sentences. while
(He et al., 2012) utilizes a data reconstruction
framework for summarization, the graph-based
LexRank algorithm (Erkan and Radev, 2004)
both of which rely on sentence salience and
connectivity. Models such as SummaRuNNer
(Nallapati et al., 2017) have gained prominence
in the extractive summarization domain. These
approaches formulate summarization as a binary
classification task. Similarly, in the paper (Zhong
et al., 2019) the author introduces a template-based
summarization framework that incorporates a
two-stage classifier, the work (Polsley et al.,
2016) enhances sentence ranking by combining
TF-IDF weights with legal-domain-specific
features, in the paper (Farzindar, 2004), the author
employ term distribution-based models to rank
sentences—utilizing TF-IDF and a k-mixture
model.

A divide-and-conquer approach (Gidiotis and
Tsoumakas, 2020) for long document summariza-
tion, wherein both the documents and their corre-
sponding summaries are segmented based on sen-
tence similarity. The paper (Bajaj et al., 2021)
presents the development of a two-step extractive-
abstractive framework for long document summa-
rization, wherein salient sentences are first iden-
tified to create a compressed version of the docu-
ment, which is then processed using a pre-trained



BART model to generate the final abstractive sum-
mary. The paper (Beltagy et al., 2020) presented
transformer based architectures which have more
efficient attention mechanisms, enabling these mod-
els to effectively handle and summarize long doc-
uments. BART (Lewis et al., 2019), a pre-trained
using a denoising autoencoder objective, where
the input text is corrupted through various nois-
ing strategies. The paper (Zhang et al., 2020), in-
troduces a novel pretraining objective tailored to
the summarization task. It removes important sen-
tences (gap-sentences) from a document and trains
the model to generate those sentences based on
the remaining context, simulating the summariza-
tion process during pretraining. In the context of
abstractive summarization for long documents, pre-
senting deep communicating agents (Celikyilmaz
et al., 2018) collaboratively process the input by
dividing the text into manageable segments, with
each agent responsible for encoding a specific sub-
section. These agents then exchange information
to generate a coherent and concise summary of
the entire document. RNN-based encoder-decoder
models have shown strong performance in abstrac-
tive summarization tasks involving short input and
output sequences. A neural network based model
(Paulus et al., 2017) that incorporates a novel intra-
attention mechanism, which separately attends to
both the input and the previously generated output.
Proposed a new training approach that combines
traditional supervised learning for word prediction
with reinforcement learning (RL) to optimize sum-
mary quality. The paper (Narayan et al., 2018)
propose a novel abstractive model which is condi-
tioned on the article’s topics and based entirely on
convolutional neural networks.

3 Methodology

In this section, we present a comprehensive
overview of the data collection, translation, and
evaluation processes. As shown in the Figure: 1,
the details overflow of work resulting the creating
of: 1. Corpus Selection and Automatic Transla-
tion, 2. Quality filteration, 3. Manual Correction, 4.
Domain expert evaluation and 5. Inter Annotator
Agreement.

3.1 Corpus Selection and Automatic
Translation

In this section, we detail the process of constructing
the Bodo legal judgement and its summary corpus.

Given the absence of an existing Bodo legal summa-
rization dataset, we curated a total of 7,130 pairs of
legal judgments and their corresponding summaries
in English Collected Indian Supreme Court judg-
ments and its summary dataset from a open source
and publicly available platform 2, providing access
to Indian legal databases. The database is having
two sets of documents 7,030 set for train and 100
set for test set. Each document is having multiple
pages with an average of 10 pages. The translation
of dataset to low resource such as Bodo is done
using existing open source machine translation In-
dicTrans2 (Gala et al., 2023) model which provides
robust machine translation capabilities, especially
for Indian languages. The IndicTrans2 platform
allow us to translate from English to Bodo and
vice versa. We have used IndicTrans2 having eng-
indic-1B parameters from Huggingface Library 3.
The translation is performed in a NVIDIA TESLA
16GB machine with chuck size of 1000 in each
translation. To translate all 7,130 documents from
English to Bodo it took approximately 3 days. It
may not always produce accurate or coherent out-
puts particularly when dealing with complex legal
texts. Such translations can often result in lengthy,
unstructured, or noisy data.

3.2 Quality filteration

Due to the large size of the training translated docu-
ment, manually verifying each file was impractical.
Instead, we applied a quality filtration technique us-
ing a Self-BLEU (Zhu et al., 2018) score threshold
on a train set of 7,030 legal judgment and summary
pairs. The original English data was first translated
to Bodo using the IndicTrans?2 indic-en-1B model
from Hugging Face library #, and then translated
back to English using the same model. An average
Self-BLEU score of 30.06 was observed between
the original and back translated English texts. After
filtering out files with below average BLUE scores,
we retained 3,819 Bodo judgment summary pairs,
representing 45% of the original training set.

3.3 Manual Correction

This section outlines the process of creating a high
quality test set comprising 100 legal judgment and
summary pairs. Each pair consists of a full-length
legal judgment and its corresponding summary. To
support the development and evaluation of Bodo

Zhttps://zenodo.org/records/7152317#.Yz6mJ9IByCO
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Dataset Type Total Set | Total Words | Unique Words | Average Seq. Length
Train Judgement 7,030 12,261,564 287,133 3210.67
Summary 7,030 2,234,167 102,393 585.01

Test Judgement 100 3,43,463 20,987 3434.63
Summary 100 65,532 8,456 655.32

Table 1: Dataset statistics for newly created dataset for Bodo.

language models, the English version of this test
set has been translated into Bodo using the Indic-
Trans2 eng-indic-1B translation model available
on Huggingface. To ensure the quality and linguis-
tic integrity of the dataset and hence the dataset
is also limited only 100 set therefore the machine-
translated Bodo texts were carefully reviewed and
manually corrected by both language experts and
legal domain specialists. This approach helps main-
tain the semantic fidelity of the original judgments
and summaries while ensuring that the Bodo trans-
lations are fluent, contextually appropriate, and
legally accurate.

3.4 Domain expert evaluation

This section describe expert annotation. Before
sharing it to domain expert the translated text are
manually check and corrected by the language ex-
pert. Afterward the corrected files are shared with
3 legal domain experts. The experts are from Le-
gal background and are having knowledge of Bodo
language. The experts were asked to read the trans-
lated text if it is generated as per the original en-
glish text and asked to rate each document file from
1 to 5 depending on the quality of the translated
text. The rating details are mentioned in Table 2.
After annotation of all three experts we calcu-
lated the average Likert scores of each expert. As
mentioned in Table 3 the average Likert scores
given by three human annotators: A, B, and C. An-
notator A assigned an average score of 4.10, while
Annotator B gave the highest average score of 4.46.
Annotator C provided the lowest average score of
3.97. These scores indicate that Annotator B rated
the items most favorably, whereas Annotator C was
comparatively more critical in their evaluations.

3.5 Inter Annotator Agreement

The Table 4 shows the inter-annotator agreement
scores between three annotators: A, B, and C. The
agreement score between Annotator A and Annota-
tor B is 0.49, indicating a moderate level of consis-
tency in their annotations. The agreement between
Annotator A and Annotator C is 0.53, which is
the highest among all pairs, suggesting that these

two annotators had the most consistent judgments.
On the other hand, the agreement score between
Annotator B and Annotator C is 0.34, the lowest
among the three pairs, indicating relatively less
consistency in their annotations. These scores help
assess how reliably the annotators performed the
task.

4 Experiments

We experimented with various pretrained and non-
pretrained models to evaluate their effectiveness on
the Bodo legal dataset. Pretrained models while
powerful struggle with low resource languages,
since most pretrained models are primarily trained
on high-resource languages, they often underper-
form on underrepresented languages due to the
lack of linguistic and contextual data. On the other
hand, non-pretrained models, although more flexi-
ble in learning from scratch, require large amounts
of high-quality annotated data to achieve compet-
itive performance, something that is scarce in the
low-resource Bodo language.

4.1 Models

Several models have been used to experiment with
Bodo dataset. We trained models on the newly cre-
ated dataset namely: sequence to sequence models
(Seq2Seq), pre-trained models, and large language
models.

Sequence to Sequence Models (Seq2Seq): We
used two models Pointer Generator and LSTM
with encoding decoding. The pointer generator
model (See et al., 2017) consists of two sections,
the baseline sequence to sequence model and the
pointer generator network. Generates words from
a fixed vocabulary (like a standard Seq2Seq model)
and copies words from the source text, useful for
handling out-of-vocabulary (OOV) and rare words.
The LSTM (Staudemeyer and Morris, 2019) en-
coder’s role is to process the input sequence and
summarise the information into a context vector
(also known as a thought vector). The decoder uses
the context vector produced by the encoder to gen-
erate the output sequence.

Pretrained Models: The three pretrained models



Score | Rating Description
1 Poor quality meaningless translation or incomprehensible
2 Fair quality many errors, hard to understand
3 Average quality understandable but needs significant revision
4 Good quality minor errors, but generally fluent and accurate
5 Excellent quality | accurate and fluent, almost no errors

Table 2: Rating Score and Description

Annotator | Average Likert Score
A 4.10
B 4.46
C 3.97

Table 3: Human Annotator Scores

have been used in the experiment: Longformer
Encoder Decoder, Pegasus and Bart model. The
Longformer Encoder and Decoder (LED) (Belt-
agy et al., 2020) model has designed to handle
long documents which includes attention mecha-
nism. The attention pattern scales linearly with
the input sequence, making it efficient for longer
sequences. The Transformer encoder-decoder ar-
chitecture in PEGASUS is pre-trained using the
Gap Sentence Generation (GSG) objective (Zhang
et al., 2020), where key sentences are masked and
then predicted, effectively simulating the process
of abstractive summarization. BART (Lewis et al.,
2019) is a multilingual, pre-trained sequence-to-
sequence model designed for natural language gen-
eration tasks involving for low-resource languages.
With a compact design, BART contains 244 million
parameters, making it suitable for low-resource en-
vironments.

Large Language Models: We generally used
three LLM models in our experiments Gemma,
Deepseek and Llamma. Google Gemma (Team
et al., 2024) is a family of lightweight, open-source
language models. The Gemma family includes
two main model sizes Gemma 2B and Gemma 7B
each available in both pretrained and instruction-
tuned versions. In our experiments use used 2B
size Gemma. DeepSeek (Bi et al., 2024) a fam-
ily of open-source large language models (LLMs)
the goal of advancing high quality, bilingual lan-
guage models that are both powerful and acces-
sible. The core of the DeepSeek model family
is based on a transformer decoder-only architec-
ture, following the structure of GPT-like models
most notably DeepSeek 7B and DeepSeek 67B.
The 7B variant is used in our experiments. LLaMA
(Roumeliotis et al., 2023) is a series of open-source
large language models designed to provide high-

performance natural language processing capabil-
ities in a compact, accessible format. LLaMA 2
models were available in three sizes: LLaMA 2-7B,
LLaMA 2-13B, and LLaMA 2-70B. Out of those
LLaMA 2-7B used in our experiment. This is to be
noted that, all these three LLM is experimented in
prompting techniques with 100 test set data.

4.2 Evaluation Metrics

ROUGE: ROUGE (Recall-Oriented Understudy
for Gisting Evaluation) (Lin, 2004) measures the
overlap between a generated text and a reference
text, primarily focusing on recall. It evaluates how
much of the reference content is captured in the gen-
erated output. The most commonly used variants
include ROUGE-1 (unigram overlap), ROUGE-2
(bigram overlap), and ROUGE-L (longest common
subsequence). ROUGE is particularly popular in
summarization tasks, where capturing key informa-
tion from the original text is essential.

ChrF-1: ChrF (Character n-gram F-score)
(Popovic, 2015) evaluates the similarity between
generated and reference texts based on character-
level n-grams. It calculates a balanced F1-score
considering both precision and recall over se-
quences of characters rather than words. ChrF is
widely used in machine translation tasks where
such nuances are critical, and it is particularly ef-
fective when traditional word-level tokenization is
unreliable or inconsistent.

5 Results and Analysis

5.1 Automatic evaluation

The Table 5 presents a comparative evaluation
of various algorithms used for a text summariza-
tion task using standard evaluation matrics such
as Rouge and Chrf1 score. Among the traditional
models, the Pointer Generator network achieved
the highest performance, with an R-1 of 0.230,
R-2 of 0.038, R-L of 0.092 and ChrF score of
42.136, indicating its strong ability to produce accu-
rate and fluent summaries. In contrast, the LSTM
with Encoder-Decoder and Legal LED models per-



Annotator

Score

Between Annotator A and B

0.49

Between Annotator A and C

0.53

Between Annotator B and C

0.34

Table 4: Inter Annotator Agreement Score

Models Algorithms R-1 | R-2 | R-LL | ChrF1 Score | BertScore

Seq2Seq LSTM with Encoder and Decoder | 0.10 | 0.01 | 0.10 5.49 0.87
Pointer Generator 0.23 | 0.03 | 0.09 42.13 0.90
Legal LED 0.03 0 | 0.03 10.45 0.91

Pretrained | BART 0.23 1 0.03 | 0.16 28.65 0.90

Table 5: Performance comparison of summarization algorithms using ROUGE, ChrF and Bart Scores.

1 shot
Models Rouge-1 Rouge-2 Rouge-L ChrF1 score
Gemma-2b-it 0.50 0.36 0.50 0.38
Gemma-2b 0.34 0.30 0.34 23.77
Deepseek-1lm-7b-chat 0.23 0.08 0.16 34.37
Llama-2-7b-chat-hf 0.02 0 0.02 2.34
Llama-3-8B-Instruct 0.36 0.30 0.36 19.94

Table 6: Evaluation metrics of different LLM-based models on 1-shot

100 shot
Models Rouge-1 Rouge-2 Rouge-L ChrF1 score
Gemma-2b-it 0.06 0.04 0.06 3.80
Gemma-2b 0.10 0.06 0.10 4.75
Deepseek-1lm-7b-chat 0.23 0.08 0.16 34.37
Llama-2-7b-chat-hf 0.06 0 0.05 6.65
Llama-3-8B-Instruct 0.11 0.05 0.10 6.69

Table 7: Evaluation metrics of different LLM-based models on 100-shot

formed poorly across all metrics, suggesting limi-
tations in their ability to handle the summarization
task effectively. LED considered to be maximum
BertScore of 0.91 indicating strong alignment be-
tween its generated summaries and the reference
texts and LSTM having lowest BertScore of 0.87
suggesting comparatively less semantic closeness,
Additionally, PEGASUS achieved a score of zero
across all evaluation metrics, highlighting its inabil-
ity to effectively perform the summarization task
in Bodo languages. Consequently, its results were
excluded from the table for clarity and relevance.
BART demonstrated a competitive performance,
particularly with a strong R-L score of 0.168 and
a moderate ChrF score of 28.65 highlighting its
potential for summarization in multilingual or low-

resource languages.

Large Language Models (LLMs), including
Gemma-2b, Deepseek-llm-7b-chat, Llama-2-7b-
chat-hf, and Meta-Llama-3-8B-Instruct, were eval-
uated using 1-shot prompting techniques as men-
tioned in Table 6. Among the models, Gemma-
2b-it achieved the highest performance across all
ROUGE metrics, with a R-1 score of 0.50, R-2 of
0.36, and R-L of 0.50. It also recorded the highest
ChrF1 score of 0.38, Gemma-2b also performed
reasonably well, with R-1, R-2, and R-L scores
of 0.34, 0.30, and 0.34 respectively, and a ChrF1
score of 23.77. Llama-3-8B-Instruct showed sim-
ilar ROUGE performance (0.36 for R-1 and R-L,
and 0.30 for R-2), but had a lower ChrF1 score of
19.94. Deepseek-1lm-7b-chat had lower ROUGE



scores (R-1: 0.23, R-2: 0.08, R-L: 0.16) but a no-
tably high ChrF1 score of 34.37, In contrast, Llama-
2-7b-chat-hf performed poorly across all metrics,
with negligible ROUGE scores and a ChrF1 score
of only 2.34, indicating limited effectiveness in
generating relevant summaries in a 1-shot setting.

Table 7 shows experiments with 100-shot
prompting setup. Among these, Deepseek-llm-
7b-chat performed particularly well, achieving
ROUGE scores on par with the Pointer Genera-
tor and a high ChrF score of 34.372, showcasing
its adaptability to summarization tasks even with
limited examples. Other LLMs such as Gemma
variants and Llama-based models yielded lower
scores, with ChrF values ranging from 3.805 to
6.699, indicating comparatively weaker summa-
rization performance under the same 100-shot set-
ting. The results also note the absence of output for
Pegasus, likely due to evaluation constraints.

Overall, the findings underscore that while tradi-
tional models like the Pointer Generator remain
strong baselines, newer LLMs especially when
guided through few-shot prompting demonstrate
promising capabilities, with potential for further
enhancement through fine-tuning and domain adap-
tation.

5.2 Human evaluation

The Table A.1 presents the results of a human eval-
uation conducted on three summarization models:
BART, Pointer Generator, and LED. Two annota-
tors independently rated the output of each model
using a Likert scale, where higher scores indicate
better performance in terms of summary quality.
Among the models, BART received the highest
scores, with Annotator A assigning a score of 2.91
and Annotator B giving 3.08. This suggests that
BART generated more coherent and relevant sum-
maries compared to the other models. The Pointer
Generator model received moderate scores—2.45
from Annotator A and 2.15 from Annotator 2—in-
dicating average performance. In contrast, the LED
model was rated the lowest, with Annotator A giv-
ing a score of 1.93 and Annotator B assigning 1.52.
These results reflect that LED’s summaries were
perceived as less effective. Overall, BART out-
performed the other models in human judgment,
while the variation in scores between the two anno-
tators was relatively small, indicating consistency
in evaluation.

6 Conclusion & Future Works

The study presents the first comprehensive bench-
mark dataset for legal document summarization
in the Bodo language, a low resource language.
We have collected and translated over 7,000 le-
gal judgment-summary pairs from Indian Supreme
Court cases using IndicTrans2 and conducting rig-
orous quality filtration and human annotation. Our
experiments with both traditional Seq2Seq and
state-of-the-art pretrained and large language mod-
els (LLMs) reveal that while classical models like
the Pointer Generator perform strongly, LLMs such
as DeepSeek-7B also show promising results even
in a few-shot setting.

Future research can be focus on several areas-
First, Fine-tuning domain-specific model on the
Bodo legal dataset may yield significant improve-
ments in performance, particularly by capturing
the nuances of legal language in a low-resource set-
ting. Second, The inclusion of more annotated data
and incorporating multi-domain legal texts from
district and high courts could enrich the diversity
and applicability of the dataset. Third, Incorporat-
ing syntactic and semantic features specific to the
Bodo language could lead to more linguistically
informed summarization, potentially improving flu-
ency and coherence and Finally, Integrating this
summarization framework into practical tools for
legal professionals and citizens could improve legal
accessibility, promote transparency and bridge the
gap between complex legal language and public
understanding.

Limitations

The translation of complex legal texts into Bodo
using machine translation tools like IndicTrans2,
while efficient, may introduce semantic inconsisten-
cies or syntactic inaccuracies. Manual correction
and expert verification were applied only to the
test set, whereas the training data was filtered us-
ing BLEU-based back-translation, which may not
capture nuanced translation errors. Furthermore,
due to resource constraints, only 100 samples were
manually evaluated, which may limit the robust-
ness of evaluation insights.

Ethics

The newly created dataset in the Bodo language,
which includes translations of legal documents and
their summaries, follows same licensing and per-
mission terms as the original source data. Since
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Table 8: Results of Human Evaluation

the Bodo dataset is a derivative work based on
the publicly available legal dataset from Zenodo 7,
under the Creative Commons Attribution 4.0 Inter-
national license. Permission to use, distribute, and
reproduce the translated data aligns with the terms
under which the source data was released.

The use of this data aligns with its intended pur-
pose, as the resulting dataset is exclusively devel-
oped for research in the domain of Legal NLP, par-
ticularly in low-resource languages like Bodo. The
translated and annotated Bodo Legal Summariza-
tion Dataset is intended solely for academic and re-
search applications, including model development,
benchmarking, and linguistic analysis. All deriva-
tives of the original data, including translations and
annotations, adhere to the access conditions of the
source to ensure compliance with ethical and legal
standards.
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A Appendix

A.1 Expert Annotator Details

All the three annotators, labeled A, B, and C, par-
ticipated in the annotation. All of them are na-
tive Bodo speakers and hold an LLB (Bachelor of
Laws) degree. Total 5 annotators we called for an
interview for this work, Based on the qualification
and experience we found 3 annotators suitable and
selected for this work. Annotators A and B are
residents of Bongaigaon, India, while Annotator C
resides in Baksa, India. The ages of the annotators
are 25 for A, 26 for B, and 25 for C. The annotators
have mutually agreed to work with a honorarium
of Rs.7/- per annotate.

Annot. | NL | Qual. Resident Age
A Bodo | LLB | Bongaigaon, India | 25
B Bodo | LLB | Bongaigaon, India | 26
C Bodo | LLB Baksa, India 25

Details of Human annotators. Here NL represents
Native language. Qual. denotes Qualifications, and
Annot. as annotators.

A.2 Hyper parameters used in experiments
The hyper parameters used in the experimental
setup of the models are presented in the Table 10

A.3 Large Language Model Prompts used

The set of prompts used for evaluations on LLM
models using Bodo judgement and summary test
data are shown Table 11.

A.4 Generated Results of LED, Pointer
Generator and BART model

Here, Fig 2 indicate Bodo judgement and summary
generated result of LED, Pointer Generator and
BART models.




Model

Parameters

LSTM with encoder and decoder

arch bilstm-Istm Vocab-size = 8200 max-tokens=
8000 max-source-positions=4096  max-target-
positions=4096 beam=>5 remove-bpe batch-size=32
skip-invalid-size-inputs-valid-test

Pointer Generator

Vocab size=10000, Position markers=1000,
Epoch=50, Warmup updates=400, Learning Rate
(Lr) = 0.0007, Max tokens=2048, Update freq=2,
Pointer layer = -2

LED

Learning Rate (Ir): 1e-3 Weight Decay: 0.01 Number
of Epochs: 4 Per-device Train Batch Size: 8 Warmup
Steps: 500 Evaluation Strategy: "epoch”

BART

Number of traning epochs=8, warmp up step=500,
per device train batch size=4, per gpu eval batch size
=8, gradient accumulation steps =16, evauation strat-
egy="epoch", weigth decay=0.01, logging steps=10,
eval steps=500, fp16=True, save steps=100,

Gemma-2B

Max Tokens=150, Temperature=0.4, Top-p=0.9,
Sampling=True

Deepseek-7B

MAX INPUT = 3500, MAX OUTPUT = 250,
BATCH SIZE = 4, max length = 4096, trunca-
tion = True, temperature = 0.7, do sample = True,
max,ewiokens = 250

Llama?2

MAX INPUT = 3500, MAX OUTPUT = 250,
max length = 4096, truncation = True, do sample =
True, max new tokens = 250, temperature = 0.7

Table 10: Hyper parameters used to experiments models

A.5 Generated Results of Gemma, Llama and
DeepSeek LLMs

Here, Fig 3 indicate Bodo judgement and summary
generated result of Gemma, Llama and DeepSeek

models.
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Model

Shot

Prompts

Gemma-2b-it

1-shot

100-shot

You are a Bodo language expert.Create a concise 3-4
line summary in Bodo language only. Now, based on
the judgment above, write only the new summary in
Bodo language:

Create a concise 3-5 sentence summary in Bodo lan-
guage using the example style. New Summary Re-
quirements**: - Use simple Bodo language - Include
key facts - 15-20 sentences maximum - Consistent
style

Deepseek-1lm-7b-chat

1 shot

100-shot

You are a Bodo language expert. Create a concise 3-4
line summary in Bodo language only. Now, based on
the judgment above, write only the new summary in
Bodo language: New Summary (Bodo only)

You are a Bodo language expert. Create a concise 3-4
line summary in Bodo language only. Now, based on
the judgment above, write only the new summary in
Bodo language: New Summary (Bodo only)

Llama-2-7b-chat-hf

1 Shot

100 Shot

Create a concise 3-5 sentence summary in Bodo lan-
guage using the example style. New Summary Re-
quirements: - Use simple Bodo language - Include
key facts - 3-5 sentences maximum - Consistent style
Create a concise 3-5 sentence summary in Bodo lan-
guage using the example style. New Summary Re-
quirements: - Use simple Bodo language - Include
key facts - 3-5 sentences maximum - Consistent style

Llama-3-8B-Instruct

1 Shot

100 Shot

You are a helpful assistant that summarizes legal
judgments. Generate a concise summary in *Bodo
language only* that: 1. Captures key information. 2.
Maintains original meaning. 3. Is under 100 words.
Create a concise 3-5 sentence summary in Bodo lan-
guage using the example style. New Summary Re-
quirements: - Use simple Bodo language - Include
key facts - 3-5 sentences maximum - Consistent style

Table 11: Large Language Model 1 and 100 Shot Prompts
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() B T, S < T T8 ST e T ST 18 18 ot T . e ST, T ST L ST A ST ST, e o T
[Rermon v e AT, V) TE) R ST, Vipp. 1023 F, 1024 B D] 3.1, T WIS SRS a1 ST e 34 srarai a1 S i wray it
2= e g e e o s e 3 Rt o e g oot T s AR e st R A e s
o ST ST SR, ST 9 AT T P ST e AT, S e e , [pp. 1027 D E; 1028
D . 1025 Sy e et g Py ST T ) 7 e T T, 2P e S, \emwmhm TR 4TS TR MR T 1018 ST
e 1T, [p. 1029 C] 3.3, g% Sl STARASIRIETS ST Erel Tl G ST AT e T 2T e ) a7 e S, e 3 i R
T v RS i e, T G T ST At T . 1027 ) 5., <  STweTEAT e 7 s
et 3 R T ) $ WWWWMEWWWW(Z T ST 7 7 3 S T A F T 8  T r

©

Output Result of BART Model. Left column indicate original summary and right column indicate

generate summary

Figure 2: Bodo judgement and generated summary pair of LED, Pointer Generator and BART Models
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1957 ATIATS T STAINAT IS oF 46|

1953 ATIYTSTT FH o 176/THIT FFafa MG yHSHT AfIECT,
gFafel 19 F1, 1954 ARFYST R IRT fA=famg ST
1954H11r2n3ﬁr SIRINEAT A o 1256 AT g4 Mail fafoRarfafa 4
%3, 1955 AGYUTSia TSR IR fF=afasry sear st
IS AT |

gGITd §T3T, IadTI N BR e ATETY |

freera SR arErT va. 3. 3A{eR 3R fo9.09. &1

(@)
Generated summary of DeepSeek model

**Instruction**: Create a concise 3-5 sentence summary in Bodo
language using the example style. **Example Judgement**: 1957

SISl 3RS o 461 1953 ATIATSTA &FH 7 176/THI’T
gf amgra gWsed AfGwge, sfd 19 §&, 1954 sgUsiay
ﬁﬁmwmﬁmaﬁmmﬂﬁmwmmmﬂmma
o 1256 39 S+ el fafoRarfeafer 4 Seamik, 1955 AU
fafoReT IR Y afawT SUEr TAFfASt RS M| gREITA
g1sl, I RARGRTE ar@ | e gifRfa ararr a3,

(b
Generated summary of Llama2 model

Sure, here's the summary you requested: TRTATIATI T FTEATHITAT
amamwm—mm 1952 ATIATSATT @raargaAT 1 IR f&fa
QAT ATTITRRTE AR ATER AT IAIRRT WA | 9 &, 1952

mmaﬁzm1952m&mm1aﬂ
TRTAT ATTG

(©)
Generated summary of Gemma-2b-it model

Figure 3: Bodo generated summary of DeepSeek, Llama-2 and Gemma-2b-it model
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