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Abstract

In-context learning in large language models enables them to generalize to new
tasks by prompting with a few exemplars without explicit parameter updates. In
this work, we propose a new mechanism to probe and understand in-context learn-
ing from the lens of decision boundaries for in-context classification. Decision
boundaries qualitatively demonstrate the inductive biases of standard classifiers.
Surprisingly, we find that the decision boundaries learned by current LLMs in
simple binary classification tasks are irregular and non-smooth. We investigate
factors influencing these boundaries and explore methods to enhance their general-
izability. Our findings offer insights into in-context learning dynamics and practical
improvements for enhancing its robustness and generalizability.

1 Introduction

A key emergent behavior of recent transformer-based language models is in-context learning, which
allows the model to learn tasks by conditioning on a set of demonstrations without training [Wei et al.|
2022, Brown et al.,[2020]]. Recent studies on understanding in-context learning explore theoretical
links to gradient descent [Akyiirek et al., [Von Oswald et al., [2023| Dai et al., 2023]] and practical
factors affecting performance, such as demonstration accuracy [Min et al.,|2022b} |Shi et al.}|2023]],
prompt structure, model size [Wei et al.| [2023| Webson and Pavlick} 2022], and example order [|Chen
et al.} 2024]. |Garg et al.|[2022], Nguyen and Grover| [2022] demonstrate that even small transformers
can learn unseen function classes in-context.
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Figure 1: Decision boundaries of LLMs and traditional machine learning models on a linearly
separable binary classification task. The background colors represent the model’s predictions,
while the points represent the in-context or training examples. LLMs exhibit non-smooth decision
boundaries compared to the classical models. See Appendix@] for model hyperparameters.

Our study offers a new perspective by viewing in-context learning in LLMs as a unique machine
learning algorithm, leveraging decision boundary analysis in classification tasks to gain insights into
their performance. This method probes the inductive biases and generalization capabilities of LLMs,
providing a comprehensive assessment of their robustness. Surprisingly, recent LLMs struggle to
provide smooth decision boundaries across classification tasks we tested, regardless of model size,
in-context example number and order, and label semantics. This issue persists even in simple binary
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linear classification tasks where classical methods like SVM achieve smooth boundaries with fewer
examples as in Figure|l} To explore this, We experimented with various open-source LLMs (Llama
series [Touvron et al.| 2023} Xia et al.,[2023]], Mistral [Jiang et al., 2023]]) and state-of-the-art closed-
source LLMs (GPT-40 and GPT-3.5). We then investigated methods to smooth decision boundaries,
including fine-tuning and adaptive prompting strategies. Our contributions can be summarized as
follows: 1) Introduced a novel mechanism to probe and understand in-context learning in LLMs by
visualizing and analyzing the decision boundaries on classification tasks. 2) Discovered that SoTA
LLMs exhibit non-smooth, irregular decision boundaries even on simple linearly separable tasks,
unlike classical ML models. 3) Identified several factors impacting decision boundary smoothness,
including model size, number of in-context examples, quantization levels, label semantics, and order
of examples. 4) Evaluated methods to improve decision boundary smoothness, such as fine-tuning
earlier layers and active learning with uncertainty-based sample selection. 5) Demonstrated that
fine-tuning LLMs on simple tasks can generalize to complex ones, and training transformers from
scratch for in-context learning can lead to smoother boundaries.

2 Methodology

In-Context Classification & Decision Boundary Visualization. In a K -class classification task
with data distribution pdam( y), where x is the input feature and y € {1,..., K} is the class
label, we construct an in- context prompt by sampling n examples (x;, yl) ~ Ddata for i=1,...,n.
Given a new test point X, the prompt P = (X1, Y1, - - - , Xn, Yn, Xeest) 18 fed to the LLM 7, Wthh
predicts a class g for xqs. The LLM predicts by choosmg the most likely class in the next token
distribution. The class prediction is § = arg max;e{a,... k3 le(i), Where l.(;) are the logit values
for each class label converted to unique token ids. To visualize the decision boundary of model
m, we generate a grid of points covering the feature space defined by the in-context examples
set S = {(x1,v1), (X2,¥2),- .., (Xk,yr)}. We create a uniform grid with G points along each
dimension. The grid points are denoted as Xgrid = {Xquery | Xquery € [Xmin, Xmax] % Xquery =
Xmin + 1A%,4 € {0,1,...,G — 1}} where Ax = ﬁ(xmax — Xmin) 18 the grid spacing along each
dimension. Each point Xquery € Xgrig is a query input, and model 7 is prompted with the sequence
(X1, Y1y -+ s Kby Yk xquery) to predict the class label . The decision boundary is visualized by plotting
the predicted labels g over the grid Xgig.

3 Experiments

We examine existing LLMs through the lens of decision boundaries by conducting a series of binary
classification tasks under varying conditions. Our experiments aim to address the following key
questions: (1) How do existing pretrained LLMs perform on binary classification tasks? 2)
How do different factors influence the decision boundaries of these models? §3.2](3) How can we
improve the smoothness of decision boundaries through finetuning or prompting?
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Figure 2: Visualizations of decision boundaries for various LLMs on a linearly seperable binary
classification task. The 128 in-context data points are shown as scatter points and the colors indicate
the label determined by each model.
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Figure 3: Decision boundaries of Llama-3-8b on six NLP tasks, ranging from binary to multi-class
classification. Since text embeddings are natively high-dimensional, we projected text embeddings
onto a 2D space using t-SNE. The irregular, non-smooth behaviors are also seen in these tasks.



Experiment Setup. We investigate the decision boundary of LLMs by prompting them with n
in-context examples of binary classification tasks, with an equal number of examples for each class.
We generate synthetic classification datasets with three types of linear and non-linear classification
tasks: linear, circle, and moon, each describing different shapes of ground-truth decision boundaries.
Detailed information on the dataset generation can be found in Appendix [D| In addition to the
in-context examples, we calculate the in-context learning accuracy on a held-out test set of size
100. We sample in-context examples and test points from classification task and convert them into
prompt, with an example shown in Appendix [Kl We study an extensive range of models, with sizes
ranging from 1.3B to 13B parameters, including open-source models such as Llama2-7B, Llama3-8B,
Llama2-13B, Mistral-7B-v0.1, and sheared-Llama-1.3B as well as closed-source LLMs, including
GPT-40 and GPT-3.5-turbo. We generate decision boundaries using 8-bit quantization for open-source
models, with a 50x50 grid (2500 queries per boundary). Open-source model predictions use the
method in 2] while closed-source models use next token generation.

3.1 Non-Smooth Decision Boundaries of LLMs in synthetic and NLP classification tasks.

Figure [2] compares the decision boundaries of 6 LLMs when provided with 128 in-context examples
on synthetic binary classification task. All of them exhibit non-smooth decision boundaries. The
decision boundaries vary significantly across models, indicating that these models have different
reasoning abilities to interpret the same in-context data. All models show fragmented decision
regions, which means small changes in the input features can result in different classifications. The
non-smoothness are also observed with experiments on multi-class NLP classification tasks as shown
in Figure[/] raising concerns about the reliability of LLMs and their practical deployment, as even
when test accuracy for classification is high (shown in Figure ), the underlying decision boundary
lacks generalization.
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Figure 4: The decision boundaries of LLama-2-7B and LLama-3-8B, across various class labels.
Each row corresponds to a model, and each column represents a different class label, shown in quotes.

3.2 How Do Different Factors Influence the Decision Boundaries?

Impact of Model Size on Decision Boundary and Accuracy From Figure 2] model sizes increase
from left to right, yet there is no clear correlation between model size and the smoothness of the
decision boundary. Even GPT-40, demonstrates fragmented decision regions. Increasing In-Context
Examples Does Not Guarantee Smoother Decision Boundaries While classification accuracies tend
to improve with more in-context examples, Figure [I0]reveals that this does not translate to smoother
decision boundaries even as the number of examples increase from 23 to 26. How Quantization
Affects the Decision Boundary? Figure illustrates the decision boundaries of the LLaMA-2-7B
model under different quantization levels |Dettmers et al.|[2022]]. This indicates that the reduced
precision from 4-bit quantization significantly affects points near the decision boundary or areas
where the model is most uncertain. We plotted the probability prediction for class 1 (Figure [9(b)).
This suggests varying quantization levels can flip the LLM’s decisions in the regions of highest
uncertainty. Are Decision Boundaries Sensitive to the Prompt Format? Yes, decision boundaries
are sensitive to the labels’ names, as shown in Figure[d Using semantically unrelated labels, such
as “Foo” and “Bar” as suggested in [Wei et al., [2023]], results in flipped predictions compared to
using reversed class names like "Bar" and "Foo". Are Decision Boundaries Sensitive to the Order
of In-Context Learning Examples? Yes. In Figure[IT] we demonstrate that the model’s decision
boundaries vary with different shuffles of the in-context examples.

3.3 How to Improve the Decision Boundary Smoothness?

Can We Finetune LLMs on the In-Context Examples to Achieve Smoother Decision Boundaries?
No. Our experiments indicate that finetuning LLMs on in-context examples does not result in smoother
decision boundaries in Appendix [J|



How to Finetuning LLMs for Smoother Decision Boundaries in Classification Tasks? We explore
two finetuning approaches: (1) Using LoRA [Hu et al.l |2021] to finetune the pretrained LLM’s
attention layers, token embedding layer, or linear head layer; (2) Modifying the LLM architecture
(we term as CustomLLM) by freezing the transformer backbone and attaching new embedding layers
and prediction head, trained using objective (2). This approach leverages task-specific layers to
utilize the backbone’s pattern-matching capabilities. Experimental details are in Appendix [Hl Results
in Figures 5] and [I3] indicate that finetuning intermediate and earlier embedding layers produces
smoother decision boundaries than finetuning the top prediction head.
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Can LLMs finetuned on one in-context learning task generalize to more complex in-context
learning tasks? Yes, as shown in Figure[I4] we found it generalizes to unseen non-linear tasks as
well as 3-class and 4-class classification tasks, despite only being trained on a binary linear task.

Can we train a transformer from scratch to learn smooth decision boundaries in-context?
We investigate whether pretraining affects decision boundaries by training Transformer Neural
Processes (TNPs) [Nguyen and Grover, |2022] from scratch. TNPs are designed for in-context
learning, predicting query labels y;~, given query inputs x;>., and context pairs {(z;, y;)}7,. We
trained four TNP models of different sizes (Table[T)). Figure[I5]shows how decision boundaries change
as more in-context examples are added. Results indicate that TNPs learn smooth decision boundaries
for non-linear tasks. Interestingly, we didn’t observe a clear scaling law relating transformer size to
decision boundary smoothness; smaller models often generalized better than larger ones.

Using Uncertainty-aware Active Learning to Smooth Decision Boundaries. We explore smoothing
LLM decision boundaries using uncertainty-aware active learning. After an initial decision boundary
is obtained, we query the LLM to identify uncertain points based on the entropy of class probabilities.
We select the top-k most uncertain points, ensuring spatial diversity via greedy sampling, and add
these as new in-context examples. As in Figure[I6] this method yields smoother decision boundaries
and higher test accuracies compared to random sampling.
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(a) Decision boundaries before SFT on linear (b) Decision boundaries after SFT on linear data
data of Llama3-8b across 4 tasks. of Llama3-8b across 4 unseen tasks.

Figure 6: Generalization of Llama-3-8B after fine-tuning on a single binary linear classification task.
After training, it generalizes to non-linear classification and 3-class and 4-class classification tasks.

4 Conclusion

We propose a novel approach to understanding in-context learning in LLMs by probing their decision
boundaries in in-context learning in binary classification tasks. Despite achieving high test accuracy,
we observe that the decision boundaries of LLMs are often irregularly non-smooth. Through extensive
experiments, we identify factors that affect this decision boundary. We also explore fine-tuning and
adaptive sampling methods, finding them effective in improving boundary smoothness. Our findings
provide new insights into the mechanics of in-context learning and suggest pathways for further
research and optimization.
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A Background

Given the limited space in the main text, we provide background section in the Appendix here.

A.1 Training Large Language Models

Large Language Models (LLMs) are trained on vast corpora of text using unsupervised learning.
During training, these models learn to predict the next token in a sequence. Given a sequence
of tokens (x1,x2,...,2:—1), the model predicts the next token x; by maximizing the likelihood
P(x¢|x1,x2,...,24—1). The training objective typically involves minimizing the cross-entropy loss:

T;

N
L:—ZZIOgP(wtlccth,...,mt,l) )

i=1 t=1

where T; is the number of tokens in the ¢-th sequence and N is the total number of sequences in the
corpus. During training, teacher forcing is often employed, where the model receives the ground
truth token x; as input at each time step instead of its own prediction, enabling parallel training.

A.2 In-Context Learning in LLMs

After training, LLMs can generalize to new tasks through a mechanism known as in-context learning.
Let S = {(x1,%1), (X2,¥2),- .., (Xn,yn)} represent the set of n input-output pairs provided as
examples in the prompt, where x; is an input and y; is the corresponding output. Given a new input
Xnew, the LLM is turned into a task-specific model that predicts the output gy, by conditioning on
the given examples: P(Jnew|Xnews {(X1,91), (X2,Y2), - - -, (Xn, Yn) }). In-context learning allows the
LLM to perform tasks by leveraging the context provided by these examples, thereby inferring the
task and generating appropriate responses for new inputs. This approach utilizes the model’s ability
to recognize patterns and apply learned knowledge without additional training or fine-tuning.

B Related Works

Understanding in-context learning in transformers and LLMs is an active area of research, with
existing works approaching this problem from both theoretical and practical perspectives.

Theoretical understanding of in-context learning Recent works aim to establish a theoretical
connection between in-context learning and gradient descent (GD). The pioneering work by |Akytirek
et al.| proves transformers can implement learning algorithms for linear models based on GD and
closed-form ridge regression by construction. [Von Oswald et al.| [2023]] proves the equivalence
between linear self-attention and GD on linear regression by construction. Similarly, Dai et al.
[2023]] shows that attention in transformers has a dual form of GD and views transformers as meta-
optimizers. Subsequent works extend these ideas to characterize the global optimum of single-layer
linear transformers. |Ahn et al.| [2024] observe that with the optimal parameters, the transformer
implements a single step of preconditioned gradient descent, whileZhang et al.|[2023]] shows that
at the global optimum, the transformer achieves competitive prediction error with the best linear
predictor on a new prediction task. In addition to theoretical connections to GD, a complementary
direction aims to establish statistical complexity and generalization bounds of in-context learning
in transformers [Bai et al., 2024, |Li et al., | 2023b, [Wies et al., {2024, Wu et al.,[2023]]. The common
limitation of these existing theoretical frameworks is the reliance on strong assumptions about the
transformer architecture or the functional form of the in-context learning tasks which may not reflect
real-world practices.

Practical understanding of in-context learning More relevant to our paper is a line of works
focusing on understanding the practical aspects of in-context learning in LLMs. Many existing works
investigate the roles of in-context examples and prompts. Min et al.|[2022b]] show a surprising result
that ground-truth demonstrations are not required for in-context learning, while other factors such as
the label space, input text distribution, and overall sequence format play an important role. [Shi et al.
[2023]] investigate the distractibility of LLMs and shows that their performance dramatically drops
when irrelevant context is included. Subsequently, (Wei et al.|[2023]] characterize these behaviors of
LLMs with respect to model size, and show that larger language models perform in-context learning



differently in the presence of flipped or semantically unrelated labels. [Webson and Pavlick [2022]
argue against the current practice of prompt engineering, showing that intentionally irrelevant or even
pathologically misleading prompts achieve similar downstream performance to instructively good
prompts. Orthogonally, Lampinen et al.| [2022] find that including explanations in the in-context
examples significantly improves the few-shot performance of LLMs. Finally, given the expanded
context windows of modern LLMs, recent works have explored in-context learning in the many-shot
setting with hundreds or thousands of examples [Agarwal et al., 2024, |Li et al.| 2023al Bertsch et al.,
2024].

Learning to learn in-context In contrast to the emergent in-context capabilities of LLMs, existing
works have also studied methods that learn to perform in-context learning explicitly. Min et al.|[2022a]]
propose MetalCL, a meta-training framework for finetuning pretrained LLMs to perform in-context
learning on a large and diverse collection of tasks. MetalCL outperforms several baselines including
emergent in-context learning and multi-task learning followed by zero-shot transfer. Going beyond
the text domain, TNP [Nguyen and Grover, 2022]] and PFNs [Miiller et al.} 2021]] are two concurrent
works that propose to train transformer models to perform in-context prediction for a family of
functions, which allows in-context generalization to unseen functions after training. Similarly, |Garg
et al.| [2022] show that autoregressive transformers can be trained from scratch to learn function
classes such as linear functions and 2-layer ReLU networks. These works present an interesting set
of baselines for our work to examine the in-context learning ability of LLMs.

C Traditional Classifiers Model Details

In our experiments, we used several classical machine learning models with the following hyperpa-
rameters:

* Decision Tree Classifier: We set the maximum depth of the tree to 3.

* Multi-Layer Perceptron: The neural network consists of two hidden layers, each with 256
neurons, and the maximum number of iterations is set to 1000.

» K-Nearest Neighbors: The number of neighbors is set to 5.

¢ Support Vector Machine (SVM): We used a radial basis function (RBF) kernel with a
gamma value of 0.2.

D Classification Datasets Creation Details

We use three types of classification tasks from scikit-learn [Pedregosa et al.||2011] to probe the
decision boundary of LLMs and transformers: linear, circle, and moon classification problems. For
linear classification tasks, we utilize the make_classification function, which generates random
classification problems by creating clusters of points normally distributed around the vertices of a
hypercube with sides of length 2 x class_sep. Circle classification tasks are generated using the
make_circles function, creating a binary classification problem with a large circle containing a
smaller circle. The factor parameter controls the scale of the inner circle relative to the outer
circle. Moon classification tasks are generated using the make_moons function, creating a binary
classification problem with two interleaving half circles. The noise parameter controls the standard
deviation of Gaussian noise added to the data points.

For training tasks, the class_sep parameter is randomly sampled from the range [1.5, 2], and the
factor parameter for circular tasks is sampled from [0.1,0.4]. For testing tasks, the class_sep
parameter is sampled from [1, 1.4], and the factor parameter from [0.5, 0.9], ensuring that testing
tasks differ from training tasks. The noise parameter for moon-shaped tasks is sampled from
[0.05,0.1] for training and [0.1, 0.2] for testing, introducing varying levels of complexity in the
classification problems.

E Classification Results on Multi-Class NLP Classification Tasks

We extend our analysis to multi-class NLP classification tasks using high-dimensional real-world
datasets. To address the challenge of visualizing high-dimensional text embeddings, we project them



onto a 2D space using t-SNE. While any dimensionality reduction technique inevitably introduces
confounding factors, this approach allows us to extend our analysis to more complex, real-world
scenarios. Our experiments encompass six widely-used NLP classification tasks, covering both binary
and multi-class settings. These include Subjective/Obejective sentence classification (SUBJ) [|Con{
neau and Kiela, [2018]], financial sentiment analysis (FP) [Malo et al., [2014], textual entailment
recognition (RTE) [Wang et al., [2019]], hate speech detection (ETHOS) [Mollas et al.| [2020], sen-
timent analysis (SST-2) [Socher et al.l 2013]] and news topic classification (AG_NEWS) [Zhang
et al., 2015]]. We provide a broader perspective on the applicability of our approach. The results,
presented in Figure[/, demonstrate that the non-smooth decision boundary characteristics observed in
our synthetic datasets persist in these more complex NLP tasks.
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Figure 7: Decision boundaries of Llama-3-8b on six NLP tasks, ranging from binary to multi-class
classification. Since text embeddings are natively high-dimensional, we projected text embeddings
onto a 2D space using t-SNE. The irregular, non-smooth behaviors are also seen in these tasks.

F Factors affecting the decision boundary

F.1 How number of in-context examples affect the classification accuracy?

Task: linear X Task: circle X Task: moon

Test Accuracy
Test Accuracy
Test Accuracy

e sv
-

27 3278

s 2 B 2% B
Number of In-Context Examples Number of In-Context Examples

Figure 8: In-context test accuracy for LLMs and baselines across three classification tasks (linear,
circle, and moon), with each subplot illustrating the test accuracy as the number of in-context
examples increases. The baselines are the SVM with a polynomial kernel and the MLP with two
hidden layers. Shaded regions represent the standard error of the mean accuracy across 5 seeds.

F.2 How Quantization Affects the Decision Boundary?
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(a) Decision boundaries of Llama-2-7b with different (b) Prediction of probability of
quantization choices on a linearly separable task. class 1 with 8-bit quantization.

Figure 9: Impact of quantization on Llama2-7b’s decision boundaries and probability predictions.
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F.3 How decision boundary scale with more in-context learning examples?
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Figure 10: Decision boundary of Llama2-7b with increasing in-context examples from 8§ to 256.

F.4 Are Decision Boundaries Sensitive to the Order of In-Context Learning Examples?
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Figure 11: The sensitivity of the Llama3-8b model’s decision boundary to the order of in-context

examples. Each subplot (Order 0 to Order 4) shows the model’s decision boundary with the same 32
examples shuffled differently.

G Pretrained LLMs decision boundary on linear and non-linear classification
tasks

Sheared-LLama-1.3B LLama-2-7B Mistral-7B-v0.1 LLama-3-8B LLama-2-13B
o T, . L NGB0 D re - e, . s ., . 00 0,000,
w0 Tl | w el « P A 250
S o4 W2 o (S oo W2 o 0y oo W2 o 0y .. W2 o (S oo W2 o
P e e SIS MRS 1~ oo YCRGEERECE | | (o SEASTORERN ([ O R
6] ® . L4 60l ® . % 60] ® " L 60l ¢ . S 60l © . %
el - e R SASsD e LeOpL -4 * el - we RPN e
=1 o . . S pte . : S ee . E =1 e . 4 S .. . E
2 . - 2 . . =} . . =1 . . =1 . .
g a W o3 3, S R o a3 3 B S
w 3 '-\: .l "* . - ® '.\. v’ % J w L4 c “ -.. o"* . u * L . ] " . v - ten " % .
ol . ° 3 ot . ° B o T ° B ] C N : A ] C . °
o o we 0 0 o9 PP & 0o o oo 0 0 oyt
% @ 6 % @ 6 & % 4 6 8 % @ 6 & % 4 € 8
Feature 1 Feature 1 Feature 1 Feature 1 Feature 1
Sheared-LLama-1.3B LLama-2-7B Mistral-7B-v0.1 LLama-3-8B LLama-2-13B
% .2 ° 20 .2, : B .2, ° % .2, : 20 L .
o4 80 ©a CIE © o ) q% o
e [N o3 C.. ° | N o g" ° [N oy 4" . .
o o e v . o v > o
ER ) et |30 Ly O = B g
Do was B B0l e - Boo| was Se
w e oo "o w e oo % i oo © %
wl gl St a0l Sgl & 05 gl Y
b R L . L .o
304 -y 30 ¢ 300 O
20 . 20 . 20 . 20 . 20 .
% % e By % X E) e % o & B % © & % % % E) %
Feature 1 Feature 1 Feature 1 Feature 1 Feature 1
Sheared-LLama-1.3B LLama-2-7B Mistral-7B-v0.1 LLama-3-8B LLama-2-13B
T D T e e¥
wl & * wl & wf k3 wl & & wl &
o '..' o '..' o '..‘ g '.. o
Nl o P Neol o &£ oo Nol @ g oe® Nool o Neol o At
Q| I3 o J Qe M3 oo oL e b3 oo oL e Qe b3
2 * 0 2 * 0 SE] : 0 2 2 *
S eof, 3 & *o| D aof, °3 & *| Doty °3 Bl | Doty D eofy 3
= <, - . = L 55 = <
- R - 2 T i =« .
T8 e ™ .38 g o4 aciny
o o 3 3 o
¢ % % & = o 2 4 e 8 o 2 4 e & ¢ % % e 8 0 2 4 & &
Feature 1 Feature 1 Feature 1 Feature 1 Feature 1

Figure 12: Visualizations of decision boundaries for various LLMs, ranging in size from 1.3B to 13B,
on three classification tasks. The tasks are, from top to bottom, circle, linear, and moon classifications.
Note that the circle and moon tasks are not linearly separable. The in-context data points are shown as
scatter points and the colors indicate the label determined by each model. These decision boundaries

are obtained using 128 in-context examples. The visualization highlights that the decision boundaries
of these language models are not smooth.
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H Fintuening Experiment Details

H.1 Can We Finetune LLMs on a Dataset of Classification Tasks to Achieve Smoother
Decision Boundaries?

Previous works have shown that finetuning a pretrained LLM on a large collection of tasks improves
its in-context learning performance on unseen tasks [Min et al., [2022a]]. In this section, we investigate
if the same paradigm helps improve the decision boundary smoothness of LLMs. To do this, we
finetune a pretrained Llama model [[Touvron et al.,|2023]] on a set of 1000 binary classification tasks
generated from scikit-learn [Pedregosa et al.,[2011[], where the ground-truth decision boundary
is either linear, circle-shaped, or moon-shaped, with equal probabilities. For each task, we sample
randomly N = 256 data points  ~ Xgiq and their corresponding label y's. We then sample the
number of context points m ~ U8, 128], and finetune the LLM to predict y;~,, given ;s and the
preceding examples:

N
L(r)=E Z logp(yi | Tis T1:-1,Y1:-1) |

1=m-+1

@

where the expectation is with respect to task, data points {(z;,;)}X,, and the number of context

points m. After training, we evaluate the same finetuned model on various binary classification tasks
with varying numbers of context points. To ensure the test tasks are unseen during training, we use
different parameters in creating the datasets, such as the separateness between two classes and the
scale between the inner and outer circles in the circle task. See Appendix [D]for more details.

We consider several finetuning settings for ablation studies. 1) In the first setting, we finetune the
pretrained LLM using LoRA [Hu et al., [2021]] and finetune the attention layers. 2) We finetune
only the token embedding layer of LLM. 3) We finetune only the linear head layer of LLM. Then
we consider modifying the architecture of the LLM: In this setting, we keep the core transformer
backbone of the LLM frozen, attach randomly initialized embedding layers and prediction head to the
model, and train the entire model using objective (2)). This stems from the intuition that task-specific
embedding and prediction layers allow the model to maximally utlize the general pattern-matching
capabilities of the transformer backbone for the new task. We refer to this model as CustomLLLM,
and consider its three variants, which add 1) a new embedding layer for x, 2) a new prediction head
for y, and 3) new embedding layers for z, y, and a new prediction head for y. The embedding layers
and prediction head are MLPs with one hidden layer. We embed the raw numerical values instead
of the text representation of x whenever a new embeddding layer for z is used (same for y), and
predict directly the binary class values instead of text labels whenever the new prediction head is
used. Results of Finetuning LLM and CustomLLM in Figure [5|and Figure[I3|show that finetuning
the intermediate and earlier embedding layers leads to smoother decision boundary compared to
finetuning the top prediction head.

CustomLLM CustomLLM CustomLLM
Prediction Head Input bed only Input & Output
o o e & e ) o e

Amedl? Lesdl? Lhal?

; o R g o & eon ;W Y

S . e ° 5 o ° . S . ° .

2 @ e ] C S 2 o® .

B Do S

% W @
Feature 1

3 w @
Feature 1

B w @
Feature 1

(a) Prediction head (b) Input embedding
layer

(c) Both layers

Figure 13: CustomLLM finetuning ablations. Decision boundary after finetuning the prediction head,
input embedding layer, and both layers for the CustomLLM.
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(a) Decision boundaries before SFT on linear data (b) Decision boundaries after SFT on linear data
of Llama3-8b across 4 tasks. of Llama3-8b across 4 unseen tasks.

Figure 14: Generalization ability of Llama-3-8B after supervised fine-tuning on a single binary linear
classification task. The first two columns show the model’s performance on non-linear classification
tasks before and after fine-tuning, while the last two columns demonstrate its ability to generalize to
3-class and 4-class classification tasks.

H.2 Can LLM:s finetuned on one in-context learning task generalize to more complex
in-context learning tasks?

We demonstrated that SFT on the dataset can smooth the decision boundary on that dataset. In this
section, we further explore whether a LLM fine-tuned only on a linear task can achiever smoother
decision boundaries on unseen and more complex tasks. As shown in Figure we compare the
decision boundaries of Llama3-8b before and after SFT on the linear task only. Unexpectedly, we
found it generalizes to unseen non-linear tasks as well as 3-class and 4-class classification tasks,
despite only being trained on a binary linear task. The smoother decision boundaries observed in these
unseen tasks suggest that fine-tuning on a synthetic in-context learning task can have downstream
benefits for other tasks, enabling the model to be more robust in in-context learning.

H.3 Can we train a transformer from scratch to learn smooth decision boundary in-context?

One may wonder whether a small transformer trained from scratch can provide smooth decision
boundaries. To answer this, we train TNPs [Nguyen and Grover, 2022] , a transformer-based model
specifically designed for in-context learning. For each sequence of data points {(x;,y;)}¥.; from
a task C, TNPs learn to predict the query labels y;~.,,, given the query inputs x;-.,, and the context
pairs, assuming conditional independence among the queries given the context:

N

‘C(e) =E Z logp(yl ‘ xiaxlzmaylzm) 5 (3)
1=m-+1

where the expectation is with respect to task C, data points {(z;, y;)},, and the number of context

points m. TNPs employ a specialized mask to ensure the conditional independence assumption.
We trained TNP models of four different sizes as shown in the Table[T|below. We plot how does
the TNP models decision boudnary changes as more in-context examples are added in Figure [T3]
TNP models learn smooth deicision boundary for this moon-shaped non-linear task. And we did not
observe a scaling law of transformer sizes versus the decision boundary smoothness. In contrast the
smaller model generalize better than the larger model.

Table 1: TNP transformers model sizes and architectures.
Model Parameters (M) Input embed dim feedforward dim num heads num layers

Small 0.1 64 64 2 3
Medium 0.6 128 128 4 6
Large 1.6 128 256 8 12
Larger 9.7 256 512 16 18
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Figure 15: Decision boundary of TNP models of different model sizes.

H.4 How to Use Uncertainty-aware Active Learning to Learn Decision Boundaries

We investigate whether the decision boundary can be smoothed by providing the LLM with labels of
the most uncertain points on the grid as additional in-context examples. Uncertainty is measured as
the entropy of the probability distribution of the two classes after softmax normalization of the logits.
Our study focuses on an active learning scheme where new in-context examples are incrementally
added based on the LLM’s current uncertainty. Initially, we obtain the decision boundary conditioned
on the existing in-context examples. To refine this boundary, we query the LLM over a grid and
select the top-k most uncertain points, ensuring they are spatially distant from each other using a
greedy sampling approach. For labeling these uncertain points, we use a logistic regression model
well-trained on a larger dataset with perfect accuracy as the ground truth decision boundary. As
shown in Figure[I6] this uncertainty-aware active sampling method results in a smoother decision
boundary over iterations compared to random sampling. The iterative refinement enhances the
model’s generalization capabilities, leading to higher test set accuracies and greater sample efficiency,
requiring fewer additional in-context examples to achieve performance gains. These findings indicate
that leveraging the LLM’s uncertainty measurements is valuable for selecting new in-context examples
in resource-constrained settings where labeled data is scarce. We show more examples in below:

I SFT LLMs for in-context classification

We used LoRA [[Hu et al.;, 202 1] to supervise fine-tune the Llama series models on both non-linear
and linear classification tasks, including circle, linear, and moon datasets. The models fine-tuned
are Sheared-Llama-1.3B, Llama2-7B, Llama2-13B, and Llama3-8B. Visualization in Figure
demonstrates that these language models produce smoother decision boundaries after training on the
classification datasets using SFT.
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(a) Decision boundaries with different numbers of context examples when using active sampling.
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(b) Decision boundaries with different numbers of context examples when using random sampling.

Figure 16: Comparison of active and random sampling methods. We plot the decision boundaries and
uncertainty plot across different number of in-context examples from 32 to 256, where the in-context
examples are gradually added to the prompt using active or random methods. Active sampling gives
smoother decision boundary and the uncertain points lie on it. The test set accuracies is plotted in the
titles.

J Finetune on in-context examples only
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Figure 20: Two examples of Llama2-7B finetuned on the in-context examples points, which are
scattered points in the plot.

K Prompt Format for binary classification

The prompt format we used in our experiments to query the classification result is shown in Figure 21}
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Figure 17: (a) Active sampling
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(b) Random sampling

Comparison of decision boundaries of uncertainty-based actively sampling and randomly sampling
in-context examples. Example 1.

L Limitation

One limitation of our study is the focus on demonstrating mainly binary classification tasks. Limited
by the available compute, we chose binary tasks and also for better qualitative reasoning. However,
we also extended our experiments to tasks with four classes and found that our methods generalize
to multi-class classification and other more complex tasks. Additionally, the exploration of fine-
tuning and adaptive sampling methods, although effective in our experiments, may not be universally
applicable across closed-source LLMs that do not allow access to logits. Future work should consider
a broader range of tasks and datasets, as well as a more diverse set of LLM models, to validate and
extend our findings.
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Figure 18: (a) Active sampling
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Comparison of decision boundaries of uncertainty-based actively sampling and randomly sampling
in-context examples. Example 2.
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Supervised Fine-tuned LLMs
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Figure 19: Decision boundary of in-context learning on 128 examples across Llama series models
after supervised finetuning with LoRA.
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Given pairs of numbers and their labels, predict the label for a new
input pair of numbers based on the provided data.
Answer with only one of the labels ‘Foo’ and ‘Bar’:

Input: 64 24

Label: Bar
Input: 34 41
Label: Bar
Input: 71 66
Label: Bar

Input: 96 49

Label: Foo
Input: 21 56
Label: Foo

What is the label for this input?
Input: 2 3
Label:

Figure 21: Few-shot in-context prompt with n context questions.
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NeurlIPS Paper Checklist

1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]
Justification: It reflects our proposed method and experimental findings.
Guidelines:

e The answer NA means that the abstract and introduction do not include the claims
made in the paper.

* The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

* The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

* It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]
Justification: We provide limitation in the appendix section.
Guidelines:

* The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

* The authors are encouraged to create a separate "Limitations" section in their paper.

The paper should point out any strong assumptions and how robust the results are to
violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

* The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

* The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

* The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

* While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory Assumptions and Proofs

Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?

Answer: [NA]
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Justification: The paper does not include theoretical studies.

Guidelines:

The answer NA means that the paper does not include theoretical results.

All the theorems, formulas, and proofs in the paper should be numbered and cross-
referenced.

All assumptions should be clearly stated or referenced in the statement of any theorems.
The proofs can either appear in the main paper or the supplemental material, but if
they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

Theorems and Lemmas that the proof relies upon should be properly referenced.

4. Experimental Result Reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: We present complete method and experiment details in Section [2]and 3]

Guidelines:

The answer NA means that the paper does not include experiments.
If the paper includes experiments, a No answer to this question will not be perceived
well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.
If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.
Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

While NeurIPS does not require releasing code, the conference does require all submis-

sions to provide some reasonable avenue for reproducibility, which may depend on the

nature of the contribution. For example

(a) If the contribution is primarily a new algorithm, the paper should make it clear how
to reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe
the architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code

Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?
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Answer: [Yes]
Justification: All code and checkpoints will be released publicly upon acceptance.
Guidelines:

» The answer NA means that paper does not include experiments requiring code.

* Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

* While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

* The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

* The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

* The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

* At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

* Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLSs to data and code is permitted.
6. Experimental Setting/Details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]
Justification: We present complete method and experiment details in Section [2]and 3]
Guidelines:

* The answer NA means that the paper does not include experiments.

» The experimental setting should be presented in the core of the paper to a level of detail
that is necessary to appreciate the results and make sense of them.

* The full details can be provided either with the code, in appendix, or as supplemental
material.
7. Experiment Statistical Significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [Yes]

Justification: Although we do not provide error bar for every plot, this is due to the nature of
our work, since we are visualizing the decision boundary for qualitative understanding. We
justify this with additional plots in various settings in the appendix. Apart from the decision
boundary plots, we do plot the accuracy plot with error bar.

Guidelines:

* The answer NA means that the paper does not include experiments.

* The authors should answer "Yes" if the results are accompanied by error bars, confi-
dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

* The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

* The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)
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8.

10.

* The assumptions made should be given (e.g., Normally distributed errors).

e It should be clear whether the error bar is the standard deviation or the standard error
of the mean.

e It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

» For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

* If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.
Experiments Compute Resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]
Justification: We provide the compute in the appendix.
Guidelines:

* The answer NA means that the paper does not include experiments.

* The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.

* The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

* The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

. Code Of Ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines]?

Answer: [Yes]
Justification: The paper conforms to the NeurIPS Code of Ethics.
Guidelines:

¢ The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.

* If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.

* The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).
Broader Impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [NA]
Justification: Our work does not have societal impact.
Guidelines:

* The answer NA means that there is no societal impact of the work performed.

* If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.

» Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.
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12.

» The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

* The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

* If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]
Justification: NA
Guidelines:

» The answer NA means that the paper poses no such risks.

* Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

 Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes],
Justification: Yes, we cited every dataset and models we used.
Guidelines:

* The answer NA means that the paper does not use existing assets.

* The authors should cite the original paper that produced the code package or dataset.

 The authors should state which version of the asset is used and, if possible, include a
URL.

* The name of the license (e.g., CC-BY 4.0) should be included for each asset.

 For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.

 If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

* For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.
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14.

15.

* If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

New Assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [NA]
Justification: We don’t release new dataset.
Guidelines:

» The answer NA means that the paper does not release new assets.

* Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.

* The paper should discuss whether and how consent was obtained from people whose
asset is used.

* At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

Crowdsourcing and Research with Human Subjects

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]
Justification: we don’t have any.
Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research with

human subjects.

* Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

Institutional Review Board (IRB) Approvals or Equivalent for Research with Human
Subjects

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]
Justification: We don’t have this.
Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research with

human subjects.

* Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

* We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

* For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
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