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Abstract

Extractive summarization plays a pivotal role001
in natural language processing due to its wide-002
range applications in summarizing diverse con-003
tent efficiently, while also being faithful to004
the original content. Despite significant ad-005
vancement achieved in extractive summariza-006
tion by Large Language Models (LLMs), these007
summaries frequently exhibit incoherence. An008
important aspect of the coherent summary is009
its readability for intended users. Although010
there have been many datasets and benchmarks011
proposed for creating coherent extractive sum-012
maries, none of them currently incorporate013
user intent to improve coherence in extractive014
summarization. Motivated by this, we pro-015
pose a systematically created human-annotated016
dataset consisting of coherent summaries for017
five publicly available datasets and natural lan-018
guage user feedback, offering valuable insights019
into how to improve coherence in extractive020
summaries. We utilize this dataset for align-021
ing LLMs through supervised fine-tuning with022
natural language human feedback to enhance023
the coherence of their generated summaries.024
Preliminary experiments with Falcon-40B and025
Llama-2-13B show significant performance im-026
provements (∼ 10% Rouge-L) in terms of pro-027
ducing coherent summaries. We further uti-028
lize human feedback to benchmark results over029
instruction-tuned models such as FLAN-T5030
which resulted in several interesting findings1.031

1 Introduction032

With the increasing amount of information, the sig-033

nificance of automatic summarization has grown034

exponentially. Summarization techniques can be035

broadly classified into two categories: (i) Extrac-036

tive, and (ii) Abstractive. The abstractive methods037

(Nallapati et al., 2016; Gupta, 2019) often focus038

on the semantic meaning of the text, giving a sum-039

mary by creating a new set of sentences. However,040

1Data and source code are available at <anonymous link>
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Figure 1: Schematic representation of our natural lan-
guage feedback collection pipeline and aligning LLMs
with provided human feedback.

these methods often struggle with generating un- 041

grammatical or even nonfactual contents (Kryscin- 042

ski et al., 2020; Zhang et al., 2022). In contrast, 043

extractive methods focus on selecting meaningful 044

phrases/sentences from the given text, giving a sum- 045

mary that is faithful to the original content, hence 046

it has a range of real-world applications (Zhang 047

et al., 2023a). For instance, tasks such as video 048

shortening, and legal document summarization re- 049

quire precision and adherence to specific details 050

from original text, and extractive methods are more 051

suitable for these tasks. However extractive sum- 052

marization often generates summaries that lack co- 053

herence, and coherence is a crucial attribute of text 054

summarization since it holds a significant connec- 055

tion to user experience. Thus, our work aims to 056

improve coherence in extractive summarization. 057

With the advent of LLMs such as GPT-4, Llama- 058

2 (Touvron et al., 2023), and Falcon (Penedo et al., 059

2023), there is a significant advancement in gen- 060

erating extractive summaries (Zhang et al., 2023a; 061

Stiennon et al., 2020). For extractive summariza- 062
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tion, coherence is often measured through the in-063

terconnection among sentences and ease of read-064

ability for users. Past attempts have been made065

to improve and quantify coherence in extractive066

summarization (Nallapati et al., 2016; Wu and Hu,067

2018; Jie et al., 2023a)2, however, these attempts068

do not consider user-specific intent (i.e., ease of069

readability while preserving important informa-070

tion). Thus, we approach the concept of coherence071

through the lens of user-specific intent (Figure 1).072

To this end, we propose a comprehensive dataset073

with a systematic collection of natural language074

feedback to improve coherence in model-generated075

summaries, and human-annotated extractive coher-076

ent summaries. To the best of the authors’ knowl-077

edge, this dataset represents the initial effort to078

align the coherence in a summary with user intent.079

To develop the proposed dataset, we hire expert080

annotators to accurately annotate data for our task.081

For the annotation, the objective is two-fold: (1) to082

create a coherent summary by extracting important083

sentences from a source document that effectively084

captures the key aspects of the document, and (2)085

to provide feedback (i.e, natural language explana-086

tions) on the steps to go from the model summary to087

the gold coherent summary. We annotate this data088

across five categories: News, Debate, TV Show,089

Meeting, and Dialogue. Our annotation process090

consists of three phases (detailed discussion in §2).091

Each data instance collected in our dataset consists092

of <Source text, Initial model summary, Feedback,093

Gold coherent summary, Scores> elements.094

We utilize the proposed dataset for aligning095

widely used open-source LLMs to generate more096

coherent extractive summaries via supervised097

fine-tuning: (i) two decoder-only models, i.e.,098

Falcon-40B and Llama-2-13B, and (ii) three en-099

coder+decoder models, i.e., FLAN-T5, Tk-Instruct,100

and T5. We develop a baseline and propose two101

different supervised fine-tuning strategies with hu-102

man feedback (details are presented in §3). We103

measure the performance in terms of Rouge-L.104

Rouge-L assesses the syntactic and semantic sim-105

ilarity between the generated and the gold coher-106

ent summary, indicating their proximity. We also107

provide human judgments in terms of the coher-108

ence of generated summaries by baseline and pro-109

posed approach. Experimental results reveal that110

the proposed models show absolute improvement111

of ∼ 10% Rouge-L over baselines. Furthermore,112

2Detailed related work is presented in App. B

human evaluation shows a preference for extrac- 113

tive summaries from our approach, often rating 114

them as more coherent. This indicates that aligning 115

the model with user feedback improves coherence. 116

Furthermore, a thorough analysis of the results re- 117

veals several interesting findings. We hope that our 118

findings facilitate future research for improving 119

coherence in extractive summarization. 120

2 Data Collection 121

Our annotation process consists of three phases. 122

First, we randomly select a source text for anno- 123

tation across five different categories from pub- 124

licly available datasets. Second, we prompt a large 125

language model to create coherent summaries for 126

selected source text. Finally, we hire expert anno- 127

tators to review generated summaries and provide 128

natural language feedback/explanations to improve 129

coherence in generated summaries. 130

2.1 Source Datasets 131

Our comprehensive annotated dataset consists of 132

five different categories: News, Debate, TV Show, 133

Meeting, and Dialogue. We carefully curated data 134

for each category by randomly selecting 200 in- 135

stances from publicly available datasets. In particu- 136

lar, we exclusively utilize the input/source text for 137

annotation purposes from all of these datasets. We 138

leverage CNN/DM dataset (Nallapati et al., 2016) 139

for news, DebateSum (Roush and Balaji, 2020) for 140

Debate, TVQA (Lei et al., 2018) for TV Show, 141

MeetingBank (Hu et al., 2023) for Meeting, and 142

DialogueSum (Chen et al., 2021) for Dialogue cat- 143

egory. Further details are presented in App. C. 144

2.2 Coherent Summary Generation 145

The objective is to generate an extractive summary, 146

where the model is prompted to select the most suit- 147

able sentences from the document for coherent sum- 148

marization. Thus, we formulate an extractive sum- 149

marization task as selecting sentences from a given 150

document to produce coherent summaries. Let us 151

consider document D. We first divide D at the 152

sentence level and create set Ds = {s1, s2, ..., sn}, 153

where si denotes the ith sentence from D. To cre- 154

ate numbered sentences from the document, we 155

use the NLTK library3. Now, we prompt (p) the 156

Falcon-40B-Instruct model (denoted as M) to pro- 157

duce a coherent summary from the source text pro- 158

vided as Ds. To accomplish this, we employ a 159

3https://www.nltk.org/api/nltk.tokenize.html
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1-shot prompting approach (prompt is presented160

in the App. A). Formally, we present our task as161

M(p,Ds) = Cs, indicates that the task for M is162

to produce coherent summary (denoted as Cs) by163

selecting sentences from Ds given p.164

2.3 Annotation Process165

We use the Upwork platform to hire expert an-166

notators to annotate our dataset. We initiated167

a pilot project involving 25 annotators having a168

strong background and fluency in the English lan-169

guage. Evaluating their performance during the170

pilot phase, we subsequently hired 10 proficient171

annotation experts to carry out the final annota-172

tions. Annotators are provided with task instruc-173

tions, source text, and model summary (generated174

in §2.2). They are expected to produce a coherent175

summary based on the provided source text by se-176

lecting sentences/phrases from the document and177

provide feedback on the steps to go from the model178

summary to the gold coherent summary (annotated179

by them). Each source text is annotated by 3 differ-180

ent annotators. Along with that, they need to rate181

the model summary based on three criteria (i.e.,182

Relevance, Coherence, and Consistency) on a Lik-183

ert scale of 1-5, motivated by Fabbri et al. (2021).184

A annotated data instances consist of five elements185

as illustrated in Figure 2. A detailed example and186

further annotator details are presented in App. D.187

Source Text

Model Generated Summary

Feedback Provided by Annotators

Human-Annotated
Coherent Summary

Scores for Model Summary

Figure 2: Illustration of annotated instance

Source text is the document provided to annota-188

tors which falls under one of five categories.189

Model-generated summary The summary gen-190

erated in §2.2 is provided to annotators.191

Coherent Summary is generated by annotators192

from the given source document.193

Feedback is a natural language explanation pro-194

vided by annotators to improve coherence in the195

model summary and achieve a coherent summary196

generated by them.197

Scores Annotators score the model-generated 198

summary to measure the three different aspects: (i) 199

Relevance: measure the selection of important con- 200

tent (key points) from the source, and the summary 201

should include only important information from 202

the source document; (ii) Coherence: measure the 203

collective quality of all sentences, and the summary 204

should be well-structured and well-organized; and 205

(iii) Consistency: measure the factual consistency 206

of the summary that contains only statements that 207

are entailed by the source document. 208

2.4 Quantitative Analysis 209

Annotators have annotated a total of 1000 unique 210

samples and each sample is annotated by three 211

different annotators with the inter-annotator agree- 212

ment of 0.659 (details in App. D.2). For each 213

document category, 200 samples are annotated. Af- 214

ter all annotations, the average scores for model 215

summary are: (1) Relevance: 3.81, (2) Coherence: 216

3.46, (3) Consistency: 4.09. Here, coherence is low 217

for the model-generated summary which suggests 218

that improving coherence is essential task. 219

3 Experiments and Results 220

3.1 Experimental Setup 221

Models We perform experiments with five differ- 222

ent models with two architecture families: (i) two 223

Decoder (Dec.) only open-source LLMs (Falcon- 224

40B, and Llama-2-7B), and (ii) three Encoder 225

(Enc.) + Decoder (Dec.) models (T5-large, and two 226

instruction-tuned models, FLAN-T5-large and Tk- 227

Instruct-large). In experiments, Dec. only models 228

are fine-tuned using Low-Rank Adaptation (LoRA) 229

(Hu et al., 2021), and Enc.+Dec. models are fine- 230

tuned using full-parametric training. We employ 231

three different strategies to fine-tune these models. 232

Baseline fine-tuning model on <Source text> as 233

input and <Coherent Summary> as output. 234

w/ Feedback fine-tuning model on <Source text, 235

Initial model summary, Feedback> as input and 236

<Coherent Summary> as output. 237

Pre-finetuning First, we fine-tune the models 238

on <Source text> as input and <feedback> as the 239

output. Subsequently, we execute supervised fine- 240

tuning by employing <Source text> as the input 241

and <Coherent Summary> as the output on the 242

pre-finetuned model. 243

Our approaches reflect an effort to refine the 244

models’ coherence by leveraging feedback and 245
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Figure 3: Performance of (a) Dec. only model, and (b) Enc. + Dec. Model on our proposed dataset.

user-driven insights during the fine-tuning. We fine-246

tune the model to generate sentences as a summary247

(format of the coherent summary is shown in Table248

2) which ensures the extractive nature of generated249

summaries. The dataset is randomly divided into250

train (80%), and test (20%) sets. For comparability,251

we use the same hyperparameter settings for all252

runs: trained for 3 epochs, with a batch size of 16253

and an initial learning rate of 5e-5. All experiments254

were conducted on A100 NVIDIA GPUs.255

Metric We use Rouge-L (Lin, 2004) to evaluate256

model performance by measuring the similarity be-257

tween the generated summary and the gold standard258

coherent summary. Our assessment is based on how259

closely the model summary resembles this gold260

standard, indicating coherence similarity. To sup-261

plement this objective measure, we also perform262

human evaluations of the generated summaries.263

3.2 Results and Analysis264

Here, we compare the baselines and proposed meth-265

ods despite different fine-tuning approach since the266

inference is consistent: <Source text> is input, and267

<Coherent Summary> is output. Models do not268

have access to feedback during inference.269

Effect of Feedback on Dec. only models Fig-270

ure 3a shows the Rouge-L scores for Falcon-40B-271

Instruct and Llama-2-13B, comparing baseline and272

proposed methods. The proposed methods, involv-273

ing fine-tuning with user feedback, clearly outper-274

form the baselines: Falcon improves by 11.33%,275

and Llama by 14.82%. However, both models’ per-276

formance drops significantly during pre-finetuning277

with feedback data. This pre-finetuning aims to278

integrate feedback knowledge into the model’s pa-279

rameters. When fine-tuning with LoRA, updating280

only the adaptation layer, performance decreases281

during pre-finetuning. However, the efficacy of pre- 282

finetuning becomes evident with full-parametric 283

training, as shown in Figure 3b. 284

Effect of Feedback on Enc. + Dec. models Fig- 285

ure 3b represents the Rouge-L scores for FLAN- 286

T5, Tk-Instruct, and T5, comparing both baseline 287

and proposed methods. From results, it becomes 288

evident that directly fine-tuning with user feed- 289

back doesn’t enhance the performance of these 290

models as shown with Dec. only models. Con- 291

versely, adopting a pre-finetuning enhances the 292

performance of these models significantly (further 293

discussion in App. E). Figure 3b shows that pre- 294

finetuning leads to improved performance, with the 295

T5, FLAN-T5, and Tk-Instruct models surpassing 296

baseline by 6.1%, 4.6%, and 5.07%, respectively. 297

Human Evaluation We aim to examine the cor- 298

relation between human judgments and Rouge-L. 299

To this end, we conduct a case study involving 300

human evaluation presented in App. E. 301

4 Conclusions 302

This paper introduced a comprehensive dataset de- 303

signed to improve coherence in extractive summa- 304

rization while integrating natural language feed- 305

back from human users across five different cate- 306

gories. Utilizing this dataset, we conducted evalua- 307

tions using various LLMs, and initial experimental 308

outcomes demonstrate an enhancement in model 309

performance, with ∼ 10% improvement in coher- 310

ence achieved through fine-tuning with human feed- 311

back. Moreover, our analysis highlights the poten- 312

tial for performance advancements in instruction- 313

tuned models through pre-finetuning based on user 314

feedback. We believe that both the dataset and 315

the findings derived from this work will serve as 316

valuable tools for future research in this direction. 317
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Limitations318

Though we evaluated our approach on a widely-319

used range of LLMs including Falcon-40B and320

LLaMa-2-7B, this study can also be extended to321

other LLMs. To improve the utilization of human322

feedback collected in our dataset, development of323

advanced methods such as iterative feedback loops324

and dynamic feedback during both training and in-325

ference stages can be interesting future research326

direction. Since manual annotation of feedback327

is time-consuming and laborious, exploration of328

automated methods for feedback generation using329

smaller-scale supervised learning or LLMs is neces-330

sary. Additionally, we hope to expand our analysis331

to include the most recent LLMs such as GPT-4 and332

ChatGPT on our proposed dataset. We also note333

that this research is limited to the English language334

and can be extended to multilingual scenarios for335

improving coherence in extractive summarization.336

Ethics Statement337

We have used AI assistants (Grammarly and338

ChatGPT) to address the grammatical errors and339

rephrase the sentences.340
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A Prompt480

In this section, we provide an example of a 1-shot481

prompt used in §2.2. The prompt consists of the482

task definition, one example, and an input instance.483

Task

You are an extractive summarizer. You are

presented with a document. The document is

a collection of sentences and each sentence

is numbered with sentence ids. Understand

the given document and create a meaning-

ful summary by picking sentences from the

document. Please list the sentence IDs as

output so that sentences corresponding to

the generated IDs summarize the document

coherently.

Example

Learn from the below example:
Document:
1. Olympic gold medallist Jessica Ennis-Hill
has confirmed she will return to competition
in London this July following her break from
athletics to become a mother.
2. Ennis-Hill provided one of London
2012’s most captivating storylines by surg-
ing to heptathlon gold, and the Sheffield-
born star will return to the Olympic Stadium
three years on to compete in the Sainsbury’s
Anniversary Games.
3. The 29-year-old has not competed since
the same event in 2013 and gave birth to her
son, Reggie, last summer.
.
.
.
13. Ennis-Hill will take part in the two-day
meeting on July 24 and 25, with the Sains-
bury’s IPC Athletics Grand Prix Final taking
place on July 26.
14. Ennis-Hill added: ’The 2012 Olympics
were an incredible experience for me and it
will be very special to step out on that track
again.
15. It will be amazing to compete in front of
all our British fans who I am sure will have
their own memories of the London Games
too.

Summary: <s> [2, 5, 6, 11, 12, 15]

Input

Document: [source text]
Please Create a concise summary using as
few sentences as possible.

Summary: <s>

484

The example given in this prompt is annotated 485

by the authors where we reviewed the document 486

and chose specific sentence IDs to create a coherent 487

summary. 488

B Related Work 489

There are some past attempts that have been made 490

to improve coherence in extractive summarization. 491

Christensen et al. (2013) proposed a G-FLOW, a 492

joint model for selection and ordering sentences 493

that balances coherence for multi-document ex- 494

tractive summarization. After that, Parveen and 495

Strube (2015) proposed a graph-based method for 496

extractive single-document summarization that con- 497

siders importance, non-redundancy, and local co- 498

herence simultaneously. In addition, Kurisinkel 499

and Varma (2015) introduced A multi-document 500

summarization method that ensures content cover- 501

age, sentence ordering, topical coherence, topical 502

order, and inter-sentence structural relationships 503

using a Local Coherent Unit (LCU). Following 504

this, J Kurisinkel et al. (2016) proposed scoring- 505

based function to identify the discourse structure 506

which provides the context for the creation of a sen- 507

tence for generating comprehensible summaries. 508

Furthermore, Wu and Hu (2018) utilized reinforce- 509

ment learning to extract a coherent summary, and 510

Abdolahi and Zahedi (2019) enhanced coherence 511

in extractive document summarization through a 512

greedy approach and word vectors. In addition, Jie 513

et al. (2023b) introduced two strategies, including 514

pre-trained converting models (model-based) and 515

converting matrices (MAT-based) that merge sen- 516

tence representations to improve coherence. With 517

the emergence of LLMs, Zhang et al. (2023b) at- 518

tempted to analyze the performance of GPT-3 with 519

different prompting for generating coherent sum- 520

maries. Differing from these existing efforts, we ap- 521

proach the concept of coherence within summaries 522

through the lens of user-specific intent. 523

C Datasets 524

In this section, we discuss more details about pub- 525

licly available datasets used for developing our pro- 526

posed benchmark. 527

CNN/DM The CNN / DailyMail Dataset is an 528

English-language dataset containing just over 300k 529

unique news articles as written by journalists at 530

CNN and the Daily Mail (Nallapati et al., 2016). 531

We utilize randomly selected 200 news articles 532

from this dataset for our annotations. 533
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DebateSum DebateSum is constructed from ev-534

idence related to annual policy debate resolutions535

(Roush and Balaji, 2020), each averaging around536

560 words. As DebateSum spans seven years of537

content, it encompasses seven distinct resolutions.538

For our annotations, we randomly selected 200 res-539

olution plans from this dataset.540

TVQA TVQA is a large-scale video QA dataset541

based on 6 popular TV shows (Friends, The Big542

Bang Theory, How I Met Your Mother, House543

M.D., Grey’s Anatomy, and Castle) (Lei et al.,544

2018). From this dataset, we utilize subtitles-based545

dialogues as source text for our annotation.546

MeetingBank MeetingBank is a benchmark547

dataset created by the city councils of 6 major U.S.548

cities to supplement existing datasets. It contains549

1,366 meetings with over 3,579 hours of video, as550

well as transcripts, PDF documents of meeting min-551

utes, agenda, and other metadata (Hu et al., 2023).552

From this dataset, we utilize transcripts as source553

text for our annotation.554

DialogueSum DialogSum is a large-scale dia-555

logue summarization dataset, consisting of 13,460556

dialogues with corresponding manually labeled557

summaries and topics (Chen et al., 2021). We558

utilize randomly selected 200 dialogues from this559

dataset for our annotations.560

D Example of Annotated Instance561

In this section, we provide an example of an an-562

notated data instance from the News category in563

Table 2. This instance provides an illustrative ex-564

ample of how the whole dataset is collected. We565

also conduct analysis of the collected data focus-566

ing on how improving coherence affects the length567

of summaries, offering insights into the impact on568

the length of summaries. We observed that the569

average lengths of the original documents, model-570

generated summaries, and coherently annotated571

summaries are 24.89, 17.99, and 11.95 sentences,572

respectively. These findings suggest that annotators573

often removed sentences to enhance the coherence574

of the summaries during the annotation process.575

D.1 Annotator Details576

Our annotators consist of contractors hired through577

Upwork. Annotation of each data instance paid578

$3 and could be completed within 20 minutes,579

compensating an annotator with an average pay of580

$15/hour. The final annotation process took around581

Nationality # of Annotators

India 3
Philippines 3
Venezuela 1
Pakistan 1

Macedonia 1
Kenya 1

Table 1: Demographic details of annotators

time of ∼ 15 days and cost of ∼ $10k. Overall, 582

we collected a total of 1000 unique samples, and 583

the dataset was randomly partitioned into training 584

(80%), and test (20%) sets. We also provide the 585

final 10 annotators’ demographic data in terms of 586

their nationality in Table 1. 587

D.2 Calculation of Inter-annotator Agreement 588

To calculate the inter-annotator agreement using 589

ROUGE for three annotators, we focused on the 590

ROUGE-L metric, which measures the longest 591

common subsequence between summaries. Since 592

the extractive summaries they have annotated are 593

selections of sentences from the article, it makes 594

sense to use ROUGE-L to capture the structural 595

similarity of their selections. For each document, 596

we computed the ROUGE-L score for every pos- 597

sible pair of annotators, capturing the consistency 598

of their sentence selections. By averaging these 599

pairwise ROUGE-L scores across all documents, 600

we obtained an overall agreement score that re- 601

flects how closely the annotators’ summaries align 602

in terms of content and structure. This approach 603

provides a quantitative measure of agreement that 604

highlights the consistency among annotators in an- 605

notating the extractive summaries. 606

E Extended Discussion on Analysis 607

Performance of encoder-decoder vs. decoder- 608

only models The observed differences in the 609

impact of feedback on encoder-decoder models 610

vs. decoder-only models can be attributed to pre- 611

training methodologies for both types of models. 612

Encoder-Decoder models (e.g., T5, FLAN-T5) are 613

pre-trained using a sequence-to-sequence frame- 614

work, where the encoder processes the input text 615

and the decoder generates the output text (Raffel 616

et al., 2020). Decoder-only models (e.g., Falcon- 617

40B, Llama-2) are pre-trained using a left-to-right 618

autoregressive approach, predicting the next to- 619

ken based on the preceding tokens (Radford et al., 620

2019). When models are fine-tuned on <Source 621
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text, Initial model summary, Feedback>, decoder-622

only models benefit more compared to encoder-623

decoder models because the feedback helps them624

align their sequential generation process more625

closely with human corrections. The pre-finetuning626

approach involves an intermediate step where mod-627

els are first fine-tuned on <Source text> as input628

and <feedback> as the output. For encoder-decoder629

models, this step helps integrate feedback more630

effectively into their bidirectional context under-631

standing, leading to significant improvements. For632

decoder-only models, this approach does not al-633

ways yield better results as they benefit more di-634

rectly from feedback fine-tuning. In summary, the635

differential impact of feedback on encoder-decoder636

and decoder-only models can be attributed to their637

respective pre-training objectives.638

Human Evaluation We asked three independent639

human evaluators (graduate student volunteers) to640

assess the summaries (50 randomly selected from641

the test set). Each evaluator was asked to choose642

their preferred summary from three options: (1)643

the model summary (provided during annotations),644

(2) Llama-2 (w/o feedback), and (3) Llama-2 (w/645

feedback). Additionally, they were asked to rate646

each summary’s coherence on a Likert scale rang-647

ing from 1 (incoherent) to 5 (perfectly coherent).648

We calculate the inter-annotator agreement based649

on their choice of preferred summary. Since co-650

herence is very subjective to annotators, we found651

0.513 inter-annotator agreement (measured with652

raw/observed agreement) between three different653

annotators.654

0 5 10 15 20 25 30
# of Preferences

Model Summary

w/o Feedback

w/ Feedback

18.33

5

26.67

Figure 4: Average number of preferences across three
evaluators.

Figure 4 shows the results for an average num-655

ber of preferences across three evaluators, and the656

average coherence score is 3.45, 2.29, and 3.53657

for model summary, Llama-2 (w/o feedback), and658

Llama-2 (w/ feedback), respectively. The results659

revealed that, on average, the evaluators favored660

the summary from Llama-2 (w/ feedback), which661

also received the highest average coherence score.662

These findings are consistent with and further cor-663

roborated by the results presented in Figure 3a. 664

This further supports the findings presented in the 665

paper using Rouge-L. 666
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Document:
If anyone won this debate it was the women. Their less choreographed style of body language gave the impression we were listening to real
messages from real people rather than watching spin doctors’ puppets performing. Overall I’m sure Miliband’s coaching team will be patting
themselves on the back and .............

Model Summary:
Their less choreographed style of body language gave the impression we were listening to real messages from real people rather than watching spin
doctors’ puppets performing. Nicola Sturgeon (pictured) is a smiling assassin, ........

Coherent Summary:
Sent. 1: If anyone won this debate it was the women.
Sent. 2: Their less choreographed style of body language gave the impression we were listening to real messages from real people rather than
watching spin doctors’ puppets performing.
Sent. 3: In his après-Paxman mode, David Cameron (pictured) was looking serious and oozing leadership charisma .

.....

Feedback:
Sent. 1: If anyone won this debate it was the women.
Feedback 1: Add this sentence to give an idea what the summary is all about.
.
.
Sent. 6: Clegg is a good speaker but his performance was vintage, ie a complete re-run of his 2010 routine.
Feedback 6: Add this sentence in the model summary to provide information about the speaker.
.
.
Sent. 9: He took enough pops at Cameron and waved his arm enough in that direction to signal an official end to the relationship that began in the
Rose Garden but he looked more congruent agreeing with Cameron or fielding criticism as a double act than he did turning on him, which looked
rather panto.
Feedback 9: Add this sentence in the model summary as a supporting detail to the previous sentence.

Scores:
Relevance: 4
Coherence: 3
Consistency: 5

Table 2: Illustrative example of annotated instance. Certain text is redacted due to space constraints.
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