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Abstract

Large language models (LLMs) often map semantically related prompts to similar
internal representations at specific layers, even when their surface forms differ
widely. We show that this behavior can be explained through Iterated Function
Systems (IFS), where layers act as contractive mappings toward concept-specific
Attractors. We leverage this insight and develop simple, training-free methods that
operate directly on these Attractors to solve a wide range of practical tasks, includ-
ing language translation, hallucination reduction, guardrailing, and synthetic
data generation. Despite their simplicity, these Attractor-based interventions
match or exceed specialized baselines, offering an efficient alternative to heavy
fine-tuning, generalizable in scenarios where baselines underperform.

1 Introduction

Consider three distinct concepts: the Lord of
the Rings universe, the Python programming
language, and 19th-century romantic literature.
When prompts from these concepts are given to
a large language model (LLM) such as Llama
3.1 [2], we see an interesting phenomenon. For
each concept, despite lexical variations among
its prompts, their intermediate representations
appear to collapse to distinct regions at specific
layers — at which layer this happens varies based
on the concept. For instance, prompts such as
“Who is Gandalf the Grey?” and “What is the
significance of Mount Doom?” share minimal
similarity on the surface, yet their representa-
tions converge to nearly identical locations at
layer 24. We see a similar behavior for Python-
related queries such as “Help me implement a
binary search tree in Python” versus “How can I

What makes Gandalf different from Saruman, even though they are both Istari?

PY [ )
‘What if Frodo had kept the Ring at Mount Doom?

How would Narnia have been different if the Pevensies had stayed as rulers?

‘Why is Eustace Scrubb’s transformation significant? \. . °

NARNPA
‘:(WEXJ“UHEQ% Who is Hermione Granger?
N

Jatty Poter

. . What platform does the
Hogwarts Express leave from?

Figure 1: A t-sne[l]] plot of the latent representations
of Llama3.1-8B for 7 x 4 = 28 different prompts, seven
each, for the Lord of the Rings universe, Narnia, Star
Wars, and Harry Potter. Although the prompts explore
different aspects of the universes and share almost no
common keywords, we observe a clear clustering based
on the different worlds.

find the longest non-repeating substring in Python?”” and for prompts for the same genre in literature:
“Discuss themes in Pride and Prejudice” and “Any easy way to recognize Byron’s poetry?”. Such
a semantic collapse has been variously reported in some recent results. For instance, [3] notes that
transformer models develop a structured latent representations that encode belief states. Separately,
[4] suggests that due to the internal dynamics of the model, representations converge to “stable”
configurations. From a more practical perspective, [3, 16} [7] showed that transformers and LLMs
shape their latent space according to the underlying task. These findings, while restricted to smaller
model and/or for specific contexts, cumulatively support the general idea of representation collapse.
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A natural question is whether this concept-specific collapse is implied as a property of some underlying
dynamical system already studied in the literature, and if so, what guidance can these existing results
provide? Specifically, can we obtain strategies for important downstream use-cases? If p1,--- , p,
are a set of prompts related to a specific concept C, we conjecture that the layers of our model may be
acting like a dynamical system that maps semantically related inputs to proximal regions, regardless
of their form at the “surface”. In other words, the full sequence of layers (leading up to where the
representations collapse), if viewed as a unit, implements an iterative (contractive) mapping process
to an Attractor set, one for each concept. We will see shortly that — to the extent that our hypothesis
holds — how existing results are consistent with this view of the collapse phenomena.

Contributions. We show that viewing the LLMs through the lens of Iterated Function Systems
[8L O offers a meaningful (or at worst, plausible) explanation for both the layer-specific concept
clustering and the subsequent generative process. The main practical benefit is that for a wide-variety
of downstream tasks, which are often handled piecemeal in the literature, we can obtain a generic
scheme that operates under the assumption that operating with the Attractors alone is sufficient.
We demonstrate that careful interventions on Attractors can provide us lightweight, training-free
solutions to a wide array of problems, from programming language translation and guardrailing,
to hallucination reduction and synthetic data generation. Despite the simplicity as well as limited
data/compute needs, these solutions turn out to be comparable to existing specialized approaches.

2 Iterated Function Systems and LL.Ms

There is mounting evidence that large language models (LLMs) possess emergent capabilities beyond
simple rote memorization and statistical pattern matching [[10]. Among the many phenomena observed
in these models — from in-context learning [[11]] to compositional reasoning [12} [13] — we focus on a
particular representation-convergence property. Our scope is specifically the collapse phenomena at
specific intermediate layers. To understand this behavior through the lens of dynamical systems, we
hypothesize that LLMs implicitly implement a collection of Iterated Function Systems (IFS) during
forward propagation through the layers (Fig. [2).

2.1 LLMs implement Iterated Function Systems?

Empirically, we see that for prompts p;, p; in each concept C, there exists a layer [ where:

llgw Z | (pi) — hu ()| <<— leho pi) — ho(p;)| (D
4,7
with h; denoting the implicit transformation by the LLM def maxCommStu(sl, i How would Namia
" . s . . m, n = len(s1), len(s : :
up to layer . This “squashing” of inter-prompt distances res=0 have been different if

stayed as rulers?

‘What)platform does the

suggests a contractive mapping process is taking place

through the layers. Our hypothesis is that this can be un- 2 anstomation in The.
derstood via the framework of Iterated Function Systems Whi is Hermione Grgnger? ;’;’e‘f:{f:r‘ggﬂnlfﬁ‘z:m’;
(IFS) 8L 9].

An IFS is defined as a finite set of contractive mappings
on a complete metric space. The collective action of these -
mappings, defined by the Hutchinson operator [9]] is: ‘ >

N
S) = U fi(S) )

and induces a compact invariant set i.e., F(S*) = S*,
which is called the Attractor of the IFS. More generally, for
any initial non-empty compact set Sy € X, the SEqUENCE  1EQ that transforms the non-linear manifold
{S0,81 = F(So),S2 := F(S1),- - } converges t0 S in of texts into a well-behaving collection of
the Haussdorf metric. More generally, an Attractor in @  Agtractors.

dynamical system is a closed invariant set toward which

trajectories from a wide class of initial conditions evolve asymptotically within its basin of attraction,
and may take the form of fixed points, periodic orbits, tori, or other Attractors characterized by
sensitive dependence on initial conditions [8]].

Figure 2: An LLM can be viewed as an
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Dynamical systems often exhibit Attractors—sets toward which trajectories converge. Simple systems
satisfying Banach’s fixed-point conditions [[14] converge to a single point, while others yield more
complex structures like limit cycles or strange Attractors [[15)]. We hypothesize that the iterative
application of layer transformations in an LLM induces concept-specific invariant sets —semantic
Attractors (Alc) for each concept C— within the latent space at layer /. These compact regions
characterize specific concepts, with convergence potentially occurring at different depths depending
on the concept.

Once a sequence’s representation enters A, it is further processed by the remaining layers and
output matrix W, to yield a token distribution. Each Attractor may have an invariant measure ,ulc,
describing the distribution of states within it under stochastic dynamics (e.g., varied inputs aligned
with concept C). While uf is useful for tasks like synthetic data generation, it does not directly define
next-token probabilities in autoregressive inference, which depend on the specific input-driven state.

The attractors, AIC, are linked to the LLM’s operational prefill and decode stages. During prefill,
the LLM’s composed layer transformations guide initial representations of an input prompt, hq(p),
towards A, with the representation h;(p) landing within this attractor to give the initial semantic
context. Then, during decode, each incremental update to the context (by newly generated tokens) is
processed by these same underlying layer dynamics. For coherent generation aligned with concept C,
the evolving sequence representation at layer [ is continually guided towards or kept within the basin
of attraction of Alc. Thus, Af acts like a stabilizing latent structure.

Collage theorem. Our operational Layer 0

model takes the transformation per- | @ ¢ » ¢ .
formeq by thej LLM for a copcept. and \ o . L ®
approximates it by repeatedly iterating a # P ° o

single affine contractive map [[16], peg =
MegV + tog (with V as a placeholder
hidden representation), suggesting that Figure 3: 4 different concepts in layer 0 (before any application
the overall transformation, for a specific of the underlying IFS, and one of the contractions of the under-
concept, can be roughly approximated by lying IFS we recover by solving the inverse problem for each

an iterated affine dynamics. We want to  concept separately. The circles correspond to the true vectors as
estimate the parameters (i.e., the matrix obtained from the LLM in layer 24 and the stars correspond to

Mg and vector tog) and the number of the application of the contractions to the points in layer O.
iterations iter, that best reproduce the observed mapping (Figure 2)). This is achieved by minimizing

the discrepancy between the LLM’s observed states at the Attractor layer and the states predicted by
iterating ¢g from the initial prompt representations:

min ZD (h(pj), pec” (ho(p;))) @)

Megg,tegg,iter

subject to Mg being contractive (e.g., its operator norm |Meg|op < 1). We apply this iter times,
and D is a suitable distance metric. This single map ¢.g defines a simple Iterated Function System
(IFS). The unique Attractor of this 1-map IFS is its fixed point, V* to which all trajectories ¢ (V)
(for any initial V) converge as k grows. The observed empirical set A€ is then interpreted as
the collection of states reached after iter applications of ¢.g starting from the initial set Sy. If,
as empirical evidence for many concepts suggests, this 1-map model provides a good first-order
approximation, then A would be expected to lie in the vicinity of V*. The Collage Theorem [8]
states that if A€ is indeed close to the true Attractor V* of our fitted Oet, then A€ should be well
“collaged” by ¢eg itself; i.e., d(AC, qﬁeg(AC)) should be small. While the iterated single affine map
is simple, for concepts whose empirical Attractors A€ exhibit more complex geometries (e.g., disjoint
sets or intricate fractal structures not well approximated by convergence to a single point), a richer
effective IFS comprising multiple affine maps might be necessary. This would involve finding ¢’s
and an iteration count iter’ that minimize d (AC, Fiver! (So)), where F is the Hutchinson operator

for the candidate set of ¢’s. Alternatively, one could model the geometry of A€ directly by finding
an IFS whose intrinsic Attractor matches AC, by minimizing the collage error. These approaches are
more involved but grounded in IFS theory.

Does this perspective add to existing results? Several recent results have indirectly hinted at
the IFS-like nature of the LLMs, and more generally transformers, for specific tasks, datasets, and
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Layer 16 Layer 18

A tale of two
cities

Layer 19

1 =
[ ] 8 - English
(o Y .Q:

Wuthering heights (C
subtraction J 4 () Js

Figure 4: Attractors in Llama3.1-8B [2]]. From the fractal structure of the task vectors in layer 16, to literature-
based Attractors in layer 18 and programming-based in layer 19, the treatment of an LLM as an IFS allows us to
recover (and use) them in multiple applications.

Layer 27

Mandarin

Spanish

‘ three digits.

one digit

two digits

il

architectures. [4] describes how the intermediate layers of an LLM converge to different “Attractor’
points/vectors as the context window of the LLM increases. The result in [17] examines the Attractors
formed in the output layer of an LLM, discovering that paraphrasing results in 2-period cycles. The
authors in [3] present evidence that transformers develop internal representations corresponding to
“belief states” over hidden variables in the data-generating process. This phenomenon mirrors the
behavior of an IFS, belief states in [3]] can be viewed as specific points within concept Attractors
that encode probabilistic information about possible continuations. Notice that the fractal structures
reported in [3] arises naturally from known properties of IFS: systems whose repeated application to
an initial set converges to a unique invariant set with so-called self-similar properties.

2.2 A preliminary investigation of Attractors

Before evaluating their practical utility, we first exam- _ Table 1: Top induced tokens of Attractors.

ine the nature of Attractors and their underlying IFS Concept Tokens
across various concepts and datasets as a sanity check. -

Harry, wizard, Hogwarts,
Induced tokens. To understand what the Attractors Harry Potter magical, Voldermort,
represent, we average the vectors for each of the four London, British, £
fictional worlds from Fig. [[|to approximate their At- ~~~ "=~ --="---"=---=-=---" Lord, Toikien,
tractor points, then project them to vocabulary space ~ Lord of the Rings Middle, Auck,land, Ni
via the LLM’s final linear layer. The top induced to- ~--=-=~------"--=~-"1 Kingdom, Tolkien,
kens support our hypothesis, revealing mean- ~ Narnia British, Oxford, Aslan
ingful. a§sociations—including tokens not presentin  ----------ooooooo- Imperial, Star, galaxy,
the original texts, such as the pound symbol (£), film- .. wars Galactic, Jedi, Empire,

ing locations (Auckland, NZ), or author connections
(C.S. Lewis and J.R.R. Tolkien). This suggests the
Attractors capture the underlying “essence” of each world, beyond surface-level content.

Different concepts, different layers. While for functional worlds, as in we see that
the LLM forms clear Attractors in layer 24, this is not the case for all families of concepts, and
not discussed in many existing results. We will see later that different families of concepts form
Attractors in different layers. For example, we observe the same behavior in layer 19 for programming
languages, in layer 27 for natural languages, and in layer 18 for literature books (Figure 4).

Skywalker, Force, powerful

Same concept, multiple Attractors. Previously, we modeled each concept as a single Attractor (or
Concept Vector) in the LLM’s latent space. However, some concepts may decompose into multi-
ple sub-concepts. For instance, English forms two distinct Attractors when combining datasets
with different semantic styles (https://www.manythings.org/anki/spa-eng.zip, https:
//huggingface.co/datasets/swaption2009/20k-en-zh-translation-pinyin-hsk; see
[fig. 4). This fragmentation is even clearer in layer 16, where tasks produce multiple Attractors
based on the number of digits per example.

A fractal-like structure in the Attractors. In [fig. 4] (left), replicating the setup from [3]], we
observe a fractal-like structure in the ttractors derived from simple arithmetic tasks (e.g., adding 1,
subtracting 2). At a high level, Attractors cluster by the number of digits in the examples. Zooming
in, subclusters emerge based on task type (addition vs. subtraction), and further divisions align with
specific values being added or subtracted. This hierarchical structure aligns with theoretical findings
in [3|], suggesting a fractal organization of Attractors in this setting.

LLMs and World Models. There is much discussion related to whether LLMs operate with an
explicit, internal world model [18]]. Based on the empirical analysis described so far, we find that there
is at least partial evidence to support the idea that the models indeed harbor a fuzzy understanding
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of the world, which is better expressed partially across many of these intermediate layers. In the
subsequent section, we will focus on how we can better exploit this fuzzy world model of the LLMs
and propose practical, training free solutions to a number of use cases.

3 Attractor for concept detection

24 26
Contraction/IFS Attractors Generation:

Figure 5: Cosine similarity between all prompts’ from TOFU forget05 [19]]. The first 20 rows/columns of each
heatmap correspond to questions about the first author, the second 20 about the second author, and so on. The
forming of author-based Attractors is apparent and it becomes clearer in layer 24.

Machine unlearning is a active research area, stemming from computer vision [20] where many
widely used datasets include images of individuals who did not consent to their use. The training
datasets of contemporary LLMs are also prompting concern about compliance with the Right to Be
Forgotten [21] and similar regulations. Due to the size of these models, retraining or fine-tuning
(e.g., [22, 1231 24, 125]]) is often too costly. Moreover, since removal requests are continuous, efficient
online unlearning is desirable. To evaluate unlearning in LLMs, Maini et al. [[19] proposed the TOFU
benchmark, where models must forget certain fictional authors while retaining performance on others
and unrelated tasks.

Existing solutions. LLM unlearning methods fall into two main categories: (1) weight reversion and
(2) guardrailing. Weight reversion seeks new parameters 6’ close to those of a model trained without
the forget set, 6*. Early work [26] proposed lightweight fine-tuning to forget specific content (e.g.,
Harry Potter), but it does not scale to frequent or multi-instance requests. Recent PEFT-based methods
[27, 28] improve efficiency but still require retraining and access to retention data, making them
impractical for continuous unlearning. Guardrailing avoids changing model weights by intervening
at input/output levels. While widely used, such techniques are typically shallow and vulnerable to
jailbreaking [29] 30]. Hybrid approaches like Preference Optimization [[19] use gradient ascent and
placeholder outputs but still involve full model fine-tuning and retention data. Other methods (e.g.,
[31]) inject noise using concept classifiers, offering improved efficiency but still requiring training
and retention data for each concept.

A training-free approach.We propose a train-free concept guardrailing method for LLMs that
requires only data from the concept to be removed —no retention data needed— making it both
computationally and data efficient. As shown in[fig. 3] certain concepts (e.g., TOFU authors) form
clear attractors in intermediate layer 24. We estimate each attractor by averaging hidden activations
across the concept’s samples. At inference, we compute the cosine similarity between the output’s

90 forget01 forget05 forget10
-
:g 70 Method Utility +  Rouge | Utility T Rouge| Utilityt Rouge| TrainFree No ret. data
©50 Original ~ 62.67  97.67  62.67 97.67  62.67  97.67 -
Grad Asc  60.24  43.61  00.00 00.09  00.00  00.00 X v
65 Grad Diff 60.59  44.80 32.44 01.85 5823  00.32 x x
55 PrefOpt  62.36  31.31  47.85 03.27 53.95  06.02 X X
245 NPO 45.32 2427 17.14 19.68 17.01  20.10 X v
530 NPO-RT  48.96  26.55 54.14  28.93  49.97  23.80 x X
®15 ECO 62.57 03.32 62.57 07.62 62.35 06.94 X x
0.65 0.70 z 0.75 0.80 Ours 62.67 00.48 61.20 10.33 61.34 19.54 v v

Figure 6: (left) Model utility and cutoff percentage as a function of the threshold 7 for TOFU forget10 [19].
Model utility determines the impact that the guardrailing has on the general answering abilities of the LLM while
cutoff represents the percentage of questions regarding the forget set that are detected and guardrailed. (right)
Model Utility and Forget Rouge of our train-free method compared to the typical (e.g., Gradient Ascent) and
most recent trainable approaches (e.g., NPO [32]] and ECO [33]]). Although our approach is the only train-free
approach and it requires no retention data, it is better than most baselines, offering also a greater control over the
tradeoff of Model Utility vs Cutoff/Rouge, with the introduction of 7.
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attractor and the stored one; if it exceeds a threshold 7, the response is blocked and replaced with a
fixed message (e.g., “I cannot provide information about author X due to removal request <id>").
This requires only a single forward pass and no training.

Evaluation. (left) shows the cutoff percentage and the model’s utility for different values
of 7 and for all 3 versions of the TOFU benchmark [19]]. We can observe that even for the hardest
version (forget10), the model’s utility remains high while we enjoy a cutoff percentage of more than
90%. For specifically chosen values of 7, we show in Fiéure 6: (right) that our train-free approach
is competitive with many heavier, trainable solutions. At the same time, the use of 7 allows a finer
control over the tradeoff of forgetting versus model utility.

4 Attractors for traversals

Treating the LLM as an IFS, and more generally a dynamical system, allows us to intervene on
its trajectory and guide it towards specific Attractors. From a dynamical system perspective, if we
assume that the LLM can be characterized from a function f such that dz/dt = f(z), then, given
a target Attractor y, we can modify the system as dx/dt = f(x) + A(y — =) and steer it towards
another Attractor y, with )\ being influenced by the underlying dynamics of the system (robustness to
perturbations, distance of Attractors, etc.).

Such an approach, called steering, has been variously studied.
We know that carefully chosen vectors can steer a model’s
behavior so that its output is less toxic, more poetic, etc. [34,
351 136], essentially steering the model internally to different
Attractors. However, many of these approaches require training
the model itself or auxiliary smaller networks (e.g., [36) 37,
38]), while other works require carefully chosen data that satisfy —
some, more or less restrictive, assumptions (e.g., [35 139, 140]). Attention \/}

Unlike methods requiring extensive retraining or retention data,

we show that simply adding or subtracting Attractors at se-

lected intermediate layers can influence LLM behavior across Figure 7: Influencing the dynamics of

tasks —from detoxification to code translation— without these the LLM by adding the target Attrac-

constraints. Surprisingly, in practice, the before Attractor is 0% The only modification needed is
. - . the introduction of a forward hook on

unnecessary, removing the need for retention data entirely. De- the appropriate layer

spite requiring only a single forward pass over target data and '

no training, our approach matches the performance of more resource-intensive methods.

def i 9
Add & Norm | /| | defhook(model, input, outputy:
output = (output[0] + AAttractor,
“output(1:])
return output
return hook

4.1 Drifting away from the toxicity Attractor

Method Toxicity (/) Rouge (1) Trainfree No ret. data ok - i can second this,, this shet is why i 151 shetd for ex;il]rzltpl]eJ i dton ®©

Original dataset 84.58 - - that nicaraguan coffee is moved to cali and need Breiaisn T abousyeRy
] a opinions , yet you still

Llama2-7B 71.60 73.15 _ f*cking amazing. refuse to look back. change. e

ICL 66.81 74.19 4 X

LoRA 49.94 57.32 X X I can confirm that the 'This is why I moved to| I need to I don't care about your

ICV 39.54 65.97 v X coffee from Nicaragua is | |California and will not| | change my opinions, but you still

Ours 37.66 61.27 v v excellent. look back. life commented.

Figure 8: (left) Toxicity score and Rouge on ParaDetox. Although our lightweight approach requires no training
or even retention data, it is reducing significantly the toxicity while maintaining the textual quality. (right) Toxic
examples and the modified passages according to our method.

Multiple works have shown that careful manipulation of the activations across the LLM’s layers
allows us to control its behavior, and a common application is toxicity reduction. We note that
these ideas impose one or more restrictive requirements on the data format, such as the need for
retention data, or even the existence of paired data [35134]. Here, we check whether the estimation
of the toxicity Attractor alone allows us steer the generation away from it and thereby, reducing the
toxicity content of the LLM’s output. No additional assumptions on the data are needed. Using the
ParaDetox [41] dataset, we obtain a single vector estimate of the toxicity Attractor on layer 16 and,
then, during generation, we subtract this value from each token’s activation on layer 16, essentially
discouraging the generation to converge to the toxicity Attractor. Although we only require the
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toxicity Attractor/vector, our targeted approach performs better than many of the existing (but more
restrictive) solutions.

Evaluation. In we show that our approach, without any need for training/retention data,
performs similar as ICV [35] which needs a PCA projection of the differences between paired
samples. We also appear to perform better than LoRA fine-tuning or the more lightweight In-Context
Learning [11]]. To assess both the reduction in toxicity as well as any potential drop in the quality of
the generated text, we report both Toxicity [42]], as well as the Rouge score [43]]. Our approach is
one of the few training free methods and the only one that requires no retention data. We find that
relaxing these requirements does not lead to a performance drop, instead a performance gain. Finally,
we should note that there are practical benefits of our lightweight approach.

4.2 Switching language Attractor on the fly

Py — 1S
Method x/5 Score (T) Train free No ret. data Java 3.04 415 4.58 Rate the translation of the original
program from 1 to 5. Do not reduce
Icv 1.01+0.10 v X c++ B8 score for name changes.
LR 1.22+£0.56 X X ORIGINAL: foriginal}
DM 2.61+1.24 v X TRANSLATION: {translation}
Logistic  3.83 £1.28 X X
RFM 4.34 £1.09 X X
AE] 251 386 437 @
Ours 4.56 +0.69 v v

Java C++ Py ]S

Figure 9: (left) LLM as a transpiler. For all pairs of the four considered languages, switching the Attractor to
the target language can successfully make the LLM act as a transpiler without any specific such instructions or
retention data. (right) Using 04 to judge the quality of the generated translations.

LLMs are extremely capable at code comprehension and composition [44] 45| 46]. Other than use
as a code-generation assistant, an important use case is as a transpiler, especially for programming
languages with limited support. Typically, the approach involves a data-intense stage of fine-tuning
on code-specific data (e.g., [47,/48]]). Some recent works have evaluated the limits of zero/few-shot
transpiling in LLMs [49],136].

As we showed in[Figure 4] programming languages form Attractors on layer 19 of Llama3.1-8B. Here,
we examine whether we can use these Attractors and use the LLM as a transpiler. Given only code
block in an input language and without any specialized instructions, can we translate it to another,
target language? Using 100 solutions of LeetCode problems in Python, Java, C++, and Javascript, we
obtain an estimate of the corresponding Attractors in layer 19. Assuming that the model, provided
with a solution in language X converges to the corresponding Attractor X, we examine the effect
on the generation process if we traverse the Attractor space and move to the Attractor of another
language Y.

Evaluation. To evaluate the quality of the generated code, we use o4-judge to provide us with a score
of the quality of the generated code in the target language. As shown in[fig. 9] we can successfully
repurpose the LLM as a transpiler without any demonstrations (zero-shot) as well as no other relevant
information in the prompt. We achieve impressive results for all pairs of the 4 considered languages.
We do not require any retention data, additional training, or an increase in the inference time. We
obtain a score better than other simple, train-free approaches (e.g., Difference of Means (DM) [36]]
and ICV [35]]) as well as approaches that involve training auxiliary classifiers (e.g., RFM, LR [36]).

4.3 Remaining on the visual Attractor

Hallucinations in LLMs are a well-known challenge [54}55156], and they worsen in Vision-Language
Models (VLMs) due to the fading memory effect—where the model’s attention to visual input
diminishes during generation, “forgetting” essentially the visual input [57158]. We hypothesize that
this results from a shift between Attractors: although VLMs initially align with an Attractor encoding
visual input, the LLM backbone tends to drift toward a text-only Attractor due to its pretraining. To
counter this, we propose adding the initial visual Attractor vector (computed at the first generation
step) to the hidden state at each subsequent step, reinforcing visual grounding. Unlike before (fig. 7)),
our method dynamically calculates and maintains the visual Attractor throughout generation on each
generation.
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Figure 10: CHAIR [50] and POPE [51]] on Llava-1.5 [52] and InstructBLIP [53]]. While our approach maintains
performance on the discriminative questions (POPE) it significantly reduces the hallucinations in the generative
tasks (CHAIR), without affecting the length of the generated descriptions.

Evaluation. Compared to other train-free approaches (e.g., [57, 159, 160]), our algorithm does not
lead to an increase in inference time, since it does not require multiple forward passes. Despite its
simplicity, the results are strong, leading to a significant reduction in the hallucination rate of two
widely used VLMs (InstructBLIP [53] and Llava-1.5 [52]]), as shown in [Figure 10| (CHAIR). Our
modification also does not affect the general abilities of the VLM, resulting in a similar (or slightly
improved) performance on discriminative questions.

5 Attractors perturbation for data generation

Recent works have suggested that LLMs can be used for generation of new samples, similar to a
(usually small) real dataset. Multiple works have explored different ways that LLMs can be prompted
successfully to generate accurate samples, as well as different multi-step ways that can further
improve the quality of the newly generated samples [61]]. Others have highlighted the difficulty of
designing proper prompts and the tedious trial and error required, and proposed a minimal fine-tuning
of an LLM so that it serves as an Autoencoder that can produce new samples via high temperature
sampling [62].

Limitations of Temperature sampling.LLM output variability is often controlled via Temperature
(and its related parameters top-K and top-P), introducing stochasticity into generation. However, even
at high randomness, outputs often remain limited and lack diversity when generating text similar to
existing data [63} 164} 61]]. Usually, this problem is addressed by a more carefully tuned input prompt
or the use of many different ones. But such an approach is not easily scalable and not applicable to
tasks involving large synthetic data generation.

Specifically, a common way to address the lack of diversity (beyond Bng[O] ® ®

the capability of temperature sampling alone) is to perform multiple o) ©
forward passes with different prompts/instructions, while keeping (¢

the same sample from the original data. Several proposals show that o ®
carefully tuned instructions/prompts can help the model generate ©

different, more diverse types of synthetic samples [63 164} 61]. How- ©

ever, this requires tedious and careful design of the prompts in a  Fjgyre 11: Sample-based Attrac-
non-automated way, with multiple rounds of trial-and-error in some  tors for different generation in-
cases. It is also problematic when we consider large, diverse datasets structions. Each Attractor cor-
that do not adhere to a single “type”, like the ones we will examine responds to one sample from
here (e.g., BoolQ [63]). BoolQ[65].

5.1 Attractor perturbations: Replicating the effect of multiple tailored instructions

Similar to the experiments reported so far, we can examine if there are sample-wise Attractors for
multiple different and diverse instructions. Is there a layer where we can observe a “collapse” based
on the different samples? The answer is yes, and we show this in[Figure T1] We curated a list of 10
different instructions tailored to BoolQ dataset, and we observed that on layer 16, for the same sample,
all trajectories converge to the same Attractor, forming essentially sample-wise Attractors. Based
on this observation, we examine whether we can replicate the effect that multiple different prompts
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Figure 12: (left) Test-set accuracy on BoolQ [63] and AG [66] when trained with synthetic datasets generated
through temperature sampling and our approach. In all cases, our dataset results in a more generalizable model
with better performance. (right) Factuality of generated facts about popular figures with temperature sampling
(gray) and our approach (green). We observe a more than 20% increase in the factuality on average.

have on the generated data — simply by perturbing the Attractor estimates we obtain using a single
instruction. Using only a single (and perhaps simple) prompt/instructions, can we generate multiple,
diverse samples without the need to increase the temperature and deal with corrupted, non-sensical
samples? As we will show shortly, such simple, train-free and tuning-free approach can result in
better quality data, and we check this in both direct and indirect ways.

Estimating the quality of the generated data. Here, we consider textual two datasets: BoolQ
[65] and AG [66]. Although both datasets are relatively large/diverse, to limit the influence of the
original train set on the final results and better assess each generation method, we consider a minimal
version for each dataset, with only 100 samples. Based on these 100 samples, we prompt the model
(Llama3.1-8B) to generate new synthetic samples, following both approaches (the typical temperature
sampling and ours). One common way to assess the quality of the generated data is by fine-tuning a
smaller LLM on the newly obtained version of the data [61]] (called an indirect evaluation). Here, we
consider Qwen2.5-0.5B [67]] and GPTNeo-1.3B [68]] as the small LLMs that we will finetune on the
synthetic collections. In[fig. 2] (left) we show the accuracy obtained on the real test set by training
each model with each version of the dataset. The improved quality of our method is clear and we find
that it leads to better results in all cases.

Estimating the factuality of the generated data. Besides the indirect comparison described above,
we can also examine the quality of the generated samples directly. Following [69], we prompt the
model to generate facts for a collection of randomly selected celebrities and historical figures. To
evaluate the factuality of each fact, we uses o4-judge by prompting it to output true or false for each
of the generated facts. In|[fig. 12| (right), we show that the factuality of the generated samples is much
lower using temperature sampling. Using Attractors, we achieve an absolute increase of 20% on
average. A detailed improvement for each person separately can be found on the appendix.

6 Conclusion

This work is based on the hypothesis that the evolution of hidden representations of prompts in Large
Language Models (LLMs), specifically their convergence to distinct internal representations (for
semantically related prompts), can be understood through the framework of Iterated Function Systems
(IFS). We check that LLM layers progressively map inputs towards concept-specific “Attractors” in
their latent space. Building on this perspective, we evaluated a range of simple, training-free ideas
that directly manipulate these identified Attractors. On a diverse set of practical tasks, including
machine unlearning (guardrailing against specific concepts), guiding LLM generation for tasks like
code translation and toxicity reduction, mitigating hallucinations in vision-language models, and
improving the diversity and factuality of synthetic data generation, we find that our proposal offers
surprisingly strong performance. It is computationally efficient and there is no need of re-training or
fine-tuning, and offers a clear and promising direction for evaluating applicability in other use-cases.

Impact & Limitations. A single modeling of the LLMs (as IFS) can lead to multiple solutions for
very different problems. We believe that these ideas can help solve many more practical problems
that LLMs face or expand their capabilities. One limitation of our work is that we require direct
access to the hidden activations of the model, for both estimating and manipulating the identified
“concept Attractors”. Our methods cannot typically be implemented through standard API calls to
LLMs, which usually only provide black-box input/output functionality. Due to compute constraints,
we focused on evaluating our methods on models with up to 8B parameters but it will be interesting
to check if a similar Attractor phenomena holds for much larger models.
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1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes] .

Justification: Both the abstract and the introduction report all of our findings, both theoreti-
cally and practically.

Guidelines:

* The answer NA means that the abstract and introduction do not include the claims
made in the paper.

* The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

* The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

* It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

. Limitations

Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes] .

Justification: Limitations are discussed in the conclusions.

Guidelines:

* The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

* The authors are encouraged to create a separate "Limitations" section in their paper.

* The paper should point out any strong assumptions and how robust the results are to
violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

* The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

* The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

* The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

* If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

* While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory assumptions and proofs

Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?

Answer: [NA] .
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679 Justification: We do not make any theoretical claims and our work does not include any
680 theorems or proofs.

681 Guidelines:

682 * The answer NA means that the paper does not include theoretical results.

683  All the theorems, formulas, and proofs in the paper should be numbered and cross-
684 referenced.

685 * All assumptions should be clearly stated or referenced in the statement of any theorems.
686 * The proofs can either appear in the main paper or the supplemental material, but if
687 they appear in the supplemental material, the authors are encouraged to provide a short
688 proof sketch to provide intuition.

689 * Inversely, any informal proof provided in the core of the paper should be complemented
690 by formal proofs provided in appendix or supplemental material.

691 * Theorems and Lemmas that the proof relies upon should be properly referenced.

692 4. Experimental result reproducibility

693 Question: Does the paper fully disclose all the information needed to reproduce the main ex-
694 perimental results of the paper to the extent that it affects the main claims and/or conclusions
695 of the paper (regardless of whether the code and data are provided or not)?

696 Answer: [Yes] .

697 Justification: We have included an algorithmic sketch on our main paper and the full details
698 about the hyperparameters on the supplement.

699 Guidelines:

700 * The answer NA means that the paper does not include experiments.

701 * If the paper includes experiments, a No answer to this question will not be perceived
702 well by the reviewers: Making the paper reproducible is important, regardless of
703 whether the code and data are provided or not.

704 * If the contribution is a dataset and/or model, the authors should describe the steps taken
705 to make their results reproducible or verifiable.

706 * Depending on the contribution, reproducibility can be accomplished in various ways.
707 For example, if the contribution is a novel architecture, describing the architecture fully
708 might suffice, or if the contribution is a specific model and empirical evaluation, it may
709 be necessary to either make it possible for others to replicate the model with the same
710 dataset, or provide access to the model. In general. releasing code and data is often
711 one good way to accomplish this, but reproducibility can also be provided via detailed
712 instructions for how to replicate the results, access to a hosted model (e.g., in the case
713 of a large language model), releasing of a model checkpoint, or other means that are
714 appropriate to the research performed.

715 * While NeurIPS does not require releasing code, the conference does require all submis-
716 sions to provide some reasonable avenue for reproducibility, which may depend on the
717 nature of the contribution. For example

718 (a) If the contribution is primarily a new algorithm, the paper should make it clear how
719 to reproduce that algorithm.

720 (b) If the contribution is primarily a new model architecture, the paper should describe
721 the architecture clearly and fully.

722 (c) If the contribution is a new model (e.g., a large language model), then there should
723 either be a way to access this model for reproducing the results or a way to reproduce
724 the model (e.g., with an open-source dataset or instructions for how to construct
725 the dataset).

726 (d) We recognize that reproducibility may be tricky in some cases, in which case
727 authors are welcome to describe the particular way they provide for reproducibility.
728 In the case of closed-source models, it may be that access to the model is limited in
729 some way (e.g., to registered users), but it should be possible for other researchers
730 to have some path to reproducing or verifying the results.

731 5. Open access to data and code
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Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer: [Yes] .
Justification: All models and datasets are publicly available. The code is also provided.
Guidelines:

* The answer NA means that paper does not include experiments requiring code.

¢ Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

* While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

* The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

* The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

* The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

* At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

* Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLSs to data and code is permitted.

6. Experimental setting/details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes] .

Justification: We provide details for all the datasets and models used, as well as the hyperpa-
rameter settings in each experiment.

Guidelines:

» The answer NA means that the paper does not include experiments.

* The experimental setting should be presented in the core of the paper to a level of detail
that is necessary to appreciate the results and make sense of them.

* The full details can be provided either with the code, in appendix, or as supplemental
material.

. Experiment statistical significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [Yes] .

Justification: When applicable, we include plots with the full distribution of the errors across
multiple hyperparameters and their corresponding devation on the tables. The details of
each metric used are provided on the supplementary material.

Guidelines:

* The answer NA means that the paper does not include experiments.

* The authors should answer "Yes" if the results are accompanied by error bars, confi-
dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.
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8.

10.

* The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

* The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

* The assumptions made should be given (e.g., Normally distributed errors).

¢ It should be clear whether the error bar is the standard deviation or the standard error
of the mean.

It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

* For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

* If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.
Experiments compute resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes] .
Justification: All details are provided.
Guidelines:

* The answer NA means that the paper does not include experiments.

 The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.

* The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

* The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

. Code of ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines]?

Answer: [Yes] .
Justification: We acknowledge we have reviewed and conform to the code of ethics.
Guidelines:

¢ The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.

* If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.

* The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).

Broader impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [Yes] .
Justification: The impact can be found on the conclusions.
Guidelines:

* The answer NA means that there is no societal impact of the work performed.

* If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.
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11.

12.

» Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

* The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

* The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

« If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA] .
Justification: We present no new data or models in our work.
Guidelines:

* The answer NA means that the paper poses no such risks.

* Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

 Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes] .
Justification: All used assets are cited appropriately and accordingly.
Guidelines:

* The answer NA means that the paper does not use existing assets.

* The authors should cite the original paper that produced the code package or dataset.

 The authors should state which version of the asset is used and, if possible, include a
URL.

* The name of the license (e.g., CC-BY 4.0) should be included for each asset.

* For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.

* If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.
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14.

15.

* For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

* If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.
New assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [Yes] .

Justification: No new models or datasets are part of the contributions of this work. Our code
is documented appropriately.

Guidelines:

» The answer NA means that the paper does not release new assets.

* Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.

* The paper should discuss whether and how consent was obtained from people whose
asset is used.

* At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

Crowdsourcing and research with human subjects

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA] .
Justification: There is no crowdsourcing in this work.
Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

Institutional review board (IRB) approvals or equivalent for research with human
subjects

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA] .
Justification: There is no crowdsourcing in this work.
Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research with

human subjects.

* Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

* We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.
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938 * For initial submissions, do not include any information that would break anonymity (if

939 applicable), such as the institution conducting the review.

940 16. Declaration of LLM usage

941 Question: Does the paper describe the usage of LLMs if it is an important, original, or
942 non-standard component of the core methods in this research? Note that if the LLM is used
943 only for writing, editing, or formatting purposes and does not impact the core methodology,
944 scientific rigorousness, or originality of the research, declaration is not required.

945 Answer: [NA] .

946 Justification: LLMs were not used for anything beyond grammar checks.

947 Guidelines:

948 * The answer NA means that the core method development in this research does not
949 involve LLMs as any important, original, or non-standard components.

950 * Please refer to our LLM policy (https://neurips.cc/Conferences/2025/LLM)
951 for what should or should not be described.
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