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Abstract

Large language models (LLMs) often map semantically related prompts to similar1

internal representations at specific layers, even when their surface forms differ2

widely. We show that this behavior can be explained through Iterated Function3

Systems (IFS), where layers act as contractive mappings toward concept-specific4

Attractors. We leverage this insight and develop simple, training-free methods that5

operate directly on these Attractors to solve a wide range of practical tasks, includ-6

ing language translation, hallucination reduction, guardrailing, and synthetic7

data generation. Despite their simplicity, these Attractor-based interventions8

match or exceed specialized baselines, offering an efficient alternative to heavy9

fine-tuning, generalizable in scenarios where baselines underperform.10

1 Introduction11

Figure 1: A t-sne[1] plot of the latent representations
of Llama3.1-8B for 7× 4 = 28 different prompts, seven
each, for the Lord of the Rings universe, Narnia, Star
Wars, and Harry Potter. Although the prompts explore
different aspects of the universes and share almost no
common keywords, we observe a clear clustering based
on the different worlds.

Consider three distinct concepts: the Lord of12

the Rings universe, the Python programming13

language, and 19th-century romantic literature.14

When prompts from these concepts are given to15

a large language model (LLM) such as Llama16

3.1 [2], we see an interesting phenomenon. For17

each concept, despite lexical variations among18

its prompts, their intermediate representations19

appear to collapse to distinct regions at specific20

layers – at which layer this happens varies based21

on the concept. For instance, prompts such as22

“Who is Gandalf the Grey?” and “What is the23

significance of Mount Doom?” share minimal24

similarity on the surface, yet their representa-25

tions converge to nearly identical locations at26

layer 24. We see a similar behavior for Python-27

related queries such as “Help me implement a28

binary search tree in Python” versus “How can I29

find the longest non-repeating substring in Python?” and for prompts for the same genre in literature:30

“Discuss themes in Pride and Prejudice” and “Any easy way to recognize Byron’s poetry?”. Such31

a semantic collapse has been variously reported in some recent results. For instance, [3] notes that32

transformer models develop a structured latent representations that encode belief states. Separately,33

[4] suggests that due to the internal dynamics of the model, representations converge to “stable”34

configurations. From a more practical perspective, [5, 6, 7] showed that transformers and LLMs35

shape their latent space according to the underlying task. These findings, while restricted to smaller36

model and/or for specific contexts, cumulatively support the general idea of representation collapse.37
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A natural question is whether this concept-specific collapse is implied as a property of some underlying38

dynamical system already studied in the literature, and if so, what guidance can these existing results39

provide? Specifically, can we obtain strategies for important downstream use-cases? If p1, · · · , pn40

are a set of prompts related to a specific concept C, we conjecture that the layers of our model may be41

acting like a dynamical system that maps semantically related inputs to proximal regions, regardless42

of their form at the “surface”. In other words, the full sequence of layers (leading up to where the43

representations collapse), if viewed as a unit, implements an iterative (contractive) mapping process44

to an Attractor set, one for each concept. We will see shortly that – to the extent that our hypothesis45

holds – how existing results are consistent with this view of the collapse phenomena.46

Contributions. We show that viewing the LLMs through the lens of Iterated Function Systems47

[8, 9] offers a meaningful (or at worst, plausible) explanation for both the layer-specific concept48

clustering and the subsequent generative process. The main practical benefit is that for a wide-variety49

of downstream tasks, which are often handled piecemeal in the literature, we can obtain a generic50

scheme that operates under the assumption that operating with the Attractors alone is sufficient.51

We demonstrate that careful interventions on Attractors can provide us lightweight, training-free52

solutions to a wide array of problems, from programming language translation and guardrailing,53

to hallucination reduction and synthetic data generation. Despite the simplicity as well as limited54

data/compute needs, these solutions turn out to be comparable to existing specialized approaches.55

2 Iterated Function Systems and LLMs56

There is mounting evidence that large language models (LLMs) possess emergent capabilities beyond57

simple rote memorization and statistical pattern matching [10]. Among the many phenomena observed58

in these models – from in-context learning [11] to compositional reasoning [12, 13] – we focus on a59

particular representation-convergence property. Our scope is specifically the collapse phenomena at60

specific intermediate layers. To understand this behavior through the lens of dynamical systems, we61

hypothesize that LLMs implicitly implement a collection of Iterated Function Systems (IFS) during62

forward propagation through the layers (Fig. 2).63

2.1 LLMs implement Iterated Function Systems?64

Empirically, we see that for prompts pi, pj in each concept C, there exists a layer l where:65

lim
l→lC

1

n2

n∑
i,j=1

|hl(pi)− hl(pj)| ≪
1

n2

n∑
i,j=1

|h0(pi)− h0(pj)| (1)

Figure 2: An LLM can be viewed as an
IFS that transforms the non-linear manifold
of texts into a well-behaving collection of
Attractors.

with hl denoting the implicit transformation by the LLM66

up to layer l. This “squashing” of inter-prompt distances67

suggests a contractive mapping process is taking place68

through the layers. Our hypothesis is that this can be un-69

derstood via the framework of Iterated Function Systems70

(IFS) [8, 9].71

An IFS is defined as a finite set of contractive mappings72

on a complete metric space. The collective action of these73

mappings, defined by the Hutchinson operator [9] is:74

F(S) =

N⋃
i=1

fi(S) (2)

and induces a compact invariant set i.e., F(S∗) = S∗,75

which is called the Attractor of the IFS. More generally, for76

any initial non-empty compact set S0 ∈ X, the sequence77

{S0,S1 := F(S0),S2 := F(S1), · · · } converges to S∗ in78

the Haussdorf metric. More generally, an Attractor in a79

dynamical system is a closed invariant set toward which80

trajectories from a wide class of initial conditions evolve asymptotically within its basin of attraction,81

and may take the form of fixed points, periodic orbits, tori, or other Attractors characterized by82

sensitive dependence on initial conditions [8].83
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Dynamical systems often exhibit Attractors—sets toward which trajectories converge. Simple systems84

satisfying Banach’s fixed-point conditions [14] converge to a single point, while others yield more85

complex structures like limit cycles or strange Attractors [15]. We hypothesize that the iterative86

application of layer transformations in an LLM induces concept-specific invariant sets –semantic87

Attractors (AC
l ) for each concept C– within the latent space at layer l. These compact regions88

characterize specific concepts, with convergence potentially occurring at different depths depending89

on the concept.90

Once a sequence’s representation enters AC
l , it is further processed by the remaining layers and91

output matrix Wout to yield a token distribution. Each Attractor may have an invariant measure µC
l ,92

describing the distribution of states within it under stochastic dynamics (e.g., varied inputs aligned93

with concept C). While µC
l is useful for tasks like synthetic data generation, it does not directly define94

next-token probabilities in autoregressive inference, which depend on the specific input-driven state.95

The attractors, AC
l , are linked to the LLM’s operational prefill and decode stages. During prefill,96

the LLM’s composed layer transformations guide initial representations of an input prompt, h0(p),97

towards AC
l , with the representation hl(p) landing within this attractor to give the initial semantic98

context. Then, during decode, each incremental update to the context (by newly generated tokens) is99

processed by these same underlying layer dynamics. For coherent generation aligned with concept C,100

the evolving sequence representation at layer l is continually guided towards or kept within the basin101

of attraction of AC
l . Thus, AC

l acts like a stabilizing latent structure.102

Figure 3: 4 different concepts in layer 0 (before any application
of the underlying IFS, and one of the contractions of the under-
lying IFS we recover by solving the inverse problem for each
concept separately. The circles correspond to the true vectors as
obtained from the LLM in layer 24 and the stars correspond to
the application of the contractions to the points in layer 0.

Collage theorem. Our operational103

model takes the transformation per-104

formed by the LLM for a concept and105

approximates it by repeatedly iterating a106

single affine contractive map [16], ϕeff =107

MeffV + teff (with V as a placeholder108

hidden representation), suggesting that109

the overall transformation, for a specific110

concept, can be roughly approximated by111

an iterated affine dynamics. We want to112

estimate the parameters (i.e., the matrix113

Meff and vector teff ) and the number of114

iterations iter, that best reproduce the observed mapping (Figure 2). This is achieved by minimizing115

the discrepancy between the LLM’s observed states at the Attractor layer and the states predicted by116

iterating ϕeff from the initial prompt representations:117

min
Meff ,teff ,iter

N∑
j=1

D
(
hl(pj), ϕ

iter
eff (h0(pj))

)
(3)

subject to Meff being contractive (e.g., its operator norm |Meff |op < 1). We apply this iter times,118

and D is a suitable distance metric. This single map ϕeff defines a simple Iterated Function System119

(IFS). The unique Attractor of this 1-map IFS is its fixed point, V ∗ to which all trajectories ϕk
eff(V )120

(for any initial V ) converge as k grows. The observed empirical set AC is then interpreted as121

the collection of states reached after iter applications of ϕeff starting from the initial set S0. If,122

as empirical evidence for many concepts suggests, this 1-map model provides a good first-order123

approximation, then AC would be expected to lie in the vicinity of V ∗. The Collage Theorem [8]124

states that if AC is indeed close to the true Attractor V ∗ of our fitted ϕeff , then AC should be well125

“collaged” by ϕeff itself; i.e., d
(
AC , ϕeff(A

C)
)

should be small. While the iterated single affine map126

is simple, for concepts whose empirical Attractors AC exhibit more complex geometries (e.g., disjoint127

sets or intricate fractal structures not well approximated by convergence to a single point), a richer128

effective IFS comprising multiple affine maps might be necessary. This would involve finding ϕ’s129

and an iteration count iter′ that minimize d
(
AC ,Fiter′(S0)

)
, where F is the Hutchinson operator130

for the candidate set of ϕ’s. Alternatively, one could model the geometry of AC directly by finding131

an IFS whose intrinsic Attractor matches AC , by minimizing the collage error. These approaches are132

more involved but grounded in IFS theory.133

Does this perspective add to existing results? Several recent results have indirectly hinted at134

the IFS-like nature of the LLMs, and more generally transformers, for specific tasks, datasets, and135
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Figure 4: Attractors in Llama3.1-8B [2]. From the fractal structure of the task vectors in layer 16, to literature-
based Attractors in layer 18 and programming-based in layer 19, the treatment of an LLM as an IFS allows us to
recover (and use) them in multiple applications.

architectures. [4] describes how the intermediate layers of an LLM converge to different “Attractor”136

points/vectors as the context window of the LLM increases. The result in [17] examines the Attractors137

formed in the output layer of an LLM, discovering that paraphrasing results in 2-period cycles. The138

authors in [3] present evidence that transformers develop internal representations corresponding to139

“belief states” over hidden variables in the data-generating process. This phenomenon mirrors the140

behavior of an IFS, belief states in [3] can be viewed as specific points within concept Attractors141

that encode probabilistic information about possible continuations. Notice that the fractal structures142

reported in [3] arises naturally from known properties of IFS: systems whose repeated application to143

an initial set converges to a unique invariant set with so-called self-similar properties.144

2.2 A preliminary investigation of Attractors145

Table 1: Top induced tokens of Attractors.

Concept Tokens

Harry Potter
Harry, wizard, Hogwarts,

magical, Voldermort,
London, British, £

Lord of the Rings
Lord, Tolkien,

Middle, Auckland, NZ

Narnia
Kingdom, Tolkien,

British, Oxford, Aslan

Star Wars
Imperial, Star, galaxy,

Galactic, Jedi, Empire,
Skywalker, Force, powerful

Before evaluating their practical utility, we first exam-146

ine the nature of Attractors and their underlying IFS147

across various concepts and datasets as a sanity check.148

Induced tokens. To understand what the Attractors149

represent, we average the vectors for each of the four150

fictional worlds from Fig. 1 to approximate their At-151

tractor points, then project them to vocabulary space152

via the LLM’s final linear layer. The top induced to-153

kens (table 1) support our hypothesis, revealing mean-154

ingful associations—including tokens not present in155

the original texts, such as the pound symbol (£), film-156

ing locations (Auckland, NZ), or author connections157

(C.S. Lewis and J.R.R. Tolkien). This suggests the158

Attractors capture the underlying “essence” of each world, beyond surface-level content.159

Different concepts, different layers. While for functional worlds, as in Figure 1, we see that160

the LLM forms clear Attractors in layer 24, this is not the case for all families of concepts, and161

not discussed in many existing results. We will see later that different families of concepts form162

Attractors in different layers. For example, we observe the same behavior in layer 19 for programming163

languages, in layer 27 for natural languages, and in layer 18 for literature books (Figure 4).164

Same concept, multiple Attractors. Previously, we modeled each concept as a single Attractor (or165

Concept Vector) in the LLM’s latent space. However, some concepts may decompose into multi-166

ple sub-concepts. For instance, English forms two distinct Attractors when combining datasets167

with different semantic styles (https://www.manythings.org/anki/spa-eng.zip, https:168

//huggingface.co/datasets/swaption2009/20k-en-zh-translation-pinyin-hsk; see169

fig. 4). This fragmentation is even clearer in layer 16, where tasks produce multiple Attractors170

based on the number of digits per example.171

A fractal-like structure in the Attractors. In fig. 4 (left), replicating the setup from [5], we172

observe a fractal-like structure in the ttractors derived from simple arithmetic tasks (e.g., adding 1,173

subtracting 2). At a high level, Attractors cluster by the number of digits in the examples. Zooming174

in, subclusters emerge based on task type (addition vs. subtraction), and further divisions align with175

specific values being added or subtracted. This hierarchical structure aligns with theoretical findings176

in [3], suggesting a fractal organization of Attractors in this setting.177

LLMs and World Models. There is much discussion related to whether LLMs operate with an178

explicit, internal world model [18]. Based on the empirical analysis described so far, we find that there179

is at least partial evidence to support the idea that the models indeed harbor a fuzzy understanding180
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of the world, which is better expressed partially across many of these intermediate layers. In the181

subsequent section, we will focus on how we can better exploit this fuzzy world model of the LLMs182

and propose practical, training free solutions to a number of use cases.183

3 Attractor for concept detection184

Figure 5: Cosine similarity between all prompts’ from TOFU forget05 [19]. The first 20 rows/columns of each
heatmap correspond to questions about the first author, the second 20 about the second author, and so on. The
forming of author-based Attractors is apparent and it becomes clearer in layer 24.

Machine unlearning is a active research area, stemming from computer vision [20] where many185

widely used datasets include images of individuals who did not consent to their use. The training186

datasets of contemporary LLMs are also prompting concern about compliance with the Right to Be187

Forgotten [21] and similar regulations. Due to the size of these models, retraining or fine-tuning188

(e.g., [22, 23, 24, 25]) is often too costly. Moreover, since removal requests are continuous, efficient189

online unlearning is desirable. To evaluate unlearning in LLMs, Maini et al. [19] proposed the TOFU190

benchmark, where models must forget certain fictional authors while retaining performance on others191

and unrelated tasks.192

Existing solutions. LLM unlearning methods fall into two main categories: (1) weight reversion and193

(2) guardrailing. Weight reversion seeks new parameters θ′ close to those of a model trained without194

the forget set, θ∗. Early work [26] proposed lightweight fine-tuning to forget specific content (e.g.,195

Harry Potter), but it does not scale to frequent or multi-instance requests. Recent PEFT-based methods196

[27, 28] improve efficiency but still require retraining and access to retention data, making them197

impractical for continuous unlearning. Guardrailing avoids changing model weights by intervening198

at input/output levels. While widely used, such techniques are typically shallow and vulnerable to199

jailbreaking [29, 30]. Hybrid approaches like Preference Optimization [19] use gradient ascent and200

placeholder outputs but still involve full model fine-tuning and retention data. Other methods (e.g.,201

[31]) inject noise using concept classifiers, offering improved efficiency but still requiring training202

and retention data for each concept.203

A training-free approach.We propose a train-free concept guardrailing method for LLMs that204

requires only data from the concept to be removed –no retention data needed– making it both205

computationally and data efficient. As shown in fig. 5, certain concepts (e.g., TOFU authors) form206

clear attractors in intermediate layer 24. We estimate each attractor by averaging hidden activations207

across the concept’s samples. At inference, we compute the cosine similarity between the output’s208

Figure 6: (left) Model utility and cutoff percentage as a function of the threshold τ for TOFU forget10 [19].
Model utility determines the impact that the guardrailing has on the general answering abilities of the LLM while
cutoff represents the percentage of questions regarding the forget set that are detected and guardrailed. (right)
Model Utility and Forget Rouge of our train-free method compared to the typical (e.g., Gradient Ascent) and
most recent trainable approaches (e.g., NPO [32] and ECO [33]). Although our approach is the only train-free
approach and it requires no retention data, it is better than most baselines, offering also a greater control over the
tradeoff of Model Utility vs Cutoff/Rouge, with the introduction of τ .
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attractor and the stored one; if it exceeds a threshold τ , the response is blocked and replaced with a209

fixed message (e.g., “I cannot provide information about author X due to removal request <id>”).210

This requires only a single forward pass and no training.211

Evaluation. Figure 6 (left) shows the cutoff percentage and the model’s utility for different values212

of τ and for all 3 versions of the TOFU benchmark [19]. We can observe that even for the hardest213

version (forget10), the model’s utility remains high while we enjoy a cutoff percentage of more than214

90%. For specifically chosen values of τ , we show in Figure 6 (right) that our train-free approach215

is competitive with many heavier, trainable solutions. At the same time, the use of τ allows a finer216

control over the tradeoff of forgetting versus model utility.217

4 Attractors for traversals218

Treating the LLM as an IFS, and more generally a dynamical system, allows us to intervene on219

its trajectory and guide it towards specific Attractors. From a dynamical system perspective, if we220

assume that the LLM can be characterized from a function f such that dx/dt = f(x), then, given221

a target Attractor y, we can modify the system as dx/dt = f(x) + λ(y − x) and steer it towards222

another Attractor y, with λ being influenced by the underlying dynamics of the system (robustness to223

perturbations, distance of Attractors, etc.).224

Figure 7: Influencing the dynamics of
the LLM by adding the target Attrac-
tor. The only modification needed is
the introduction of a forward hook on
the appropriate layer.

Such an approach, called steering, has been variously studied.225

We know that carefully chosen vectors can steer a model’s226

behavior so that its output is less toxic, more poetic, etc. [34,227

35, 36], essentially steering the model internally to different228

Attractors. However, many of these approaches require training229

the model itself or auxiliary smaller networks (e.g., [36, 37,230

38]), while other works require carefully chosen data that satisfy231

some, more or less restrictive, assumptions (e.g., [35, 39, 40]).232

Unlike methods requiring extensive retraining or retention data,233

we show that simply adding or subtracting Attractors at se-234

lected intermediate layers can influence LLM behavior across235

tasks –from detoxification to code translation– without these236

constraints. Surprisingly, in practice, the before Attractor is237

unnecessary, removing the need for retention data entirely. De-238

spite requiring only a single forward pass over target data and239

no training, our approach matches the performance of more resource-intensive methods.240

4.1 Drifting away from the toxicity Attractor241

Figure 8: (left) Toxicity score and Rouge on ParaDetox. Although our lightweight approach requires no training
or even retention data, it is reducing significantly the toxicity while maintaining the textual quality. (right) Toxic
examples and the modified passages according to our method.

Multiple works have shown that careful manipulation of the activations across the LLM’s layers242

allows us to control its behavior, and a common application is toxicity reduction. We note that243

these ideas impose one or more restrictive requirements on the data format, such as the need for244

retention data, or even the existence of paired data [35, 34]. Here, we check whether the estimation245

of the toxicity Attractor alone allows us steer the generation away from it and thereby, reducing the246

toxicity content of the LLM’s output. No additional assumptions on the data are needed. Using the247

ParaDetox [41] dataset, we obtain a single vector estimate of the toxicity Attractor on layer 16 and,248

then, during generation, we subtract this value from each token’s activation on layer 16, essentially249

discouraging the generation to converge to the toxicity Attractor. Although we only require the250
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toxicity Attractor/vector, our targeted approach performs better than many of the existing (but more251

restrictive) solutions.252

Evaluation. In Figure 8, we show that our approach, without any need for training/retention data,253

performs similar as ICV [35] which needs a PCA projection of the differences between paired254

samples. We also appear to perform better than LoRA fine-tuning or the more lightweight In-Context255

Learning [11]. To assess both the reduction in toxicity as well as any potential drop in the quality of256

the generated text, we report both Toxicity [42], as well as the Rouge score [43]. Our approach is257

one of the few training free methods and the only one that requires no retention data. We find that258

relaxing these requirements does not lead to a performance drop, instead a performance gain. Finally,259

we should note that there are practical benefits of our lightweight approach.260

4.2 Switching language Attractor on the fly261

Figure 9: (left) LLM as a transpiler. For all pairs of the four considered languages, switching the Attractor to
the target language can successfully make the LLM act as a transpiler without any specific such instructions or
retention data. (right) Using o4 to judge the quality of the generated translations.

LLMs are extremely capable at code comprehension and composition [44, 45, 46]. Other than use262

as a code-generation assistant, an important use case is as a transpiler, especially for programming263

languages with limited support. Typically, the approach involves a data-intense stage of fine-tuning264

on code-specific data (e.g., [47, 48]). Some recent works have evaluated the limits of zero/few-shot265

transpiling in LLMs [49, 36].266

As we showed in Figure 4, programming languages form Attractors on layer 19 of Llama3.1-8B. Here,267

we examine whether we can use these Attractors and use the LLM as a transpiler. Given only code268

block in an input language and without any specialized instructions, can we translate it to another,269

target language? Using 100 solutions of LeetCode problems in Python, Java, C++, and Javascript, we270

obtain an estimate of the corresponding Attractors in layer 19. Assuming that the model, provided271

with a solution in language X converges to the corresponding Attractor X, we examine the effect272

on the generation process if we traverse the Attractor space and move to the Attractor of another273

language Y.274

Evaluation. To evaluate the quality of the generated code, we use o4-judge to provide us with a score275

of the quality of the generated code in the target language. As shown in fig. 9, we can successfully276

repurpose the LLM as a transpiler without any demonstrations (zero-shot) as well as no other relevant277

information in the prompt. We achieve impressive results for all pairs of the 4 considered languages.278

We do not require any retention data, additional training, or an increase in the inference time. We279

obtain a score better than other simple, train-free approaches (e.g., Difference of Means (DM) [36]280

and ICV [35]) as well as approaches that involve training auxiliary classifiers (e.g., RFM, LR [36]).281

4.3 Remaining on the visual Attractor282

Hallucinations in LLMs are a well-known challenge [54, 55, 56], and they worsen in Vision-Language283

Models (VLMs) due to the fading memory effect—where the model’s attention to visual input284

diminishes during generation, “forgetting” essentially the visual input [57, 58]. We hypothesize that285

this results from a shift between Attractors: although VLMs initially align with an Attractor encoding286

visual input, the LLM backbone tends to drift toward a text-only Attractor due to its pretraining. To287

counter this, we propose adding the initial visual Attractor vector (computed at the first generation288

step) to the hidden state at each subsequent step, reinforcing visual grounding. Unlike before (fig. 7),289

our method dynamically calculates and maintains the visual Attractor throughout generation on each290

generation.291
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Figure 10: CHAIR [50] and POPE [51] on Llava-1.5 [52] and InstructBLIP [53]. While our approach maintains
performance on the discriminative questions (POPE) it significantly reduces the hallucinations in the generative
tasks (CHAIR), without affecting the length of the generated descriptions.

Evaluation. Compared to other train-free approaches (e.g., [57, 59, 60]), our algorithm does not292

lead to an increase in inference time, since it does not require multiple forward passes. Despite its293

simplicity, the results are strong, leading to a significant reduction in the hallucination rate of two294

widely used VLMs (InstructBLIP [53] and Llava-1.5 [52]), as shown in Figure 10 (CHAIR). Our295

modification also does not affect the general abilities of the VLM, resulting in a similar (or slightly296

improved) performance on discriminative questions.297

5 Attractors perturbation for data generation298

Recent works have suggested that LLMs can be used for generation of new samples, similar to a299

(usually small) real dataset. Multiple works have explored different ways that LLMs can be prompted300

successfully to generate accurate samples, as well as different multi-step ways that can further301

improve the quality of the newly generated samples [61]. Others have highlighted the difficulty of302

designing proper prompts and the tedious trial and error required, and proposed a minimal fine-tuning303

of an LLM so that it serves as an Autoencoder that can produce new samples via high temperature304

sampling [62].305

Limitations of Temperature sampling.LLM output variability is often controlled via Temperature306

(and its related parameters top-K and top-P), introducing stochasticity into generation. However, even307

at high randomness, outputs often remain limited and lack diversity when generating text similar to308

existing data [63, 64, 61]. Usually, this problem is addressed by a more carefully tuned input prompt309

or the use of many different ones. But such an approach is not easily scalable and not applicable to310

tasks involving large synthetic data generation.311

Figure 11: Sample-based Attrac-
tors for different generation in-
structions. Each Attractor cor-
responds to one sample from
BoolQ[65].

Specifically, a common way to address the lack of diversity (beyond312

the capability of temperature sampling alone) is to perform multiple313

forward passes with different prompts/instructions, while keeping314

the same sample from the original data. Several proposals show that315

carefully tuned instructions/prompts can help the model generate316

different, more diverse types of synthetic samples [63, 64, 61]. How-317

ever, this requires tedious and careful design of the prompts in a318

non-automated way, with multiple rounds of trial-and-error in some319

cases. It is also problematic when we consider large, diverse datasets320

that do not adhere to a single “type”, like the ones we will examine321

here (e.g., BoolQ [65]).322

5.1 Attractor perturbations: Replicating the effect of multiple tailored instructions323

Similar to the experiments reported so far, we can examine if there are sample-wise Attractors for324

multiple different and diverse instructions. Is there a layer where we can observe a “collapse” based325

on the different samples? The answer is yes, and we show this in Figure 11. We curated a list of 10326

different instructions tailored to BoolQ dataset, and we observed that on layer 16, for the same sample,327

all trajectories converge to the same Attractor, forming essentially sample-wise Attractors. Based328

on this observation, we examine whether we can replicate the effect that multiple different prompts329
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Figure 12: (left) Test-set accuracy on BoolQ [65] and AG [66] when trained with synthetic datasets generated
through temperature sampling and our approach. In all cases, our dataset results in a more generalizable model
with better performance. (right) Factuality of generated facts about popular figures with temperature sampling
(gray) and our approach (green). We observe a more than 20% increase in the factuality on average.

have on the generated data – simply by perturbing the Attractor estimates we obtain using a single330

instruction. Using only a single (and perhaps simple) prompt/instructions, can we generate multiple,331

diverse samples without the need to increase the temperature and deal with corrupted, non-sensical332

samples? As we will show shortly, such simple, train-free and tuning-free approach can result in333

better quality data, and we check this in both direct and indirect ways.334

Estimating the quality of the generated data. Here, we consider textual two datasets: BoolQ335

[65] and AG [66]. Although both datasets are relatively large/diverse, to limit the influence of the336

original train set on the final results and better assess each generation method, we consider a minimal337

version for each dataset, with only 100 samples. Based on these 100 samples, we prompt the model338

(Llama3.1-8B) to generate new synthetic samples, following both approaches (the typical temperature339

sampling and ours). One common way to assess the quality of the generated data is by fine-tuning a340

smaller LLM on the newly obtained version of the data [61] (called an indirect evaluation). Here, we341

consider Qwen2.5-0.5B [67] and GPTNeo-1.3B [68] as the small LLMs that we will finetune on the342

synthetic collections. In fig. 12 (left) we show the accuracy obtained on the real test set by training343

each model with each version of the dataset. The improved quality of our method is clear and we find344

that it leads to better results in all cases.345

Estimating the factuality of the generated data. Besides the indirect comparison described above,346

we can also examine the quality of the generated samples directly. Following [69], we prompt the347

model to generate facts for a collection of randomly selected celebrities and historical figures. To348

evaluate the factuality of each fact, we uses o4-judge by prompting it to output true or false for each349

of the generated facts. In fig. 12 (right), we show that the factuality of the generated samples is much350

lower using temperature sampling. Using Attractors, we achieve an absolute increase of 20% on351

average. A detailed improvement for each person separately can be found on the appendix.352

6 Conclusion353

This work is based on the hypothesis that the evolution of hidden representations of prompts in Large354

Language Models (LLMs), specifically their convergence to distinct internal representations (for355

semantically related prompts), can be understood through the framework of Iterated Function Systems356

(IFS). We check that LLM layers progressively map inputs towards concept-specific “Attractors” in357

their latent space. Building on this perspective, we evaluated a range of simple, training-free ideas358

that directly manipulate these identified Attractors. On a diverse set of practical tasks, including359

machine unlearning (guardrailing against specific concepts), guiding LLM generation for tasks like360

code translation and toxicity reduction, mitigating hallucinations in vision-language models, and361

improving the diversity and factuality of synthetic data generation, we find that our proposal offers362

surprisingly strong performance. It is computationally efficient and there is no need of re-training or363

fine-tuning, and offers a clear and promising direction for evaluating applicability in other use-cases.364

Impact & Limitations. A single modeling of the LLMs (as IFS) can lead to multiple solutions for365

very different problems. We believe that these ideas can help solve many more practical problems366

that LLMs face or expand their capabilities. One limitation of our work is that we require direct367

access to the hidden activations of the model, for both estimating and manipulating the identified368

“concept Attractors”. Our methods cannot typically be implemented through standard API calls to369

LLMs, which usually only provide black-box input/output functionality. Due to compute constraints,370

we focused on evaluating our methods on models with up to 8B parameters but it will be interesting371

to check if a similar Attractor phenomena holds for much larger models.372
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1. Claims628

Question: Do the main claims made in the abstract and introduction accurately reflect the629

paper’s contributions and scope?630

Answer: [Yes] .631

Justification: Both the abstract and the introduction report all of our findings, both theoreti-632

cally and practically.633
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• The answer NA means that the abstract and introduction do not include the claims635

made in the paper.636

• The abstract and/or introduction should clearly state the claims made, including the637

contributions made in the paper and important assumptions and limitations. A No or638

NA answer to this question will not be perceived well by the reviewers.639

• The claims made should match theoretical and experimental results, and reflect how640

much the results can be expected to generalize to other settings.641

• It is fine to include aspirational goals as motivation as long as it is clear that these goals642

are not attained by the paper.643

2. Limitations644

Question: Does the paper discuss the limitations of the work performed by the authors?645

Answer: [Yes] .646

Justification: Limitations are discussed in the conclusions.647

Guidelines:648

• The answer NA means that the paper has no limitation while the answer No means that649

the paper has limitations, but those are not discussed in the paper.650

• The authors are encouraged to create a separate "Limitations" section in their paper.651

• The paper should point out any strong assumptions and how robust the results are to652

violations of these assumptions (e.g., independence assumptions, noiseless settings,653

model well-specification, asymptotic approximations only holding locally). The authors654

should reflect on how these assumptions might be violated in practice and what the655

implications would be.656

• The authors should reflect on the scope of the claims made, e.g., if the approach was657

only tested on a few datasets or with a few runs. In general, empirical results often658
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• The authors should reflect on the factors that influence the performance of the approach.660
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is low or images are taken in low lighting. Or a speech-to-text system might not be662

used reliably to provide closed captions for online lectures because it fails to handle663
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• The authors should discuss the computational efficiency of the proposed algorithms665

and how they scale with dataset size.666
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address problems of privacy and fairness.668
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reviewers as grounds for rejection, a worse outcome might be that reviewers discover670

limitations that aren’t acknowledged in the paper. The authors should use their best671

judgment and recognize that individual actions in favor of transparency play an impor-672

tant role in developing norms that preserve the integrity of the community. Reviewers673

will be specifically instructed to not penalize honesty concerning limitations.674

3. Theory assumptions and proofs675

Question: For each theoretical result, does the paper provide the full set of assumptions and676

a complete (and correct) proof?677

Answer: [NA] .678
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Justification: We do not make any theoretical claims and our work does not include any679

theorems or proofs.680
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• The answer NA means that the paper does not include theoretical results.682

• All the theorems, formulas, and proofs in the paper should be numbered and cross-683

referenced.684

• All assumptions should be clearly stated or referenced in the statement of any theorems.685
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4. Experimental result reproducibility692
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perimental results of the paper to the extent that it affects the main claims and/or conclusions694

of the paper (regardless of whether the code and data are provided or not)?695

Answer: [Yes] .696

Justification: We have included an algorithmic sketch on our main paper and the full details697

about the hyperparameters on the supplement.698
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• The answer NA means that the paper does not include experiments.700

• If the paper includes experiments, a No answer to this question will not be perceived701

well by the reviewers: Making the paper reproducible is important, regardless of702

whether the code and data are provided or not.703

• If the contribution is a dataset and/or model, the authors should describe the steps taken704

to make their results reproducible or verifiable.705

• Depending on the contribution, reproducibility can be accomplished in various ways.706

For example, if the contribution is a novel architecture, describing the architecture fully707

might suffice, or if the contribution is a specific model and empirical evaluation, it may708

be necessary to either make it possible for others to replicate the model with the same709

dataset, or provide access to the model. In general. releasing code and data is often710

one good way to accomplish this, but reproducibility can also be provided via detailed711

instructions for how to replicate the results, access to a hosted model (e.g., in the case712

of a large language model), releasing of a model checkpoint, or other means that are713

appropriate to the research performed.714

• While NeurIPS does not require releasing code, the conference does require all submis-715

sions to provide some reasonable avenue for reproducibility, which may depend on the716

nature of the contribution. For example717

(a) If the contribution is primarily a new algorithm, the paper should make it clear how718

to reproduce that algorithm.719

(b) If the contribution is primarily a new model architecture, the paper should describe720

the architecture clearly and fully.721

(c) If the contribution is a new model (e.g., a large language model), then there should722

either be a way to access this model for reproducing the results or a way to reproduce723

the model (e.g., with an open-source dataset or instructions for how to construct724

the dataset).725

(d) We recognize that reproducibility may be tricky in some cases, in which case726

authors are welcome to describe the particular way they provide for reproducibility.727

In the case of closed-source models, it may be that access to the model is limited in728

some way (e.g., to registered users), but it should be possible for other researchers729

to have some path to reproducing or verifying the results.730

5. Open access to data and code731
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Question: Does the paper provide open access to the data and code, with sufficient instruc-732

tions to faithfully reproduce the main experimental results, as described in supplemental733

material?734

Answer: [Yes] .735

Justification: All models and datasets are publicly available. The code is also provided.736

Guidelines:737

• The answer NA means that paper does not include experiments requiring code.738

• Please see the NeurIPS code and data submission guidelines (https://nips.cc/739

public/guides/CodeSubmissionPolicy) for more details.740

• While we encourage the release of code and data, we understand that this might not be741

possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not742

including code, unless this is central to the contribution (e.g., for a new open-source743

benchmark).744

• The instructions should contain the exact command and environment needed to run to745

reproduce the results. See the NeurIPS code and data submission guidelines (https:746

//nips.cc/public/guides/CodeSubmissionPolicy) for more details.747

• The authors should provide instructions on data access and preparation, including how748

to access the raw data, preprocessed data, intermediate data, and generated data, etc.749

• The authors should provide scripts to reproduce all experimental results for the new750

proposed method and baselines. If only a subset of experiments are reproducible, they751

should state which ones are omitted from the script and why.752

• At submission time, to preserve anonymity, the authors should release anonymized753

versions (if applicable).754

• Providing as much information as possible in supplemental material (appended to the755

paper) is recommended, but including URLs to data and code is permitted.756

6. Experimental setting/details757

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-758

parameters, how they were chosen, type of optimizer, etc.) necessary to understand the759

results?760

Answer: [Yes] .761

Justification: We provide details for all the datasets and models used, as well as the hyperpa-762

rameter settings in each experiment.763

Guidelines:764

• The answer NA means that the paper does not include experiments.765

• The experimental setting should be presented in the core of the paper to a level of detail766

that is necessary to appreciate the results and make sense of them.767

• The full details can be provided either with the code, in appendix, or as supplemental768

material.769

7. Experiment statistical significance770

Question: Does the paper report error bars suitably and correctly defined or other appropriate771

information about the statistical significance of the experiments?772

Answer: [Yes] .773

Justification: When applicable, we include plots with the full distribution of the errors across774

multiple hyperparameters and their corresponding devation on the tables. The details of775

each metric used are provided on the supplementary material.776

Guidelines:777

• The answer NA means that the paper does not include experiments.778

• The authors should answer "Yes" if the results are accompanied by error bars, confi-779

dence intervals, or statistical significance tests, at least for the experiments that support780

the main claims of the paper.781
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• The factors of variability that the error bars are capturing should be clearly stated (for782

example, train/test split, initialization, random drawing of some parameter, or overall783

run with given experimental conditions).784

• The method for calculating the error bars should be explained (closed form formula,785

call to a library function, bootstrap, etc.)786

• The assumptions made should be given (e.g., Normally distributed errors).787

• It should be clear whether the error bar is the standard deviation or the standard error788

of the mean.789

• It is OK to report 1-sigma error bars, but one should state it. The authors should790

preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis791

of Normality of errors is not verified.792

• For asymmetric distributions, the authors should be careful not to show in tables or793

figures symmetric error bars that would yield results that are out of range (e.g. negative794

error rates).795

• If error bars are reported in tables or plots, The authors should explain in the text how796

they were calculated and reference the corresponding figures or tables in the text.797

8. Experiments compute resources798

Question: For each experiment, does the paper provide sufficient information on the com-799

puter resources (type of compute workers, memory, time of execution) needed to reproduce800

the experiments?801

Answer: [Yes] .802

Justification: All details are provided.803

Guidelines:804

• The answer NA means that the paper does not include experiments.805

• The paper should indicate the type of compute workers CPU or GPU, internal cluster,806

or cloud provider, including relevant memory and storage.807

• The paper should provide the amount of compute required for each of the individual808

experimental runs as well as estimate the total compute.809

• The paper should disclose whether the full research project required more compute810

than the experiments reported in the paper (e.g., preliminary or failed experiments that811

didn’t make it into the paper).812

9. Code of ethics813

Question: Does the research conducted in the paper conform, in every respect, with the814

NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?815

Answer: [Yes] .816

Justification: We acknowledge we have reviewed and conform to the code of ethics.817

Guidelines:818

• The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.819

• If the authors answer No, they should explain the special circumstances that require a820

deviation from the Code of Ethics.821

• The authors should make sure to preserve anonymity (e.g., if there is a special consid-822

eration due to laws or regulations in their jurisdiction).823

10. Broader impacts824

Question: Does the paper discuss both potential positive societal impacts and negative825

societal impacts of the work performed?826

Answer: [Yes] .827

Justification: The impact can be found on the conclusions.828

Guidelines:829

• The answer NA means that there is no societal impact of the work performed.830

• If the authors answer NA or No, they should explain why their work has no societal831

impact or why the paper does not address societal impact.832
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• Examples of negative societal impacts include potential malicious or unintended uses833

(e.g., disinformation, generating fake profiles, surveillance), fairness considerations834

(e.g., deployment of technologies that could make decisions that unfairly impact specific835

groups), privacy considerations, and security considerations.836

• The conference expects that many papers will be foundational research and not tied837

to particular applications, let alone deployments. However, if there is a direct path to838

any negative applications, the authors should point it out. For example, it is legitimate839

to point out that an improvement in the quality of generative models could be used to840

generate deepfakes for disinformation. On the other hand, it is not needed to point out841

that a generic algorithm for optimizing neural networks could enable people to train842

models that generate Deepfakes faster.843

• The authors should consider possible harms that could arise when the technology is844

being used as intended and functioning correctly, harms that could arise when the845

technology is being used as intended but gives incorrect results, and harms following846

from (intentional or unintentional) misuse of the technology.847

• If there are negative societal impacts, the authors could also discuss possible mitigation848

strategies (e.g., gated release of models, providing defenses in addition to attacks,849

mechanisms for monitoring misuse, mechanisms to monitor how a system learns from850

feedback over time, improving the efficiency and accessibility of ML).851

11. Safeguards852

Question: Does the paper describe safeguards that have been put in place for responsible853

release of data or models that have a high risk for misuse (e.g., pretrained language models,854

image generators, or scraped datasets)?855

Answer: [NA] .856

Justification: We present no new data or models in our work.857

Guidelines:858

• The answer NA means that the paper poses no such risks.859

• Released models that have a high risk for misuse or dual-use should be released with860

necessary safeguards to allow for controlled use of the model, for example by requiring861

that users adhere to usage guidelines or restrictions to access the model or implementing862

safety filters.863

• Datasets that have been scraped from the Internet could pose safety risks. The authors864

should describe how they avoided releasing unsafe images.865

• We recognize that providing effective safeguards is challenging, and many papers do866

not require this, but we encourage authors to take this into account and make a best867

faith effort.868

12. Licenses for existing assets869

Question: Are the creators or original owners of assets (e.g., code, data, models), used in870

the paper, properly credited and are the license and terms of use explicitly mentioned and871

properly respected?872

Answer: [Yes] .873

Justification: All used assets are cited appropriately and accordingly.874

Guidelines:875

• The answer NA means that the paper does not use existing assets.876

• The authors should cite the original paper that produced the code package or dataset.877

• The authors should state which version of the asset is used and, if possible, include a878

URL.879

• The name of the license (e.g., CC-BY 4.0) should be included for each asset.880

• For scraped data from a particular source (e.g., website), the copyright and terms of881

service of that source should be provided.882

• If assets are released, the license, copyright information, and terms of use in the883

package should be provided. For popular datasets, paperswithcode.com/datasets884

has curated licenses for some datasets. Their licensing guide can help determine the885

license of a dataset.886
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• For existing datasets that are re-packaged, both the original license and the license of887

the derived asset (if it has changed) should be provided.888

• If this information is not available online, the authors are encouraged to reach out to889

the asset’s creators.890

13. New assets891

Question: Are new assets introduced in the paper well documented and is the documentation892

provided alongside the assets?893

Answer: [Yes] .894

Justification: No new models or datasets are part of the contributions of this work. Our code895

is documented appropriately.896

Guidelines:897

• The answer NA means that the paper does not release new assets.898

• Researchers should communicate the details of the dataset/code/model as part of their899

submissions via structured templates. This includes details about training, license,900

limitations, etc.901

• The paper should discuss whether and how consent was obtained from people whose902

asset is used.903

• At submission time, remember to anonymize your assets (if applicable). You can either904

create an anonymized URL or include an anonymized zip file.905

14. Crowdsourcing and research with human subjects906

Question: For crowdsourcing experiments and research with human subjects, does the paper907

include the full text of instructions given to participants and screenshots, if applicable, as908

well as details about compensation (if any)?909

Answer: [NA] .910

Justification: There is no crowdsourcing in this work.911

Guidelines:912

• The answer NA means that the paper does not involve crowdsourcing nor research with913

human subjects.914

• Including this information in the supplemental material is fine, but if the main contribu-915

tion of the paper involves human subjects, then as much detail as possible should be916

included in the main paper.917

• According to the NeurIPS Code of Ethics, workers involved in data collection, curation,918

or other labor should be paid at least the minimum wage in the country of the data919

collector.920

15. Institutional review board (IRB) approvals or equivalent for research with human921

subjects922

Question: Does the paper describe potential risks incurred by study participants, whether923

such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)924

approvals (or an equivalent approval/review based on the requirements of your country or925

institution) were obtained?926

Answer: [NA] .927

Justification: There is no crowdsourcing in this work.928

Guidelines:929

• The answer NA means that the paper does not involve crowdsourcing nor research with930

human subjects.931

• Depending on the country in which research is conducted, IRB approval (or equivalent)932

may be required for any human subjects research. If you obtained IRB approval, you933

should clearly state this in the paper.934

• We recognize that the procedures for this may vary significantly between institutions935

and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the936

guidelines for their institution.937
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• For initial submissions, do not include any information that would break anonymity (if938

applicable), such as the institution conducting the review.939

16. Declaration of LLM usage940

Question: Does the paper describe the usage of LLMs if it is an important, original, or941

non-standard component of the core methods in this research? Note that if the LLM is used942

only for writing, editing, or formatting purposes and does not impact the core methodology,943

scientific rigorousness, or originality of the research, declaration is not required.944

Answer: [NA] .945

Justification: LLMs were not used for anything beyond grammar checks.946

Guidelines:947

• The answer NA means that the core method development in this research does not948

involve LLMs as any important, original, or non-standard components.949

• Please refer to our LLM policy (https://neurips.cc/Conferences/2025/LLM)950

for what should or should not be described.951
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