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ABSTRACT

Reverse Kullback—Leibler (KL) divergence-based regularization with respect to
a fixed reference policy is widely used in modern reinforcement learning to pre-
serve the desired traits of the reference policy and sometimes to promote explo-
ration (using uniform reference policy, known as entropy regularization). Beyond
serving as a mere anchor, the reference policy can also be interpreted as encoding
prior knowledge about good actions in the environment. In the context of align-
ment, recent game-theoretic approaches have leveraged KL regularization with
pretrained language models as reference policies, achieving notable empirical suc-
cess in self-play-based methods. Despite these advances, the theoretical benefits
of KL regularization in game-theoretic settings remain poorly understood. In this
work, we develop and analyze algorithms that provably achieve improved sample
efficiency under KL regularization. We study both two-player zero-sum Matrix
games and Markov games: for Matrix games, we propose OMG, an algorithm
based on best response sampling with optimistic bonuses, and extend this idea to
Markov games through the algorithm SOMG, which also uses best response sam-
pling and a novel concept of superoptimistic bonuses. Both algorithms achieve a
logarithmic regret in 1" that scales inversely with the KL regularization strength

B in addition to the standard (’3(\/? ) regret independent of 8 which is attained in
both regularized and unregularized settings.

1 INTRODUCTION

Multi-agent reinforcement learning (MARL) has emerged as a key framework for modeling strategic
interactions among multiple decision makers, providing a powerful tool for analyzing both cooper-
ative and competitive dynamics in domains such as robotics, game playing, and intelligent systems
(Busoniu et al., 2008). A fundamental and well-studied case of competitive interactions is the finite-
horizon two-player zero-sum Markov game (Shapley, 1953), where agents share a common state,
the transition dynamics depend on both agents’ actions, and the stagewise rewards sum to zero. The
matrix game is a further special case corresponding to the one-step setting (horizon H = 1) with no
state transitions. Considerable progress has been made in designing sample-efficient online learn-
ing algorithms for both zero-sum matrix games (O’Donoghue et al., 2021; Yang et al., 2025a) and
Markov games (Bai et al., 2020; Bai & Jin, 2020; Jin et al., 2022; Liu et al., 2021; Xie et al., 2023;
Chen et al., 2022; Huang et al., 2022; Cai et al., 2023), leading to nearly optimal rates and a deeper
understanding of the computational and statistical challenges inherent in multi-agent systems. Most
existing works assume agents learn from scratch, starting with random policies and no knowledge
of the environment. This neglects practical settings where prior demonstrations, expert policies, or
structural knowledge could accelerate learning and improve performance.

Modern deep reinforcement learning algorithms often use some form of KL or entropy regularization
to encourage exploration or to incorporate prior knowledge from a reference policy (Schulman et al.,
2015; Haarnoja et al., 2018; Mnih et al., 2016), often initialized via imitation learning from expert
demonstrations. These techniques have recently gained substantial attention due to their success
in post-training large language models (LLMs) with RL, using either preference feedback (Ouyang
et al., 2022) or a learned verifier/reward model (Guo et al., 2025). In this setting, the pretrained
LLM serves as the reference policy. Game-theoretic alignment methods and self-play relying on KL
regularization (Calandriello et al., 2024; Ye et al., 2024; Munos et al., 2024; Tiapkin et al., 2025;



Under review as a conference paper at ICLR 2026

Zhang et al., 2025c; Chen et al., 2024; Wang et al., 2025; Shani et al., 2024; Yang et al., 2025b;
Park et al., 2025a) have demonstrated superior empirical performance in reducing over-optimization
and improving sample efficiency (Zhang et al., 2025b; Son et al., 2024). Within this paradigm, self-
play optimization is framed as a two-player game, where models iteratively improve using their own
responses by solving for the Nash Equilibrium (NE) (Nash Jr, 1950) of the regularized game, also
known as the Quantal Response Equilibrium (QRE) (McKelvey & Palfrey, 1995). Under the full
information setting, the computational benefits of KL regularization are well understood in terms of
fas ter convergence to the NE of the regularized game (Cen et al., 2023; 2024; Zeng et al., 2022).

However, their sample efficiency gains over unregularized methods remains poorly understood since
these analyses that demonstrate superior performance under KL regularization assume access to
the ground-truth payoff function/oracle. None address the practical setting where the reward func-
tion/transition model is unknown and must be learned online simultaneously via exploration using
adaptive queries in a sample-efficient manner (known as online learning under bandit feedback). Re-
cent work has established logarithmic regret for single-agent settings under KL regularization in the
bandit feedback regime (Tiapkin et al., 2024; Zhao et al., 2025b; Foster et al., 2025). In contrast, no
such results exist for game-theoretic settings, where current analyses under KL regularization (Ye
et al., 2024; Yang et al., 2025a) still maintain (’)(\/T ) regret, matching the unregularized case. In
this paper, we develop algorithms to close this gap and answer the following question:

Can we design learning algorithms that, when equipped with KL regularization, achieve provably
superior sample efficiency in game-theoretic settings?

Our Contributions: In this work, we develop provably efficient algorithms for competitive games
that achieve logarithmic regret in the number of episodes 7' under KL-regularized settings, in con-
trast to the standard O(\/T ) regret typically obtained in unregularized settings. Under KL regu-
larization, the best response of a player to a fixed opponent strategy admits a Gibbs distribution
with closed-form expression that depends on the environment parameters to be estimated and the
opponent’s fixed strategy, both in matrix and Markov games. Our algorithms systematically lever-
age this property by collecting best-response pairs and exploiting the resulting structure. For matrix
games, we design algorithms based on optimistic bonuses, while for Markov games, we introduce
an algorithm based on a novel super-optimistic bonus to achieve logarithmic regret dependent on the
regularization strength (8 > 0). Given ¢ € (0, 1),

* for two-player zero-sum matrix games, in Section 2, we propose OMG (Algorithm 1) based on
optimistic bonuses and best response sampling, which achieves with probability at least 1 — 9, a
regularization-dependent regret of O(5~'d? log?(T/§)) and a regularization-independent regret
of O(dv/'T log(T/6)), where d is the feature dimension and 7 is the number of iterations.

* for two-player zero-sum Markov games, in Section 3, we propose SOMG (Algorithm 2), which
learns the NE via solving stage-wise zero-sum matrix games using best-response sampling and
a novel concept of super-optimistic bonuses. These bonuses are chosen such that the superop-
timistic Q-function exceeds its standard optimistic estimate. With probability at least 1 — 9,
SOMG achieves a regularization-dependent logarithmic regret of O(3~'d®H7 log?(dT'/)) and
a regularization-independent regret of O(d3/2H?+/T log(dT/5)), where d is the feature dimen-
sion, H is the horizon length, and 7' is the number of episodes.

To the best of our knowledge, this is the first work to establish logarithmic regret guarantees and
sample complexities for learning an e-NE that only scale linearly in 1/¢ in any KL regularized
game-theoretic setting.! Table 1 summarizes our results against prior work. Discussion of related
works and full proofs are deferred to the appendix.

Notation: For n € NT, we use [n] to denote the index set {1,--- ,n}. We use A” to denote the
n-dimensional simplex, i.e., A" := {z € R" : > 0, >." ; z; = 1}. The Kullback-Leibler (KL)
divergence between two distributions P and (@ is denoted by KL(P || Q) := > P(z)log ggg
For a matrix M € R™*", we denote by M (i,:) its i-th row and by M(:, j) its j-th column. We
use O(+) to denote the standard order-wise notation and O(-) is used to denote order-wise notation
which suppresses any logarithmic dependencies.

!The sample complexities follow using standard regret-to-batch conversion for the time-averaged policy.
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Problem Algorithm Setting Regret Sample Comp.
(O’Donoghue et al., 2021) | Unreg. O(dVT) O(d? /2)
Matrix | VMG (Yang et al., 2025a) | Both O(dVT) O(d? /?)
Games A2 /-2
OMG (Algorithm 1) Unreg. {(d\(/(;)f) . O{(CE(Q 52 /) 2
min , min €
Reg.
O(5'd* 10gX(T)) } B1d/e)}
OMNI-VI (Xie et al., 2023) | Unreg. O(d32H2VT) (d3H4 /e2)
Motk Nash-UCRL (Chen et al., 2022) | Unreg. O(dH3/2\T) O(d*H3 /<?)
arkov ~
Games | VMG (Yangetal,, 2025a) | Both O(dH?3/?\/T) O(d2H? /?)
A ( 13/2 172 3 174
SOMG (Algorithm 2) | D1re& O(fi a \/T) O(d*H!/<%)
min {0 (@2 H3VT), |min {O ( H®/e?)
Reg. . ~
OB~ HT10g*(T)) }| . OB d*H' [2)}

Table 1: Summary of results: For uniformity, we report all sample complexities (number of samples
needed to learn e-NE) in terms of the number of episodes 7', results from O’Donoghue et al. (2021)
are translated from tabular to linear function approximation. “Reg.” refers to the case with the
regularization parameter 8 and bounds for learning the regularized NE, while “Unreg.” denotes the
standard unregularized setting with 8 = 0. “Both” indicates cases that apply to both settings and

O(-) hides the logarithmic terms. We only report the dominant O(v/T') terms for prior works; the
omitted lower-order terms typically exhibit worse dependence on H and d.

2 TwO-PLAYER ZERO-SUM MATRIX GAMES

2.1 PROBLEM SETUP

We first consider two-player zero-sum matrix games as the foundation of our algorithmic framework.
The KL-regularized payoff function is given as

F(A) = " Av — BRL (| ptrer) + BKL(V||Vrer), (1)

where € A™ (resp. v € A™) denotes the policy of the max (resp. min) player. The reference
policy fier € A™ (resp. Vs € A™) encodes prior strategies for the max (resp. min) player and is
used to incorporate prior knowledge about the game (e.g., pretrained policies). Here, A € R™*" is
the true (unknown) payoff matrix and S > 0 is the regularization parameter. The Nash Equilibrium
(NE) (u*,v*) is defined as the solution of the following saddle-point problem.

= arg max min f*Y and v* = arg min max f*? . 2
v gMEA’"VEA”f (4) gueA"ueAmf (4) )

For the NE policies (¢*,v*) and all p € A™, v € A™ we have
FRY(A) < f(A) < (A 3)

Noisy Bandit Feedback: The matrix A is unknown and can be accessed through noisy oracle bandit
queries. For any ¢ € [m] and j € [n], we can query the oracle and receive feedback A(, j) where

A(i, j) = A(i, j) + €.
Here, € is i.i.d zero mean subgaussian random variable with parameter o > 0. We are interested in
learning the NE of the matrix game (1) in a sample-efficient manner using as few queries as possible.

Goal: Regret minimization. We define the dual-gap corresponding to the policy pair (u, v) as

DualGap(u,v) := f*"(A) = f*7(A) = f77(A) = f*7(A) + *7(A) — [ (4),

min player exploitability(~) ~ max player exploitability (1)
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where

frr(A) = max [ Y(4),  fPT(A) = min fY(A). (4)

The dual gap can be viewed as the total exploitability (Davis et al., 2014) of the policy pair (u, v)
by the respective opponent. The dual gap of the NE policy pair (u*, v*) is zero (see (3)). In order
to capture the cumulative regret of both the players over T rounds, for a sequence of policy pairs

{(ue, Vt)};[:l, the cumulative regret over 1" rounds is given by the sum of dual gaps

Regret(T Z DualGap(u, vs) = Z o (A) — frer(A)).

t=1 t=1
2.2 ALGORITHM DEVELOPMENT

We propose a model-based algorithm (Algorithm 1) called Optimistic Matrix Game (OMG) based
on UCB-style bonuses (Auer et al., 2002). To enable function approximation, we parameterize the
payoff matrix by A,, with w € R¢ as the parameter vector. At each step ¢ € [T], OMG estimates
the payoff matrix based on collected samples and collects bandit feedback using the optimistic best
response policy pairs. To elaborate further,

* Payoff matrix update: Given the set D,_1, the matrix A; is computed as the model that minimizes
the regularized least-squares loss between the model and the collected feedback (6). The policy
pair (g, v¢) is computed as the KL-regularized NE policies under the payoff matrix A;.

* Data collection using optimistic best response pairs: The optimistic model A;" (resp. A;") for the
max (resp. min) players is computed by adding (resp. subtracting) the bonus matrix b; to the MSE
matrix A; (7). Each player’s best response under its respective optimistic model is obtained by
fixing the other’s strategy (8), yielding policy pairs (i, Vt) and (ut, ;). We sample (i}, j;) ~
(fie, vt), (iy , 77 ) ~ (e, P¢) and collect noisy feedback A(if,j) and AGiy,j;). Update D; =
D;” UD; where D} = D;" LU{( i, ,A(zt ) )} and Dy =D, U{(i; ,j; ,A(zt Ji )}

2.3 THEORETICAL GUARANTEES

Assumption 1 (Linear function approximation (Yang et al., 2025a)). The true payoff matrix belongs

to the function class

Au(i,j) = (W, 0(i. 5)), Vi€ [ml,j € [n],
where w € R? is the parameter vector, and ¢(i,7) € R? is the feature vector associated with the
(i, 7)™ entry. The feature vectors are known and fixed, satisfying ||(i,7)|2 < 1V i € [m], j € [n].

Assumption 2 (Realizability). There exists w* € R such that A = A+ and ||w* ||z < Vd.

Bonus Function: Under Assumption 1, given 6 € (0, 1), the bonus matrix b; at time ¢ is defined as
be(i,j) = nrllo(i 3)ls-, S

wherein 3; = A\I + Z(i,j)eDtﬂ #(i,5)¢(i,5) " and nr = U\/dlog (3(1+2T/A)) +Vd.

Regret Guarantees. We now present the main results for the OMG algorithm. Full proofs are
deferred to Appendix E.

Theorem 2.1. Under Assumptions I and 2, for any fixed § € (0, 1) and reference policies (fief, Vref),
choosing A = 1 and b.(i,7) per eq. (5) in Algorithm 1, we have the following guarantees hold
simultaneously w.p. 1 — ¢

* Regularization-dependent guarantee: For any 3 > 0, we have

VT €Nt Regret(T) < O <ﬁ1d2 (1 + o2 log (?)) log (5)) ,

* Regularization-independent guarantee: For any 8 > 0, we have

VT eNT:  Regret(T) <O ((1 + 0)dVT log (?)) .

4
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Under bounded noise o, OMG achieves a regret bound of min{O(dv/T), O(8~d? log*(T/é))},

which grows only logarithmically with 7. This significantly improves upon the prior rate O(dv/T)
in Yang et al. (2025a) under KL-regularization. For smaller values of 7" or the regularization pa-
rameter 3 (even 3 = 0), OMG recovers the O(d+/T) regret guarantee of the standard algorithms
designed for the unregularized setting through the regularization-independent bound. Consequently,

OMG can learn an e-NE using min{O(d?/¢2), O(8~1d?/¢)} samples.

Algorithm 1 Optimistic Matrix Game (OMG)

1: Input: Reg. parameter (3, regularization, iteration number 7', ref. policies (tiref, Vref)-
2: Initialization: Dataset Dy := (), A > 0, initial parameter wq

3: fort=1,---,T do B

4: Compute the LMSE matrix A; := Ag, where

mo—argmin 3 (Au) - )+ Al ©
(4,3,A(4,5))EDr 1
5: Compute optimistic matrix games for both players using b; in (5):
Af = A +b; A = Ay — by @)
6: Compute the NE (i, v;) of the matrix game A;, and the best response pairs under optimism
fie = arg max fU(A]), 7 = arg min f1U(A)). ®)

7: Sample (i}, 5;7) ~ (fit, v¢), (iy J; ) ~ (e, ), collect feedback, and update D;.
8: end for

3 TwO-PLAYER ZERO-SUM MARKOV GAMES

3.1 PROBLEM SETUP

We consider a two-player zero-sum KL-regularized Markov game with a finite horizon represented
as M = {S,U,V,P,r,H} where S is a possibly infinite state space, I/, are the finite action
spaces of the max and min players respectively. H € N* is the horizon and P = {P,}L | where
P :SxUxV — A(S) is the set of inhomogeneous transition kernels and r = {r,}:__| with
rp, S XU XV — [0,1] the reward function. Here, we will focus on the class of Markovian
policies p = {up}L | (resp. v := {vp}fL ) for the max (resp. min) player, where the action
of each player at any step h only depends on the current state (1, : SX[H] — A(U) and vy, :
Sx[H] — A(V)) with no dependence on the history. For reference policies fief : SX[H| — A(U),
Vet : SX[H] = A(V) V(s,4,7) € S xU x V,h € [H] the KL-regularized value and Q-function
under this setup is given as (Cen et al., 2024)

H . .
100 =8t - o P B
QY (s g)=rals,ig)+ B [VI())]. (10)
s~ P (:|sni,9)
The value function can be expressed in terms of the Q-function as follows
W0 =B 070009 = Bl 2 - s 2 .
= i (19)[Q1" (5,1, 4)] — BKL (1a(:|8) [ trern (+]8)) + BKL (3 (+]8) [vrer,n (-]5)) -

Jr~vn(ls)
For fixed policy v of the min player, the best response value function of the max player is defined as
Vs €S, he[H]: V7Y(s) =max V" (s). (12)
o
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The associated best response policy, denoted 1t (), follows from solving (12), admits a closed-form
expression given by

,Uref,h(i|5) exp (Ej"‘l/h (-Is) [Qm7u(57i7j)/ﬁ])
D iveu Hretn (1)) €xp (Ejs, (16)[ @ (s, 7,5)/B])

Similarly we define /T (1), the best response of the min player to a fixed strategy j of the max player.
A policy pair (u*, v*) is called the Nash equilibrium of the Markov game if both the policies p* and
v* are best responses to each other. The dual gap associated with a policy pair (u, V) is given by

DualGap(u, v) := V""" (p) — V{"*(p).

Here VI“"(p) = Es,~p[V{*"(s1)] where p is the initial state distribution. The cumulative regret

VieU,seS,helH pulis)= (13)

associated with sequence of policies {(p, l/t)}z;l is given by the sum of dual gaps

Regret(T Z DualGap(p, vt) Z Vit (p) — VI (p).

t=1

3.2 ALGORITHM DEVELOPMENT

We propose a model-free algorithm (Algorithm 2) called SOMG which uses bonuses based on su-
peroptimistic confidence intervals, larger than the ones used in standard UCB style analysis (Auer
et al., 2002) to ensure efficient exploration-exploitation tradeoff and achieve logarithmic regret. To
enable function approximation, we use the function class fg : S xU x V — R parameterized by
0 € O for the regression step (14). The () functions are obtained subsequently using a projection
operation (15). The algorithm, on a high level maintains three ) and V functions, estimates su-
peroptimistic best response for each player by solving stagewise matrix games and performs data
collection using the best response policy pairs. Here we further elaborate the algorithm:

* Q function updates: SOMG maintains three value (V,, V,© and V) and Q functions (Q),,
Q;{ and Q;). The Q functions are updated in two steps. 1) Solving the regularized least mean
squared error with respective bellman targets (1, + V1) using data collected until ¢ — 1 (D;_1).
(14) followed by a 2) projection step (15) wherein the () functions are projected onto respective
feasible regions. The projection operator is defined as follows

I}, (z) = max{0, min{z, H — h + 1}}, (19a)
I (z) = max {0, min{z, 3(H — h + 1)*}}, (19b)
I, () = min {—3(H — h 4+ 1)*>, max{z, H — h + 1} } . (19¢)

The projection operator is designed to enable superoptimism by choosing a ceiling higher than
the maximum attainable value. Standard optimistic algorithms use the same projection operator
for the optimistic estimates of both the players I, (z) = max{0, min{z, (H — h + 1)}}.

s Superoptimism:* To calculate the superoptimistic () function for the max (resp. min) player we
add (resp. subtract) the super optimistic bonus (bSup ). Standard optimism only adds an optimistic
bonus by, ; (20) which is a high probability upper bound on the Bellman error of the superopti-
mistic Q function (called optimistic ) function under vanilla optimism):

+

Sat(s.4,) = (s, 1,9) + pv,,il(s,z,y)‘ < (s, ) (200

.
Qp(s,4,7) =11 <f:h’t(5,i,j) + bh,t(s,i,j)) - (20b)

However SOMG uses a superoptimistic bonus defined as:

byt (8,4, 3) = bne(s,4,5) + 2055 (5,4, 7), @21)

2A similar concept called over-optimism where extra padding is added to the bonus was used in single-agent
RL (Agarwal et al., 2023) for a different purpose of maintaining monotonicity of variance estimates.
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Algorithm 2 Super-Optimistic Markov Game (SOMG)

1: Input: Reg. parameter (3 iteration no. T, ref. policies (fief, Vref)-

2: Initialization: Dataset Dy := (), A > 0, initial parameters {0}, o, 0;0, 9;70}521.

3: fort=1,---,T do

4: forh=H H—-1---,1do

5: Regress onto MSE Bellman target, optimistic Bellman targets for each player

[Dy—1]

— . . . —_ 2
On < argmin > (Fnmingdng) = rhk — Vigra(snprr)) + 1013, (14a)
k=1

[Di—1] 9
O < arg min Z (fg(Sh,ka ih,ks Jhok) = Thik — Vhtrl,t(sh-‘rlJc)) +A0]3,  (14b)
k=1
[D:i—1] 9
O0he < arggréiél Z (fg(sh,k,ih,k,jh,k) —Thk — W;17t(sh+17k)) +A)0]2. (140
k=1
6: Compute MSE, superoptimistic Q functions for both players
oy . Ot .
Quolsisg) = {2 (50,90 } (15
. Of o .. sup/. i
Qs = T {110 ) 4077 )} (15b)
o I o,
Quetoied) =1 {17 (s11d) = 027 (00} (150
7: Compute Nash equilibrium w.r.t. LMSE game, and the
(.t (+]3), vit(:|s)) < Nash Zero-sumg((Q) ;)(s, -, ))- (16)
8: Compute Optimistic Best Responses for both players
fini(-|s) < Best Responses(Qyr (s, -, -), vn.i(*]$)), (17a)
Un,t(+|s) < Best Responses(Qy, ;(, ), pint(+[5))- (17b)
9: Compute the value functions
Vh»t(s) A EiNMh,t(-\S) [@h,t(sv Zv])} - BKL(Uh,t”Nref,h)(S) =+ ﬂKL(Vh,t| Vref,h)(s) (18a)
J~vn,e(-|s)

Vi (8) < Einfin o (fs) [Q:,t(s’ i,j)} — BKL(fin,¢ || rret,n) () + BKL(Vp,t| [Vrer,n) (s)  (18b)

J~ve,e(tls)

Vit (8) < Eivp o(19) [Qﬁ,t(sa i,j)} — BKL(fap || pret,n ) (8) + BKL(Fp ¢ ret,n ) (5)  (18c)

J~Pn,e(tls)

10: end for
11: Receive s1 ¢ ~ p, sample 7,7 ~ (fi, ;) and 7, ~ (yu, 7;), and update D;.
12: end for

where the additional bonus by (s,1,7) is a high probability upper bound on the Bellman error in
the MSE ( function.

’Qh(sv 7’7]) - Th(S, l,]) + th+1(8a Zvj)‘ < r;;,ste(& i?j)7
which results in the super optimistic () function being strictly greater than the high confidence
upper bound (20) one obtains from optimism.

* Best response computation: The stagewise Nash Equilibrium policy pair (pp ¢ (+]$), vt (+]s)) is
computed by solving the KL regularized zero-sum matrix (2) game with the payoff matrix being
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A = Qy(s,-,) and reference policies firef, 1 (-|s) and vreg,n(+|s) (16). The policies fin ¢ (|s) and
Up,+(+|s) are computed as the best responses to policies vy, ¢(-|s) and pp, ¢(+|s) under matrix games
with payoff matrices Qf (s, 4, j) and Q;, ,(s, 4, j) respectively.

s Value function update and Data collection: The value functions V', ;(s), Vhft(s) and V; ", (s) are
updated via the Bellman equation (11) using policy pairs (fn,¢, Vn.t), (fbh.ts Vht ), and (in ¢, Dpt),
respectively (18). We use KL(a|b)(s) as shorthand for KL(a(:|s)|b(+|s)). Two new trajectories

+ + o+ o o o+ —~ N

Ty = {(Sh,t7 Yoo Ine Tht Sh+17t)}h:1 and 7,7 = {(Sh,t’ Yo Jn,e Thits 5h+1,t)}h:l

are collected by following policies (fi¢, 1) = {(fin, uh,t)}thl and (pe, 7¢) = {(pnt, Dh,t)}le
respectively. Update the dataset D} = D" ; U{r;" } and D; =D;_, U {7, }, D, = D UD; .

Computational benefit of Regularization: The Nash equilibrium computation steps in line 6 of Al-
gorithm 1, as well as equations (16) of Algorithm 2, require solving for the NE of a KL-regularized
zero-sum matrix game. This can be accomplished using policy extragradient/Mirror descent based
methods (Cen et al., 2023; 2024; Sokota et al., 2023), which guarantee last-iterate linear conver-
gence. In contrast, solving the corresponding problem in the unregularized setting only yields an
O(1/T) convergence rate.

3.3 THEORETICAL GUARANTEES

Assumption 3 (Linear MDP (Jin et al., 2020; Xie et al., 2023)). The MDP M := {S,U,V,r, P, H}
is a linear MDP with features ¢ : S x U x V — R® and for every h € [H| there exists an unknown
signed measure 1y, (+) € R over S and an unknown fixed vector wy, € R? such that

Ph(' | S’i7j) = <¢(57iaj)7¢h(')>a ’I”h(S,Z',j) = <¢(s,i,j),wh>.
Without loss of generality, we assume ||(s,4,7)|| < 1 for all (s,i,j) € S xU x V, and
max{||1n(S)|], |lwnl|} < Vd forall h € [H].

We use linear function approximation with f{(s,i, ) := (0, ¢(s,i,4)) and © = R% Under linear
function approximation and Assumption 3 we get realizability for free (see Lemma F.8). Note that
D;_1 contains 2(¢ — 1) trajectories; for convenience we index them by 7, with each trajectory of the

form { (s, i}, j7. 77, s,TlH)}hH:l. We define 3y, ; as follows:

Shei= AL+ Y O(shy ik, h)O(sh, ins 7)) T
TED: 1

. n + — .
The expressions for 0 ¢, #;, , and 0, , are given by

O = Z;:é Z Ghr [Thr + Vigre(shin)]

T€Dt1
+ _ -1 + T
9h7t =X Z Pn,r [Thm + Vh+1,t(8h+1):| )
TEDt1
- yv-1 _ T
oh,t = Eh,t Z Pn,r [Thn' + Vh+1,t(5h+1):| .
TEDy -1

where ¢y, - is the feature map corresponding to the state sj,.

Bonus function: Under Assumption 3, the superoptimistic bonus function b} " is defined as in eq.

(21) with

h,t (5317]) = 771H¢($,2a])||2;1t and bh,t(sai7j) = n2||¢)(5’,&7])”2;1t? (22)

where 11 = ¢1VdH \/log (XF) and 0o = codH?,/log (X%4X) for some determinable universal
constants ¢y, co > 0.

Regret Guarantees: We now present the main results for the SOMG algorithm. Full proofs are
deferred to Appendix F.
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Theorem 3.1. Under Assumption 3, for any vreference policies (firef, Vief) =
({Nref,h(’|’)}hH:1,{Vref,h(-\-)}thl), any fixed 6 € [0,1], choosing A\ = 1 and b, (s,i,7) as
per eq. (22) in algorithm 2, we have the following guarantees hold simultaneously w.p. (1 — §)

* Regularization-dependent guarantee: For any 3 > 0, we have

dr
VYT eNt: Regret(T) < O <ﬂ_1d3H7 log? <5)> )
* Regularization-independent guarantee: For any 5 > 0, we have
drl
VT e NT: Regret(T) < O <d3/2H3ﬁ10g (5)> 7

As demonstrated in Theorem 3.1, for the regularized (8 > 0) setting, SOMG, achieves a re-
gret bound of min{O(d3/2H3/T), OB~ d®H7 log?(T/5))}, * which grows only logarithmically
with 7. Consequently, SOMG needs only min{O(d3H® /%), O(8~1d*H" /¢)} samples to learn
an e-NE. Moreover, for § = 0, employing an alternative design of the projection operator and
bonus function (Appendix F.6), SOMG attains a tighter regularization-independent regret bound of
O(d3/2H2\/T). This, in turn, implies a sample complexity of O(d3 H*/&2) for learning an -NE.

Reduction to the single agent case: Both OMG and SOMG naturally reduce to multi-armed Bandit
and single-agent RL respectively when the min-player’s action space is a singleton. As elaborated
in Appendix, for single agent setting SOMG can additionally obtain improved regret guarantees

of O (B71d*H%log? (%)) in the regularization-dependent, and O ((113/2H2 VT log (4 )) in the
regularization-independent cases.

Technical Challenges. In single-agent settings (bandits and RL), analyses of algorithms achiev-
ing logarithmic regret rely on the fact that the optimal policy for a given transition—reward model
pair directly admits a Gibbs-style closed-form solution (Zhao et al., 2025b;a; Tiapkin et al., 2024).
In contrast, in game-theoretic settings, no such direct closed-form expression exists for Nash equi-
librium policies. The same absence of closed form expressions also arises in Coarse Correlated
Equilibrium (CCE)-based approaches, which are commonly employed to achieve O(+/T) regret
when learning Nash equilibrium for zero-sum games (Xie et al., 2023; Jin et al., 2022; Chen et al.,
2022; Liu et al., 2021). We address this challenge by leveraging best response sampling, where the
best response to a fixed opponent policy does admit a closed-form expression.

Moreover in the single-agent RL setting with KL regularization, the value function does not include
any positive KL regularization terms. Thus, both the value and @-functions are upper bounded by
H. As a consequence, the optimistic Q-function is bounded within [0, H]. This boundedness en-
ables the direct construction of confidence intervals for the optimistic -function using standard
concentration results, which in turn allows algorithms from the unregularized setting to be carried
over to the regularized setting with minimal modifications. However, in the KL-regularized game
(9)(10), the value functions contain positive KL terms, which can cause them to take arbitrarily
large values exceeding H. This makes it challenging to construct confidence intervals for the opti-
mistic (superoptimistic in our case) Q-functions directly. We solve this problem using best response
sampling and superoptimism. (More details in appendix section B.2)

4 CONCLUSION

In this work, we develop algorithms that achieve provably superior sample efficiency in competitive
games under KL regularization. For matrix games, we introduced OMG, based on optimistic best-
response sampling, and for Markov games, we developed SOMG, which relies on super-optimistic

By employing Bernstein-based (Xie et al., 2021) bonuses in SOMG, one could potentially shave off

an additional Hd'/? dependence in the regularization-independent bound and the H?d dependence in the
regularization-dependent bound.
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best-response sampling. Both methods attain regret that scales only logarithmically with the number
of episodes 7'. Our analysis leverages the fact that in two-player zero-sum games, best responses to
fixed opponent strategies admit closed-form solutions. To our knowledge, this is the first work to
characterize the statistical efficiency gains under KL regularization in game-theoretic settings.

Several avenues for future work remain open, including deriving instance/gap-dependent regret guar-
antees under KL regularization that also capture the dependence on reference policies and develop-
ing offline counterparts of optimistic best-response sampling that achieve superior sample efficiency
with KL regularization under reasonable coverage assumptions. Extending our methods to general
multi-agent settings, where the objective is to compute coarse correlated equilibria (CCE) and best
responses or optimal policies do not admit a closed form expression is another promising direction.
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from the foundational work of (Shapley, 1953) to more recent analyses of convergence in the un-
regularized setting (Mertikopoulos et al., 2018; Daskalakis & Panageas, 2018; Wei et al., 2021).
In settings with KL regularization, faster last-iterate linear convergence guarantees have also been
established (Cen et al., 2023; 2024). However, these works focus on the tabular full-information
setting. Closer to our setting are O’Donoghue et al. (2021); Yang et al. (2025a), where the payoff
matrix is unknown and must be estimated through noisy oracle queries. O’Donoghue et al. (2021) in-
troduced UCB/optimism (Lai, 1987) and K-Learning (similar to Thompson sampling (Russo et al.,
2018)) based approaches in the tabular unregularized setting, while Yang et al. (2025a) proposed
a value-incentivization based approach (Liu et al., 2023) and established regret guarantees in the
regularized setting with function approximation. Learning from preference feedback has also been
studied in Ye et al. (2024). However, none of these approaches exploit the structure of the KL-

regularized problem to achieve logarithmic regret; instead, they maintain O(v/T) regret.

Two Player Markov Games: Two-player zero-sum Markov games (Littman, 1994) generalize
single-agent MDPs to competitive two-player settings. The problem has widely studied in the fi-
nite horizon tabular setting (Bai & Jin, 2020; Bai et al., 2020; Liu et al., 2021), under linear function
approximation (Xie et al., 2023; Chen et al., 2022), in the context of general function approximation
(Jin et al., 2022; Huang et al., 2022) and under the infinite horizon setting (Sidford et al., 2020;
Sayin et al., 2021). Many of these algorithms use optimism-based methods, using upper and lower
bounds on the value functions to define a general-sum game. They sidestep the need to solve for a
Nash equilibrium in general-sum games by employing CCE-based sampling, exploiting the fact that
in two-player settings the dual gap of a joint policy over the joint action space matches that of the
corresponding marginal independent policies. In addition there have also been works solving the
problem under full information setting with exact/first order oracle access (Zeng et al., 2022; Cen
et al., 2023; 2024; Yang & Ma, 2023) and offline setting (Cui & Du, 2022; Zhong et al., 2022; Yan
etal., 2024). All prior works consider the unregularized setting, except Zeng et al. (2022); Cen et al.
(2024), which achieves linear convergence under entropy regularization, compared to the O(T 1)
rate in the unregularized case.

Entropy/KL Regularization in Decision Making: Entropy regularization methods are widely used
as a mechanism for encouraging exploration (Neu et al., 2017; Geist et al., 2019). These methods
have been studied from a policy optimization perspective with some form of gradient oracle/first-
order oracle access in single agent RL (Cen et al., 2022b; Lan, 2023), zero-sum matrix and markov
games (Cen et al., 2023; 2024), zero-sum polymatrix games (Leonardos et al., 2021) and potential
games (Cen et al., 2022a). Under bandit/preference feedback, value-biased bandit-based methods
have been proposed that, like DPO (Rafailov et al., 2023), exploit the closed-form optimal policy
to bypass the two-step RLHF procedure, for both offline (Cen et al., 2025) and online settings (Cen
et al., 2025; Xie et al., 2025; Zhang et al., 2025a). These results were further extended to game-
theoretic settings (Wang et al., 2023; Ye et al., 2024). Yang et al. (2025a) develop value-biased
algorithms for learning Nash Equilibrium in zero-sum matrix games and Coarse Correlated Equi-
librium (CCE) in general-sum Markov games. However, none of these approaches leverage the
structure of KL regularization and maintain a O(v/T') regret. More recently Zhao et al. (2025a)
achieved O(1/¢) sample complexity in the KL-regularized contextual bandits setting with a strong
coverage assumption on the reference policy. Subsequently, Zhao et al. (2025b); Tiapkin et al.
(2024) proposed optimistic bonus—based algorithms for KL-regularized bandits and RL that achieve
logarithmic regret (O(8~'d? log?(T')) in bandits and O (3~ H°d? log®(T')) in RL)* without cover-
age assumptions, leveraging the closed-form optimal policy in their analysis. However, their results
are limited to the single-player setting, where the optimal policy admits a closed-form expression
in terms of the reward model. Similar faster convergence guarantees were also achieved for the RL
setting by Foster et al. (2025) and for offline contextual bandits with f-divergences (Zhao et al.,
2025¢).

Game Theoretic Methods in LLM Alignment: Fine-tuning large language models with reinforce-
ment learning is a core part of modern post-training pipelines, enhancing reasoning and problem-
solving (Guo et al., 2025). Game-theoretic and self-play methods extend reinforcement learning to
multi-agent settings, with applications in alignment (Calandriello et al., 2024; Rosset et al., 2024;
Munos et al., 2024; Zhang et al., 2025¢) and reasoning (Cheng et al., 2024; Liu et al., 2025). Within

*For uniformity, we report the sample complexities under linear function approximation/linear MDP and
per-step rewards r, € [0, 1] and trajectory reward Zthl rn € [0, H].
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this paradigm, self-play optimization is framed as an online two player matrix/markov game, where
models iteratively improve using their own responses by solving for the Nash Equilibrium (Wu
et al., 2025b; Chen et al., 2024; Swamy et al., 2024; Tang et al., 2025; Wang et al., 2025). More
broadly, game theory has been applied to modeling non-transitive preferences (Swamy et al., 2024;
Ye et al., 2024; Tiapkin et al., 2025), enabling collaborative post-training and decision-making (Park
et al., 2025a;b), accelerating Best-of-N distillation (Yang et al., 2025b), and for multi-turn align-
ment/RLHF (Wu et al., 2025a; Shani et al., 2024) among other LLM applications.

B PROOF OVERVIEW AND MECHANISMS

B.1 MATRIX GAMES

The cumulative regret can be decomposed as the cumulative sum of exploitability of the min and the
max player

T
Regret(T) = Z (f"(A) — fr*(A))

t=1
T T
= D (A = frr(A) + DO (A) — et (4)). (23)
t=1 t=1
Exploitability of the max player Exploitability of the min player

We bound the first term (exploitability of the max player) and the bounding of the second term
follows analogous arguments. Now we have the following concentration inequality for Matrix games
The first term in eq. (23) can be further decomposed as

T T T

DO CA) = U (A)) = DD (A) = P A)) Y (A) = e (4)

t=1 t=1 t=1

Exploitability of the max player T T>
We will now analyze these terms individually.

Bandits view for bounding 7' : By construction of the algorithm, the strategies u, fi¢, and fi; are
best responses to the common fixed strategy v; of the min-player under the payoff matrices A;, A},
and A respectively. This property not only provides closed-form representations but also facilitates
cancellation of the KL terms corresponding to v, in 7} and 75. As a result of fixed v;, one can view
the min-player strategy v, as part of the environment and bound 7} the same way as done in bandits
with the max player as the decision making entity.

REGULARIZATION-DEPENDENT BOUND

Traditional regret analysis in matrix games ignores the regularization terms and bounds the regret
using the sum of bonuses ¢ Zthl E[b; (4, j)] which is further bounded as /T log(T) using Jensen’s
inequality and the elliptical potential lemma/eluder dimension (Lemma D.6). However in the pres-
ence of regularization the originally payoff landscape, linear in p and v (1) becomes (8 strongly
convex in the policy v and 3 strongly concave in u. Under the full information setting it is well
known that this facilitates design of algorithms that achieve faster convergence to the equilibrium
(Cen et al., 2023; 2024). This intuitively suggests one can also design algorithms which achieve
sharper regret guarantees in the regularized setting under bandit feedback. Specifically we show that
we can bound the regret by the sum of squared bonuses ¢3! Zthl E[b; (i, 7)?] which enables using
to circumvent the need for Jensen’s inequality which contributes the /7" term and directly bound
the terms using the elliptical potential lemma (Lemma D.6) to obtain a O(5~" log*(T')) regret. We
detail the analysis as follows

Leveraging the bandits view, one can bound the term 77 adapting the arguments from Zhao et al.
(2025b) (Theorem 4.1) as detailed in section E.1 to obtain 71 < ¢3! Eip, [(EJ—NW [(be (z,]))})ﬂ .
In order to bound the term 75 we use a mean value theorem based argument (detailed in section E. 1
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Step 2) and the property
2| Af (i,2) = Auliy )lve) > (JAF (6,2) — A(i, 3)|w), 24)

to show that Ty < /B~ Eivp, [(ijw [(bt(i,j))])z} .The property in eq. (24) is a direct conse-

quence of optimistic bonus function used in algorithm 1, however, we will need a superoptimistic
bonus to obtain a similar property in Markov Games. Thus we have

(J_gtubt(m»}ﬂ <d'B ZZNI}%” [01(i,)7]

T

T+ Ty <c'p! Z E
t=1 "

The final bound is obtained by substituting the expression for the bonus terms and using Lemmas
D.2 and D.6 and using analogous arguments to bound the second term in eq. (23) resulting in

Regret(T) < O <61d2 (1 + o2 log (?)) log <§>) .

REGULARIZATION-INDEPENDENT BOUND

Using the bandits view, the term 7} can be bounded by O ((1 + 0)dV/T log (%)) using the similar
arguments to ones used in standard UCB bounds as done in section E.2 step 1. We bound 75 by
@] ((1 + 0)dV/T log (%)) as detailed in section E.2 step 2. Similarly bounding the second term in
eq. (23) we have

Regret(T) < O ((1 +0)dVTlog (?)) .

B.2 MARKOV GAMES

In this section we extend the arguments from the matrix games section to design and analyse the
SOMG Algorithm 2 for achieving logarithmic regret in Markov games. We begin by elaborating
some algorithmic choices before proceeding with the proof outline. The value function in eq. (9)
which can be rewritten as

Sp = 8] .

Vit (s) =

This can be unbounded from both above and below depending on i and v; due to the unbounded
nature of the KL regularization terms. For instance, if 1, deviates substantially from the reference
policy 14 in certain states, the max-player can exploit this by selecting policies that steer the MDP
toward those states, thereby attaining a higher overall return in regions where the KL divergence
between v; and vy is large. This unbounded nature of the value function is problematic when
designing confidence intervals for bellman errors. We address this problem by choosing the policy
pair (ftn,t, Vn,¢) to the Nash equilibrium policies under the matrix game @, , in eq. (16). As a
consequence of this choice we have for any S > 0 (full details in Lemma F.6)

BKL (Mh,t("sh)||Mref,h(-|3h)) € [07H —h+ 1}7 (25
BKL (vp, i (-|sh) |Vret,n (-S1)) € [0, H — h + 1]. (26)

From eq. 26 one can show for the policies (j, ;) Algorithm 2 chooses, we have V""" (s) €
[—c1(H —h +1)2,co(H — h + 1)?]. (Lemma F.7) and one can proceed to bound Bellman errors
for the resulting policies. This is also the reason our projection operator (19) has the ceiling of the
order (H — h + 1)? as opposed to standard (H — h + 1) as done in most unregularized works Xie
et al. (2023). The constant 3 comes from superoptimism (lemma F.4).

EF N iy ds ) — BKL (- lsi) [ rere(1w)) + BKL (g (-si) [ vrer, i (- 58))

We also use properties of optimism and superoptimistic gap in our proofs. For notational simplicity,
while stating the these properties we will omit the superscript v; and also the dependence on . The
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properties hold for all ¢ € [T]. Consequently, the symbol  here should be interpreted as the time-
indexed policy 1, rather than an arbitrary policy.

Optimism: For the setting in algorithm 2 and any policy y’, we have

Qr (Shyin, jn) > Qu(snyin, jn) and  Qf (sn,in, jn) = Q4 (Shyin, jn). 27
Superoptimistic gap: For the setting in algorithm 2, we have
2[(Q5 (snyins jn) — Qn(snyin, gn))| = |QF (shyin, dn) — Qh (shs i jn)| - (28)

Standard analysis that achieves @(\/T ) regret uses just optimism meaning they just need
QZ(sh,ih,jh) > QL(sh,ih,jh) and thus they only add the bonus term by, (sy,, in, jn) to account
for the bellman error incurred while regression used to compute Q,J{ (Sh,in,Jn) (since the bellman

error of the term Qz(sh, in, jn) is 0). However for our proof technique we additionally require the
property in eq. (28) to hold. Under optimism property in eq. (27) the eq. (28) is equivalent to

(QF (shyin, jn) — Qn(shyin, jn)) = Qn(snyin, jn) — Q4 (snyin, jn)- (29)

This property follows as a consequence of the design of the superoptimistic bonus (22) and pro-
jection operator (19). As detailed in Lemma F.4, we enable this by the addition of the bonus
b, (Shyih, Jn) = b (Sh, th, Jn) + 207°°(Sh, th, jn) Where b;"% (sp, in, jn) adjusts for the Bellman
error in the term QZ‘ (Sh, i, jn) while 2b7°°(sp,, @5, jn) adjusts for the bellman errors in the the two

@, (Shyin, jn) terms while the Bellman error of the term Q4 (s, i, ji) is 0 in (29). The property
holds with just plain optimism when H = 1 for matrix games.

Lastly note that the bonus is superoptimistic in the sense that we add the term by (sp, in, jn)
while constructing Q;(sh, in,jn) in eq. (15b) although we have with high probability the high-

est value (optimistic value) of QZ(sh, in,jn) can be upperbounded just by adding by, (s, in, jn) -
the standard optimistic bonus yet we add b;"" (sp, in, jn) = bn(Sh, in, Jn) + 207°°(Sh, in, jn) Where
b7 (sh, n, jn) is the bonus used in addition to optimism - the delusional bonus.

Design of the Superoptimistic projection operator: Recall that the projection operator in eq. (19b)
is given by
I} () = max {0, min{z, 3(H — h +1)*}} .
We can show (Lemma F.7) that the maximum value that can be attained by any policy’s (1') value
function )
Q" (s,0,0) < (H = h+1)%.
However, during the projection operation we set the projection ceiling to 3(H — h + 1)2. This is

again done to facilitate the superoptimistic gap in eq. (28) when the Q;{(s, i,7) attains its ceiling
value.

The dual gap at time ¢ can be decomposed as follows

DuaIGap(ut, Vt) — Vl*,llt (Sl> _ V'lut,*(sl) _ Vl*,llt (51> _ V'lut,l/t (51) + Vllttﬂft, (81> _ V{M,*(Sl) )

Exploitability of the max player Explotaibility of the min player

(30)

We elaborate the bounding of the first term (exploitability of the max player) and the bounding of
the second term follows analogous arguments. One can further decompose the first term in eq. (30)
as

VI (s1) = VI (s1) = Vi7" (s1) = VI (s1) + V"7 (1) = V" (s1) . 31

Ts Te

RL view for bounding 75: As a result of fixed v, one can view the min-player strategy v, as part
of the environment and bound 75 the same way as done in RL with the max player as the decision

making entity. Here ,u;rl and /i, are stagewise best responses to the fixed strategy v, under matrix

. f .
games with parameters @ " and QZ respectively
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Regret Guarantees: Leveraging the RL view one can bound the term 75 adapting the arguments
from Zhao et al. (2025b) (Theorem 5.1) and accounting for changing v; as detailed in section F.2
step 1 for the regularization-dependent bound and standard single agent RL analysis as detailed in
F.3.1 step 1 for the regularization-independent bound. This does not require anything beyond the
standard optimism property (27).

The bounding of T is elaborated in section F.2 step 2 for the regularization-dependent bound and
section F.3.1 step 2 for the regularization-independent bound and requires both optimism (27) and
superoptimistic gap (28) properties.

C NUMERICAL EXPERIMENTS

To evaluate whether SOMG (Algorithm 2) stabilizes learning, we conduct experiments on randomly
generated linear MDPs, as shown in Figure 1. We randomly generate two MDP environments with
the parameter settings indicated in the figure and track the dual gap (log scale) as a function of the
number of collected trajectories. Note that in each iteration of Step 11 in SOMG, two trajectories
are sampled. The reference policies for both the players (ficef, rr) for all states is set to uniform of
actions (Entropy regularization).

10_05 10*0.5
107[0 10*1.0
Q“ 1071.5 Q“ 10*1.5
< <
o0 1p9-20 8n 10720
—_ —_
g 10725 g 10-25
A A
10730 10-30
10735 10-35
1040 10-40
0 50 100 150 200 250 300 350 400 0 100 200 300 400 500 600 700 800
Trajectories collected Trajectories collected
@H=4,[S|=7A1=A=7,d=5 (b)H=17,|5]=20,4; =A>,=11,d=10

Figure 1: Dual gap (log scale) vs trajectories collected for KL regularized Markov Games, H denotes
the horizon length, |S| denotes the number of states, A; denotes the number of actions of player 4
and d denotes the feature dimension. The spread shows standard deviation averaged over 3 runs

For each MDP we compute the stagewise Nash equilibrium which essentially involves solving a zero
sum KL regularized matrix game (SOMG step 7 equation (16)) with the estimated MSE () function
Qh’t(s, -, +) as the payoff matrix for step & at time ¢. The estimated game is then solved using policy
extragradient methods. More specifically we use the Predictive Update (PU) method from Algorithm
1 in Cen et al. (2024) which given a payoff matrix can find the €.omp-NE in log(1/ecomp) steps.
The plots for both the settings are shown for 5 different values of the regularization strength § =
[0.01,0.05,0.1,0.2,0.5] with higher 3 demonstrating faster convergence validating our theoretical
results from section 3.

D USEFUL LEMMAS

Lemma D.1 (Covering number of the /5 ball, Lemma D.5 in Jin et al. (2020)). For any € > 0 and
d € N7, the e-covering number of the {5 ball of radius R in R? is at most (1 + %)d.

Lemma D.2 (Martingale Concentration, Lemma B.2 in Foster et al. (2021)). Let (X;)i<1 be a
sequence of real-valued random variables adapted to a filtration Fy and B[] := E[-|F;] denote the
conditional expectation. Suppose that | Xt| < R almost surely for all t. Then, with probability at
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least 1 — 0, the following inequalities hold:

T T T T
3 _ _
d X < 5 > Eia[Xi] +4Rlog(267"), and Y By 1[X)] <2) X, +8Rlog(2071).
t=1 t=1 t=1 t=1
Lemma D.3 (Confidence Ellipsoid: Theorem 2 Abbasi-Yadkori et al. (2011)). Let & be a condi-
tionally R sub-gaussian random variable adapted to the filtration F; and {X:}2,, || X¢|| < L be a

Fy—1 measurable stochastic process in R Define Y; = (Xy,0,) + & where ||0,]|, < V/S. Let 0,
be the solution to the regularized least squares problem given by

t—1

o= i S~ (00.0) =Y + Aol
then for any ¢ € [0, 1], for all t > 0, with probability atleast 1 — § we have
— 1+tL2/)\
6.~ 0.]|,, < R\/dlog (+5/) + VAS.

Lemma D.4 (Lemma 11 in Abbasi-Yadkori et al. (2011)). Let {¢s}c(r) be a sequence of vectors
with ¢, € R? and ||¢s|| < L. Suppose Mg is a positive definite matrix and define Ay = Ao +
22:1 b5 . Then if Amin(Mo) > max{1, L?}, the following inequality holds:

T det(Ar)
;mm{l, 613, } < 2log (det(Ao)) '

Lemma D.5 (Lemma F.3 in Du et al. (2021)). Let X C R? and suppose sup,¢ y || z||2 < Bx. Then
forany n € N, we have

I T nB3,
: - E 2T < )
VA >0 max Xlog det (Id + 3 2 TiT; ) < dlog (1 + )

Ty, T € dA

As a direct consequence of lemmas D.4 and D.5 we have
Lemma D.6 (Elliptical Potential Lemma). Let Xy, ...,x7 € RY satisfy ||x;||2 < 1 forallt € [T).
Fix A\ >0, andlet V; = \I + ZZ;} x;%; . Then

T
Y min {1, ||xt\\3/,1} < 2dlog (1+ A™'T/d).
t=1 '

Specifically for A = 1 we have

T T
> min {1, Ixel2 1 } = Ixil-0 < 2dlog (1+T/d).
t=1 t=1 )

Lemma D.7 (Lemma D.1 in Jin et al. (2020)). Consider the matrix 3X; = NI + Z:;} qﬁiqb;r, where
¢; € R and \ > 0. Then the following inequality holds ¥ t:

t—1
D oiT e <d
i=1
Lemma D.8 (Lemma D.4 in Jin et al. (2020)). Consider a stochastic process {s;}°°, on a
state space S with associated filtration {F,}>, and an R¥-valued process {¢,}>° such that

¢r € Fr—q and ||¢;]] < 1. Define A, = NI + 21:21 b-¢1. Let V be a function class such that
sup, |V (z)| < By for some constant By > 0, and let N be its e-covering number under the dis-
tance dist(Vy, V) = sup, |V1(s) — Va(s)|. Then, for any § € (0,1), with probability at least 1 — 6,

forallk > 0and any V € V, we have:
d k+ A N, 8k2e?
<4B? |- — = .
< 4Bj [210g< y )+log<5)]+ 3

21

k 2
Z ¢T{V(5T) - E[V(ST”FT—l]}
=1

-1
Ay
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E MATRIX GAME PROOFS

Proposition E.1 (Optimism/Concentration). Let & be the event ||w; — w*||s, < nr, then we have
P(&1) > (1 — 6/3), under the event £ we have

[(Ae(, 5) — AGL5))| < be(iyg) V(0. j), (32a)
AZL(Z’]) - A(27]> < th(ivj> and AJr( ]) 2 ( ]) V(Z’])’ (32b)
A(i,j) — Ay (i,5) < 2be(i,5) and  A(i,5) > A (i,5) V(i J), (32¢)

where by(i, j) = nr||¢(i, j) |51 and nr = U\/dlog (3(1+2T“)) +Vd.
Proof. Recall that &, is computed in algorithm 1 as

A .o A\ .. 2 2
me=agmin D (Au(id) —AG5)) + w3
(4,5,A(1,§))EDr -1

Now using Lemma D.3 with S = d, L = 1 (assumption 1) and accounting for the 2(¢ — 1) points
collected until ¢, we have V ¢ > 0

@y — w*|x, < a\/dlog (W) +VAd wp.1-—46/3. (33)

J

Since nr = o\/dlog (W) + v Ad we have P(€;) = 1 — /3. Using eq. (33) we have

|(Ae(i, §) — A(i, )] = @ — w*, 66, )] < [[@e — w5, 16, 5) |51

S@Wmcmfm%V>MMMI

Here eq. (34) follows from the result in eq. (33) under the event &;. Lastly A; (i, ) = A(4,5) +
b (i,7) implies 0 < A (i,5) — A(i,7) < 2b:(4,7). Similar arguments can be used to prove eq.
(320). .

Now Theorem 2.1 holds as long as for any fixed § € [0, 1], for some events 5&‘;;‘“" Ematix and
gmaix = grarx n) R with P(E™) > 1 — § the following theorems can be established.

Theorem E.1 (Regularization-dependent guarantee). Under assumptions 1 and 2, for any 8 > 0,
reference policies (firet, Vret), choosing X = 1 and by (i, j) as per eq. (5) in Algorithm 1, under the
event EMX ywe have

dep
+ -1 52 2 T T
VT eNT: Regret(T) <O 7 d* | 1+ 0% log 5 log 7))

Theorem E.2 (Regularization-independent guarantee). Under assumptions 1 and 2, 5 > 0, refer-

ence policies (firef, Vret), choosing X = 1 and by(i, j) as per eq. (5) in Algorithm 1, under the event

Emaix ye have

VT eNT:  Regret(T) <O <(1 + 0)dVTlog (?)) .

E.1 PROOF OF THEOREM E.1: REGULARIZATION-DEPENDENT BOUND

The regret can be upper bounded as follows

T

Regret(T) = Z (f77(A) = frer(A))

t=1
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T T
=Y (FA) = [P (A)) + Y (fRr(A) — frer(A))
t=1 t=1
T " } T } "
) (T (A) = fReT(A) 4D (T (A) = R (A)) (35)
t=1 t=1

Here we will bound the terms 77 and 75, the terms 75 and T can be bounded similarly. We use
u(A', V') == argmax, f V' (A’ to denote the max player’s best response strategy to / under the
payoff matrix A’. Similarly one can define v(A’, i’). One can derive the closed form expressions

for the best response to v; under models A, A;" and A; to be ,u;r , iy and py respectively by solving
eq. (4) to be

A(i,:
,uIJ = pu(A,1); = arg ml?x fPY (A) = pirer,i €XP (W) /Z(A, Vi), (36a)

AFG,
s = AT ) = g £ (A7) = s exw (ZEGL) J 2, o)

_ _ A (i, v
pei = p(Ag, 1); = arg max 1V (At) = fhrer,i €XP ( t(ﬂ ) /Z A1), (36¢)
where

= zi:,uref,i exp <14/(Zﬁ’)l/) .

Step 1: Bounding 7}

From definition of the objective function (1) we have

FrrA) = flev(A) = E (A, )] = BRL(u ||peer) - (_E [A(i, )] —5KL(/1t|uref)) (37)

Ly g7

Jrve I~V
= Blog(Z(A, 1)) — Blog(Z(AF,v)) + il (Af — A, (38)
= A(Aj7 l/t) - A(A7 Vt)7 (39)

where we define A(A’, ) = —Blog(Z(A", V")) + u(A’, /)T (A" — A)v'. Eq. (38) follows from
the closed form expressions for the best responses (36). Using the mean value theorem for some
I' € [0,1] with Ap = T'A;f + (1 — ') A we have

Frre(A) = frem(A)
= A(A:r,l/t) (A Vt)

OAMAr ) e
B Ar G, ) ) Al

= Z (ﬁlﬂ(AFa Vi)i

- E  [(Ar(¥,:) =A@, )]
i~ p(Ar,vy)

=> <F5_1M(Ara Vt)i

i

(Ar(i,:) — A(i,:)vy

)(A?(ia D)= A ) (40)

(Af(i,:) — A, :)w

- B A - Al )]

i,NN(Al'VVt)
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2
:Fﬁl< E [((Aj(i,;)—A(i,;))yt)Q] _( E [(Af (i,:) — A(i, 1)) ut]> )

i~ p(Ar,ve) i~ p(Ar,ve)

<pt B [(afa) - AGom)Y. @

i~vp(Ar,ve)

Here eq. (40) follows from Lemma E.1. Let d; (i) = Ej~u, [(Af (4,5) — A(i,5))] , now consider
the term

G (0):= E [((A?(i, )= A(ivr))wﬂ

i~ pu(Ar,ve)
_ Z (

Under the event &; (Proposition E.1), we have

[(4F (5, 5) — A(i,j))]) (Ar,vt); = Zdt w(Ar,ve)i (42)

Jrovt

9G4 (D)
or
_ Z 2 3# AF, Vt)
or

Z Href,3’ eXP( (A 7:)Vt) +th(l‘l))ﬁ_ dt(z)

et exp (871 (i, )ve + Dy (0))) 3050 B de (i) et exp (B~ (A&, v + Tdu(i"))) }
(X tiret,ir exp (B4 (AP, )y + Ty (i7))))?

=5-1( E 40—~ E |46 E [dtu)])

i~vp(Ar,ve) irop(Ar,ve) irop(Ar,ve)

- Z (do(i))? { Liret,i €xp (B~ (A(z,(z?ut + Tdy(i)))

= B Cov(d; (i), ds(i)*) > 0. (43)

Here eq. (43) follows since under the event £ we have d;(i) > 0 Vi and for any positive random
variable X

Cov(X, X?) = E[X?] — E[X?E[X] =E [(X2)3/2} ~ E[X?E[X]

> (B [x?)" - EIX?EX] = E[X?] (VEXT - E[X]) 0. (44)
Thus we have G1(I') < G4 (1) and using eq. (41)
Fr(A) — fRov(A) < BLGH(T)
<=8 B [((AFG) - AGow)’] @)

iNM(Aijt)

(ngw[bt(z‘,j)]ﬂ , )

where the last inequality follows from Proposition E.1 under the event & .

<4p7'  E

inop(Af )

Step 2: Bounding 75
From the definition of the objective function (1) we have

freve(A) = freve(A)

= ZE [A(i, )] — BKL(fi¢ || ptrer) — (li% [A(i, 5)] — BKL(Mt|Mref)) (47)
Jreve jrvg

= (Blog(Z(Af, ) — it} (AF — A)wy) — (Blog(Z(Av, 1)) — i (A — A)ry)  (48)

= A(Ay,ve) = A(AF 1) (49)
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Eq. (48) follows from the closed form expressions for the best responses (36). Using the mean value
theorem for some T € [0, 1] with Apr = ['4A; + (1 — ') A;” we have

freve(A) = fror(A)
= A(Zt, Vt) — A(A?, Vt)

aAAp,ut N
_Za AF At(l7') _At (Z,.))Vt

= Z <51M(Ara Vi)

- E  [(Ar(@,0) =A@, )] )(At(iai) — AL ()
i/~p(Ar,ve)

= B~ (E[XY] — E[X]E[Y]), (50)

(Ar(i,:) — A(i, )y

where the penultimate equality follows from Lemma E.1, and in the last line we define X = (Ar(i,:
) — A(i,))ve, Y = (A¢(4,:) — Af (i,:))vs, and the expectation is taken w.r.t. i ~ p(Ar,v;). Note
that

X =T (A(i,:) — AG, ) +(1 = T) (Af (4,:) — A(i,))ve = T(p— q) + q,

=p 1=q

and

Y = (As(iy:) — A(iy ) )ve — (Az'(i7 =A@, =p—q.
Thus
E[XY] - E[X]E[Y] =E[l'(p — 9)* + ¢(p — ¢)] = T(E[p — q])* — E[g]E[(p — ¢)]
= I'var(p — q) + Cov(g,p — q)
< E[(p - ¢)°] + max{E[¢*], E[(p — ¢)°]}. (51)
By equations (50) and (51) we know that, under the event &1,
£ (A) = e (4)
<pTH B [((Aye) = AF (6,0))m) )+

irop(Ar,ve)

ﬂlmaX{ E [((A(i,) — AL (i,9))wm)*],  E [((A?(i,:)A(i,t))Vt)Q]}

iNM(AF)Vt) iNN(AF’Vt)

<56 B l(jgt[bt(z‘,jﬂ)zlzwl B [04r ) -AG 0w 62

Z‘N.“'(AF’Vt) iNN'(AFin)

where the last inequality follows from the fact that (|A; (i,:) — A:(4,:)|vr) = Ejuy, [be(4,5)] and
(|AG,:) — AF (3, 9)|ve) < 2BEjn, [be(4,5)] = 2(|Af (i,:) — A4(i,:)|ve) given by Proposition E.1.
One can also bound the same thing slightly tighter as follows

E[XY] — E[X]E[Y]

=E[p(p—q) — (1 =T)(¢—p)*] —E[p — qJE[(1 = I')(¢ — p)] — E[p — ¢|E[p]
= Cov(p,p — q) — (1 = T)Var(p — q) < max {E[p’],E[(p — ¢)*] } - (53)

under the event &; (c.f. Proposition E.1), using egs. (50) and (53) we have

Frove(A) = frev(A)
SﬂlmaX{ E - [((Ai,) = A7 (i,))n)’],  E [((At(i,i)A(iu))Vt)z}}

iNN(AF)Vt) iNN'(AFﬂ/t)
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< ' E [(E [bt(i,j)])2]=61 E

i~vpu(Ar,v) J~vt i~ (Ar,ve)

(ji%t [AF(.9) —At@‘,j)])z] :
(54)

where the last inequality follows from Proposition E.I. Now let dy(i) =
Ej~u, [At+ (i,5) — Zt(z’,j)] and consider the term

&)= E KE [Ai(@j)At(i,j)]”Z(dt@»%mp,m 55)

imp(Ar,v) | \d~ve -

LetI’ = 1 — T, then we have

o - et e

1/6
1

B (i)

Jvp + Td, (i )))
i Vt—l—l"dt( )))

Ay
H4
. Hetii XD (B71 (Aui, e + Tde(4))) X0 Ny (i ) pirer,ir exp (B (At 1)vr + Dy (i) }
(S e exp (51 (A e + T (1))

N _6_1 (z‘w/L(IEr,ut) {(E(Z))g] - iwu(IEr,vt) [(E(l))Q} iNM(]EF»Vt) [dt(l)}>
= —B7'Cov(ds(i)*, ds(i)) <0, (56)

Zz/ Href,i’ €XP (

last line follows since under the event £ we have d;(i) > 0 Vi and for any positive random variable
X using eq. (44) we have Cov(X, X?2) > 0 Thus the term G5(I") < G2(0). Hence from eq. (54)
we have

Ty = frove(A) — freov(A)
<5t B [@6)7] =576)
i~ p(Ar,vy)
2
<pl@O =5 B [@0)]=s" B KE ) ] e
iN“(Ajvut) iNu(A:r,Vt) I~
Step 3: Finishing up
From equations (46) and (57) w.p. 1 — §/3 (Under event ;) we have
T 2
T +T <587 'Y E l(E [bt(iaj)]) 1
J~Vi

t=1 VVH(At W)

15 5 [

_ lN#t
- JNVf

Similarly w.p. 1 — 6/3 (Under event &) using the same arguments as above for the min player we
have

Ty + Ty <58 12 [CXENEE

=
Define
D=L Y 86,60 5) T and B =T+ Y 6, )65 (58)
(4,5)€D{, (4,3)€D; 4
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~ ~ t—1
By defining the filtration F_, = o ({(z';f, G A 50, G AT, jl_))}l ) we observe
=1

that random variables || (i}, ; )|| (5)! and ||¢ (i; , j; )|| -1 are F;-measurable, while the

policies fi;, (4, 7y and vy are F;_; measurable. Define the events

12
Z & Hasun@;),lszyw sy + 810w ()

7NVt

12
Z E 116091 1_2Z||¢ i+ 105 ()

7NVt

Choosing A = 1 and using Lemma D.2 with R = 1 (since ||¢(4, j)||(Z - <1V (4,5) € [m] x [n]

from assumption 1), we have P(£;) > 1 — /6 and P(£3) > 1 — §/6. Thus from (35), under the

event Eg;;m" = &1 N & N &3 we have the dual gap bounded as

T
Regret(T) = Z (f77(A) — fHor(A))
=1

— ET: E [bt i,7)) ]+5ﬂ‘1§: E [(bt(ivj))z]
t=1 ;2’;: t=1 ;Zﬁ:

MH

2
nr

E ll¢6 )5+ E 166 )5
1~ [t e t

1 (JNVt Jvt

t

-1

MH

\ /\

BN B 1060+ B 66l

1Nllt
Jrve Jg

T
< 105_177% (Z (H¢ i ajt H(gﬂ el g )” (=) 1) + 8log (126~ ))

t=

=0 (61 (1 + o4 /log (f) + o2 log (?)) d*log <§>> , (59)

where the third line follows from the fact Z?‘ <3 and ¥; =< %, the penultimate line comes from
event &3 N 3. Where A = 1 and we use the elliptical potential lemma (Lemma D.6) to obtain the
last line.

t=1

=

E.2 PROOF OF THEOREM E.2: REGULARIZATION-INDEPENDENT BOUND

Using eq. (35) we have Regret(T') = T1 + T2+ T35+ T4 and T3+ T} can be bound similar to 77 +T5.

Let MI be the best response to v, under A (c.f. (36)). We bound 77 using UCB style analysis, under
the event &7, as follows:

T T

Ty= D(FH00(A) = fRv () < 3O(F (AT) = fRer(A)) (60)
t=1 t=1
T } } T

<D (Al = freve(A) E [A](i,5) — AG, )] 1)
t=1 t:l;:’;z
T T

<2} E Bl =23 nr E (18645 <2ZnT E 66l (g)r- (62
t=1 ;:’Z t=1 JNVt j"’l’t
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Eq. (60) and the first inequality in (62) follow from the Proposition E.1. Here (61) follows since
fit = argmax f*"t(A]). The second inequality in eq. (62) comes from the fact ¥ < 3.
N

Similarly, under the event £;, we can bound 75 as follows

[M]= F[Vj»ﬂ

(f““”( ) = frer(A4))

T
<D (R (A) = fREAD) + Y (e (A = e (A)) (63)
t=1 t=1
T T
SZEthJ JrZEth] (64)
S A
T
SQZ E [b:(i,5) —QZUT E (o, J)Hz‘l] (65)
=1 t=1
g~V J"“Vf
T
<o Y E 100 )lgs) (66
=10

where (63) follows from the fact that j; = argmax f*"¢(A;), (64) follows from Proposition E.1,
w
(65) follows since frtt(A;) > fhvt(A;) and

P+ B [lind)] = FAT) < PR AR = ) + B i),
jNVt’ jNV:

and (66) follows from the fact Z‘,;r =< 3. Define the filtration
~ ~ t—1
Fioi=o0 ({ur,jr,Aur,jr)» (i;,jf,A(i;,jn)}l:l) :

We have random variable ||¢ (i, j;") | (5)" is F;-measurable, while the policies fi;, ¢, 7; and v;

are J;_1 measurable. Define the events

T
12
&y = Z {H‘ﬁ(l ])H(Z+) 1} < 22 (i, j; )||(z+) 1 +8log ( 3 > ,
t=1 JNVt
3 12
& =12 E (166l gzzw i3 ) sy 1+810g(5>
t=1" ]Nu,

Choosing A = 1 we have P(&;) > 1 — §/6 and P(€5) > 1 — §/6 using Lemma D.2 with R = 1
(since || (4, j)H(E 1 <1V (4,7) € [m] x [n] from assumption 1). Under the event £; N &4, using
equations (62) and (66) we have

T
T+ T <dnr Y B (1665w
t= 1317,2
T 12
< 8nr ||¢(Zt 7]t ” (=) -1 +410g<5> (67)
t=1
12 T
< Sur JTZHmt,Jt Migsy o+ 108 () | =0 (@ +oravrios (T)).

(68)
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The equations (67) and (68) follow from event £, and Lemma D.6 (elliptical potential lemma)
respectively. Similarly one can bound T3 + T} under the event & N & by O (Jd\/T log (%))

Thus under the event EM* := & N &y N &5, we have

Regret(T) < O ((1 +0)dVTlog (?)) . (69)

Finally under the event E™ = garix 0 ot — £,1 & N E N EL N Es (wp. atleast 1 — )
equations eqs. (59) and (69) hold simultaneously which completes the proof of Theorem 2.1.

E.3 AUXILIARY LEMMAS

Lemma E.1. The partial derivative %AL./’”/) is given by

A’ (i)v!
OA(A, V)
QA (i)'
=B (A V)i (A (i) = A(d, )y = B (A Zu i':) = A )
=B (A V) |(A' (G, :) — Ay )Y — i/Nu](}_EV y/)[(A’(i', ) — A, :))I/]] . (70)

Proof. The symbol 5 A,( % denotes differentiation with respect to the scalar quantity A’(z,:)v’.
Throughout this differentiation we regard the vector v/ as constant, and keep every row of A" except
the it row fixed. Because the other rows are held fixed, the cross-derivatives vanish: % =
0, Vi’ # 14, so each row contributes an independent gradient term.

DAALY) 8- Blogl(Z(A",v)) + u(AW) (A — A)]
QA (i, )W OA! (i, )V
=~ Z 5 g bk SR G — At

+ g ag;(é;: ”)Z] (A(i',:) — A, ). (71)

We have

aZ(A/’V/) _ - ex A’ (i)' l _ Z(A/al/) 7Y
O (A V))i) _ 0 (puors xp (A5, /B) [Z(A' )
OA (i, )V OA (i, )V
B (1t exp (A0 200/ /8) Z(A ) = (s exp (A, /8)°)
Z(A )2

=B ([u(A" V)i — V)7
O ([u(A, v)]ir) _ O (pet,iv exp (A'(7 ) ’/6) /Z(A",V))

7

OA (i, : )V OA (i, :)v!
_ =B (preri exp (A" (i, 1)V /B) pet,ir exp (A&, 1) /B))
Z(A/, Z//)2
= _571 [N(A/a l/)]i[:u(A/a V/)]i’ .
Substituting back in eq. (71) we get the desired result. ]
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F MARKOV GAME PROOFS

Notation and Convention For any function f : & — R we define P, f(s,i,5) :=
Egrp, (-]s,i,5)[f(8")]. We also use the notation

E (f(sh+1)) = ]ES}L+1NPh(-|Sh,ih,jh)[f(sh+1)] = th(Sh,ih,jh).

Sh+1l8hyih.dn
For all K > H and (s,i,j) € & x U x V we set Qx(s,i,j) = 0, Vg(s) = 0,
KL (71 (1) et (15)) = 0, and KL (7 (-5)]|vie.ic () = 0. These conventions apply to

o~

every value function v, every Q-function () (both estimates and true values), and all feasible poli-
cies [i and V.

Proposition F.1. The closed form expressions of the best response to min-player strategy v' under
for a Q function Q} (s,i,7) V(s,1,j) € S xU x V,h € [H| denoted by (Q’',v'") where Q' :=

{Q;l}hH:l is given by
Nref,h(i‘s) exp (]iju;l(-\s) [Q/(87 Z,j)/ﬂ])

[nt(Q",1)](ils) = ) T
Zi/eu Plref,h(ll‘s) exp (EjNV;L("S) [Q/(Sa Zlv])/ﬂ})

_ N i
and we have i, = (@, 1), fin = p(QF s v1) and i} = p(QH1, 1)

Proof. The result is an immediate consequence of the definitions and routine calculations. ]
Now in order to prove our main result we note that Theorem 3.1 holds as long as for any § € [0, 1]
the Theorems F.1 and F.2 can be established.

Theorem F.1 (Regularization-dependent guarantee). Under assumption 3, for any fixed § € [0, 1]

and any 3 > 0, reference policies (firef, Vref) = ({/,l/ref,h('|')}hH=1 , {Vreﬂh("')}thl), choosing A = 1
and b, (s, 1, j) as per eq. (22) in algorithm 2, we have

VT eNTt: Regret(T) < O (ﬂld3H7 log? <a;T)> w.p. 1 —4/2.

Theorem F.2 (Regularization-independent guarantee). Under assumption 3, for any fixed 6 € [0,1]

and any 8 > 0, reference policies (lixef, Vief) = ({/,Lref’h('|')}hH:1 , {Vref’h(“‘)}thl), choosing A = 1
and b, (s, 4, j) as per eq. (22) in algorithm 2, we have

T
VT eNT: Regret(T) < O <d3/2H3ﬁlog <d5>> w.p. 1 —6/2.

F.1 SUPPORTING LEMMAS

We begin by introducing some lemmas that will be used in proving the main result. The proofs of
these lemmas are deferred to Section F.4

In Lemmas F.1, F.2 and Corollary F.1 we introduce high probability concentration events and Bell-
man error bounds used in proving our main results.

Lemma F.1 (Concentration of MSE Bellman errors). Define the Bellman error of the MSE @) func-
tion as

enie(s,0,5) == Qpy(s,1,5) — ruls,i,5) — PaViia(s,i, ). (72)

Then under the setting in Algorithm 2, choosing A =1, ¥(s,14,j) € S XU x V, h € [H), the event
& 1= {Iéhyt(&i,j)l < 771H¢(57%J)Hz;1t = b}mfte(sa 27.7)} (73)

occurs with probability at least 1 — §/16. Here 11 := ¢ VdH \/log (%), where c; > 0is a

universal constant.
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Lemma F.2 (Concentration of Superoptimistic Bellman errors). Under the setting in Algorithm 2,
choosing A = 1, Y(s,i,5) € S xU x V,h € [H|, the event

& 1= { (012 0(s1,) ) = 7a(s1.3) = PVl (s.5.)| < mell (s, 3) gy 2= ba(s,.9) |

occurs with probability 1—8/16. Here o = codH? 4 /log (%) and co > 0 is a universal constant.
Corollary F.1 (Bounds on Superoptimistic Bellman error w.r.t. the Q" function). Let
ef (s,4,) = Qif (5,4, 5) — rn(s,i,§) — PaV;5 1 (5,4, 4),

then under the event E;, for bfl‘ff(s, i,7) = bne(s,4,J) + 2055 (s, i,7), we have

‘e;t(s,m)‘ < Dbpa(5,7,4) + 2655 (5,7, 4) = bR (5,1, 5) + b (s, 7).

For notational simplicity, while stating the next two lemmas we will omit the superscript ; and also
the dependence on ¢. Both lemmas are valid for all ¢ € [T']. Consequently, the symbols p and fi in
Lemma F.3 and Lemma F.4 should be interpreted as the time-indexed policies p; and ji;, rather than
an arbitrary policies.

Lemma F.3 formalizes the notion of optimism for Algorithm 2.

Lemma F.3 (Optimism). For the setting in Algorithm 2, under the event Eg N Eq, ¥(Sp,in, jn) €
S xU XV, h € [H+ 1] and any policy 1’ of the max player, we have the following equations hold:

Qi (s in, ) = Qp(snyin, Jn), (74a)

Qy (shyin, Jn) = Qpy (S in, jn)- (74b)
The next lemma introduces the concept of the superoptimistic gap, arising from the construction of
the superoptimistic bonus term and the projection operators.

Lemma F.4 (Super-optimistic gap). For the setting in Algorithm 2, under the event E; N &,
Y(Sh,in,jn) € S XU x V, h € [H + 1], we have

2[(QF (shyin, jn) — Qn(snyin, gn))| = |Qif (snyin, jn) — Q5 (shyin, jn)| - (75)
Note that this is the exact condition used in the matrix games section that we use to bound the term

T5 using an expectation of some function over actions sampled using the best response policy i
using the first bounding method (51).

F.2 PROOF OF THEOREM F.1: REGULARIZATION-DEPENDENT BOUND

For simplicity we fix the initial state to s;, extending the arguments to a fixed initial distribution
s1 ~ pis trivial. One step regret is given by

DualGap(ut, l/t) = Vl*"yt (81) — Vl'ut’*(sl)
= V" (s1) = VI (s1) + VIO (s1) = V"7 (s1)

Tét) Tét)
+ Vlﬂtﬂ/t (81) _ Vlltt,ﬂt (81) + Vlﬂuﬁt (81) _ Vlltta*(sl) ) (76)
T7(t) Tét)

Below bound 75 and 7§, and the remaining two terms can be bounded similarly.
Step 1: Bounding T5(t)
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For notational simplicity we will omit the superscript 14 here as we try to bound both 75 and T5.
Given a fixed strategy of the minimizing player one can treat the best response computation objective

as a RL policy optimization. Let ,uI denote the best response to 7, at t. We will use the following
leafing here inspired from Zhao et al. (2025b). Let ") := fiy.;, @ pJL 1.7 denote the concatenated

policy that plays /i for the first & steps and then executes x! for the remaining steps. Again we drop
the subscript ¢ here for notational simplicity. Consider the term

Ty = Vi (s1) — Vi*(s1)

(h+1)

H—-1 *)
=V (s) -V ().
h=0

Inga

For any policy pair (1/,v'), h € [H], let dﬁ/’”l denote the state distribution induced at step A when
following the policy (¢, v’). Under the event & N £7, we can bound each I, as follows

(1) (h+1)
Ihy1= E [V}:L-s—l (snt1) = Vi (5h+1)}
shiandl,
i . .
= E E [QZ+1(5h+17 i1, Jht1) — 5KL(,UL+1("5h+1)||Nref,h+1('|5h+1))]

spy1~dyly ih+1~u£+1('|sh+1)
Jh+1~Vh41(-[Sh1)

T . . ~
- E  E [QZ+1(Sh+17'Lh+1a]h+1) - BKL(,U'h-H('|3h+1)||Uref,h+1('|3h+1))}
snprrvdily tha1~Eng1(lsh+1)
jh+l~l’11+1("sh+1)

()
< g1 + ~ :
<p E ' E Qpr1(Sht150n+1, Jnt1)
Shy1r~vdhl) Jh+1~Vht1 ([Sht1)
Tht1~fn+1(c[Sht1)
2
f . .
— Qh 1 (811, Zh-‘rla.]h-H)] > ] (78)
1 + . . ut . . 2
<p E  E (Qh+1(8h+1,lh+1,]h+1) - Qh+1(3h+171h+173h+1)> :
shyr~vdiy ) Ghpr~Angr(lsn1)

Jht1~Vht1(c|Sht1)

Note that here (77) follows from the fact QZ:L;(S,Z.,]') = Qﬁxrl)(s,i,j) = rpy1(s,4,7) +

Puii Vi o(s,iy 1) = QUy(s,4,5) ¥(s,i,5) € S xU x V,h € [H]. Eq. (78) comes from (for
Qz_i_l(ShJ,_l,ih_Arl,jh_A'_l) > Ql}tll(sh+17ih+l7jh+l)) Lemma F.3 and the same analysis used for

bounding the term 77 (see eqs. (37)-(45)). Here Q‘Zl_l(Sh_A’_l’ -,+) will be mapped to A(-,-) and

QZH(S;LH, -,+) to AT(-,-) from the matrix games section. Let ap 1 = (ips1,Jne1), NOW using
Lemma F.3 we have

. . i . .
0 < Q1 (Shatying, Jnr1) — @hy 1 (Shatsine1, ns)

i . .
= E (Vhtz(sh—&—Q) - Vh#+2(5h+2)) + e 1 (Snt1,ingns Jnr)
Sh+2‘sh+l7ah+l

+ . .
E ] ~ E (Qh+2(sh+2alh+253h+2)
Sha2|Sht1,an41 iht2~iny2(-|shy2)

Jnt2~vhi2(-|shy2)

— BKL(fint2(-|sh+2) || thret,nv2(-[8n12)) + 5KL(Vh+2(‘|Sh+2)||Vref,h+2('|8h+2))>

i . .
- E E (QZ+2(Sh+2, iht2,Jht2)

Sh+2|Sh+1,an41 ih+2"‘lt2+2('|8h+2)

Jht2~Vhi2(-|Sht2)
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- 5KL(MIL+2('|5h+2)||Mref7h+2('\8h+2)) + 5KL(Vh+2('|Sh+2)||Vref,h+2('|5h+2))>

+ et (Shas iha1s Jht1)

T

Jr . . ll/ . .

< E _ E {Qh+2(3h+2alh+2a3h+2) - Qh+2(3h+27lh+27]h+2)}
5h+2‘5h+17ah,+1 1h+2~#h+2("5h+2)
Jht2~Vhta(-|shi2)

+ el (Shots insts nt1) (79)
<.
i H
<EY e Z ey (s, ik;jk)] -
k=h+1
Here Eﬁ:ﬁhahﬂ denotes expectation with respect to the law of s ~ fi,v|sp41, ap+1, that is, the

distribution of s induced by policy (fi, ) when starting from state sp1, taking action aj1 at
step h + 1, 4, ~ fig(-|sk) and jr ~ vg(-|sk) for k > h + 1. Here e;(sh,ih,jh) is the Bellman
error of the optimistic Q function and the Bellman error of Q“t(sh,ih,jh) = r1(Sh,h, Jn) +
Pth“_:l(sh, in,jn) is zero. Eq. (79) follows by lower bounding the second term by swapping

;L;fl+2(~|sh+2) to the policy fin42(-|sp+2) since
ML+2('|5h+2) =
T . .
arg = max E (QZ+2(Sh+272h+2,3h+2) - ﬁKL(M;z+2('|Sh+2)Huref,h+2)) :
/"h+2(‘|sh+2) ih+2NH;L+2('|5h+2)
Jht2~vnt2(c|sht2)

Thus we have

H 2
-1 v + . .
Ih1 <P E P _E E.|S}L+1,ah+1 Z k (ks ks Jk)
Sh+1"’dh,l§_1 74‘)7/+1~th+1('|5h+1) k=h+1

Jht1~Vhg1(-|Sht1)

H 2
—1mpit, E + : .

S 6 ]E'u/y ek (Sk77’kajk)
k=h+1

Here EA" is used to denote sj, ~ dﬁ:’”, ir ~ fu(-|sk) and jg ~ vk (+|sk). Thus we have

H-1 H-1 H 2
Ty=) I <p Y EM ( > e:<sk,ik,jk)> : (80)
h=0 h=0 k=h+1

Step 2: Bounding Tét)

Similar to bounding T5 we leaf the policy in the following. Let (") = fi1., ® jp4 1.5, we have

Ts = Vi'(s1) — V{(s1)

H-1
=3 v ) - ). 81)
h=0 A
We can write J;, (h =0,--- , H — 1) as follows
Jp = E V,fﬂﬂ)(sml) - Vh‘ﬂ) (shH)]
snparvdy )
= E E [Qh 1 (sht15in41s as1) — BKL(fng (-8ng1) | ttre i1 (-5041))]

sh+1~d$~ti’1 ihp1~fint1 (-Isht1)
Jn4r~vhyr(-[snt1)
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- E E (@1 (htyingts ng1) — BKL(ttn1 (1) | ret,hr (1shg)) ]
shyrmvdiy the1~ B4 (]Sh)
Jhr1~Vhi (-lshyt)

(82)

Note that here eq. (82) follows from the fact Q’,fbi:;(sn,j) = Q’,ﬁ:ﬁl)(s,i?j) = rpp1(s,4,7) +
PriVio(s,4,5) = Qh1(5,4,5) V(s,4,5) € S xU x V, h € [H]. Now under the event £ N &7,
3T € [0,1] such that, for

g1(shy1) =" E [( E [QZH(SHu iht1, Jh+1)

ihpr~pg o (1sht) Jht1~Vhg1(-|Shi1)

2
— Qpi1(sny1, ih+17jh+1)‘| ) ] ;

and

g2(shy1) == E E Q1 (Sha1sins1, hs)
ih+1~,u1;+1(-|sh+1)

Jht1~Vht1(-[Sht1)

2
— Q1 (Shy1, ih+17jh+1)] ) ] .

we have

< E [91(sh41) + max{gi(snt1), 92(Snt1)}] - (83)

v
spy1~dy))

Here eq.. (83) is obtained using the same arguments as the matrix games section, specifically the
first way of bounding 75 (see eqs.(47)-(51)). Here we can map eq. (82) to the eq. (47) specifi-
cally QZH(shH, -,+) can be mapped to A(,), QZ+1(S}L+1, o) to AT(-,-) and Q1 (Sht1,-,-)
to A(-, ) from the matrix games section. The policy i}, , 1 (+|sn+1) is the optimal best response to
Vh+1(-|h+1) under the reward model Q] (|sn+1) (1}, 41 := p(Q", v), see Proposition F.1) where

Qh1 (Sn415in41, n1) = TQpyr (shats ingt, dnrn) + (1= T)QF y (shi1, g1, dnta)
= Qpy1(Sht1,Th41, Jnt1)
+(1-0) (QZ+1(8h+17ih+1’jh+1) — Q1 (Sht1sint1,n+1))

Now using Lemma F.4 we have

1 . .
g2(sny1) < 4B E 4 E QLl(ShH, iht1,Jh+1)
i1~y (lsnr1) Jht1~Vnt1([Shy1)

2
— Qi1 (She1s ih+17jh+1)‘| ) ] .

and thus
Tn <587 i E E QZ+1(Sh+177;h+17jh+1)
snpr~ediny insr~pig g Clsngr) | \ Gr1~ha Clsatr)
2
— Qpi1(Sht1, ih+1»jh+1)] ) ]
<5871 + - : A . ) 2
<58 E E (Qr 1 (Sha1sing1s Jnr1) — Qi1 (Sha1s int1, Jnt)) | -

i, . r
shp1~dp Yy ihg 1~ 1 (Sh41)
Jht1~Vht1(-|Sht1)

Note that this is the exact form we obtain while bounding the term 7% and using the same arguments
(55)-(57) one can show that the term is maximized at I' = 0 and we have u% 11 = itn+1, specifically
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Qb1 (Shg1, -, ) will be mapped to A(:, -),762;“(5;#17 ) to AT, QF iy (Shgt, -, +) will be
mapped to Ar(-,-) and Q, 1 (Sh41, ) to A(-,-).
_ . . — ) ) 2
Jh<H87"  E K [(QLl(ShHJHLJHl) — Qi1 (Shi1yingr, jnr1)) } :
Sh+1"’d‘1:1:1 74‘h+1"’l1fh,+1('|5h+1)

Jh+1~Vh41(¢[Sh1)

(84)
Let ap+1 = (4h+1,Jn+1), using Lemma F.3 we have

0 < Qyy(Snt1sint1s dnt1) = Qnoa (s ing, ) (85)
- I (Vifa(sn42) = Viga(sniz))

3h+2‘5h+17ah+1

+ep (Shatsingts dne1) — Eng1(Snet, ing1, jns)

+ . .
E ~_E (Qh+2(5h+2, iht2,Jh+2)
Sh+2 \Sh,+1 sAh+1 Zh,+2~#h,+2('|8h,+2)

Jnt2~vnt2(c|sht2)

— BKL(fing2(-|sn+2) | thret,nr2(-|sh12)) + 5KL(Vh+2('|Sh+2)IIVref,h+2(-|Sh+2))>

- E _ E (Qnr2(shr2,int2, nt2)
Sht2|Sh41,an41 ihpa~pini2(c|shi2)
Jnt2~Vhi2(c|shy2)

— BRL(pnr2(-|8ny2) et nr2(-|sn12)) + BKL(Wni2 (- sny2) Vet nia(-[sny2)))
+ €Z+1(Sh+17 Tht1y Jht1) — €nt1(Sht1s Tht1, Jht1)
< E E [QZ+2(5h+27 iht2: dnt2) — Qpyo(Shi2,ins2, jnya)]

Sht2|Sht1,0n41 thpa~fint2(-|Shi2)
Jht2~Vhi2(-|shi2)

+ e 1 (Shetsins1s Jag1) = €1 (Sht1s ihgt, 1) (86)

S .
~ H
<SEV e > el (skoins n) _ek(3k7ik7jk)]
k=h+1
" H
i, + . . i, — . .
< (E{J‘SI:L+17ah+l [ Z ’ek (sk’lk’]k)’ +Eﬁsl:l+1,ah,+1 [ Z |ek(sk’lk’1k)|‘|>' &7)
k=h+1 k=h+1

Here eq. (86) follows from lower bounding the second term by swapping the policy p by /i since 1
is the maximizer under Q(-|spt2)

N;L+2('|5h+2) ih,+2~#;—b+2('|5h,+2)

pnt2(c[Sh+2) = arg  max E (Qh+2(5h+2a iht2, Jnt2)
jh+2~yh+2(' ‘Sh+2)

— BKL (442" |Sn+2) ||Mref,h+2('|3h+2))>

Thus combining equations (84) and (87) we have

H
JW<567 B E BN | 2 16k (ki)
snyrrdiy) i1 ~Ang1([sn1) k—ht1
Jht1~Vh+1([Sh41)
H 2
+ > |ek(5k,ik7jk)|]> ]
k=h+1
H 2
< 58T'EMY <Z lex (ki Ji)| + [ex (3k7ik7jk)|> : (88)
k=h
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Here EA" is used to denote sj, ~ di"”, ij, ~ fur(+|sx) and ji ~ vi(-|sk).

Step 3: Finishing up

Define
Sho= A+ > (ST ik dn) sk ih d7) T
TEDttl
She =M+ > sk in.an)e(shin.g7)
TG'D;_l

H

. : _ + _—t—1 R (N S R R
By defining the filtration F;_ —O’({’Tl )T }lzl),whereTt = {(sm,zh’t,jh’t,rh,t,sh+17t)}h:1

H
and 7, = {(s;t, Utr It Thot Shat t)} as defined in algorithm 2, we observe that the random
’ h=1

variable ZhH 1 ‘

( ;{t, Uht> Jn t) H ') , 1s F; measurable while the policies ji; and v; are F;_;

measurable. Now let £ denote the event

fut vt ; ; 2
&s :{;E“ };|¢(5h7zha]h)|(§;;t)1]

T H ) 16
<333 i)y o (5) )
t=1 h=1 (Zh,t)
Then choosing A\ = 1, P(&) > 1 — §/8 using Lemma D.2 with R = H since

Zthl Hqﬁ(sh,ih,jh)H?EL)_l < H by assumption 1. Now under the event & N & N E (W.p.

at least 1 — §/4), combining equations (80), (81),(88) and bringing back the ¢ in the superscript we
have

(137 + 13"

] =

1

T H H 27
ﬂ_l ZZ (5]Eﬂt7Vt (Z ‘ek t Sknlkajk)‘ + |Ek,t (Sk>ik7jk>|>

=1 k=h

~
I

IN

~+
>

—

H 2
+ EFeve (Z ‘e;t (8k» ik, Jk) ) )
k=h

T H H 27
<Y (51Eﬂm (Z 21t (ks ires i) + U1 (sk,z’k,jk)>

t=1 h=1 k=h

H 2
+ EPo (Z i (s, z‘k,jk)> ) (89)
k=h

T H
— v . . mse . . 2
733 (870 o) 957 G50

t=1 h=1

IN

+ B {(bh,t (sh,ihyjh)f] )

H
ZEuf,uf [W) sh,Zh,Jh)Hz } o0

=1

1
< 3B d?HS log( 6dT

Fqi

~
Il
-

>

16dT ul
< 3B d°HE log< ZE““” {||¢> sh,zh,yh)ll(2+ )1] 1)

=1

Fqﬁ

-
Il
—

>
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T H
16dT 2 16
< —1 32 176 § : § : + s+ st -
< 203[3 d°H log ( 5 ) (t_l (h_l H¢ (Sh,t’zh,t"]hyt) H(E;t)_l> + 4H10g ( 5 ))
92)
< B d*H log (16§T> log (T;— 1) . (93)

Here we use Corollary F.1 and Lemma F.1 to obtain eq. (89). Eq. (90) can be derived for some
universal constant c3 by substituting the expressions for b}ml)sf(sh7 in, jn) and by, ((Sp,n, jn). Eq.

-1
(91) relies on the identity ¢ = 3, + 3, which implies that %} < (S7,) . Eq. (92) from
event &. Eq. (93) follows from the elliptical potential lemma (Lemma D.6). One can similarly
bound the term Zthl (T7(t) + Tg(t)) (w.p. 1 — d/4) to obtain

T
Regret(T) = Z DualGap (s, v¢) < O (6‘1d3H7 log? <d§>> w.p. (1 —5/2).

t=1

F.3 PROOF OF THEOREM F.2: REGULARIZATION-INDEPENDENT BOUND
F.3.1 REGULARIZED SETTING

For simplicity we again fix the initial state to s;, extending the arguments to a fixed initial dis-
tribution s; ~ p is trivial. Recall the dual gap can be decomposed as DualGap(u¢,v:) =
T5(t) + Tﬁ(t) + T7(t) + Tg(t) as per equation (76). We will bound the terms Ts(t) and T 6(t) and the
remaining terms can be bounded similarly

Step 1: Bounding Tét) Let ;LI denote the best response to v; at time ¢. We shall omit v, in the
superscript of @) for notational simplicity. Then under the event £ N 7 we have

T = VI (s1) — Vi (s1)

T . .
= E {Qlft (31711,]1)} — BRL(] (- lls1) | teer 1 (1l51))
ivopd (ls1)
Jirove(¢]s1)

B Qi) = BRLG Gl e )
t1~ 1, e (]S
Jirove e (+]s1)

E Q1 (s1,i1.51)] — BRL(u] ,(-ls1) lpteer (]]51))
irrepd 4 (-ls1)
Jirovie(tls1)

IN

LB QR ] - LGl () | 08
t1~p1,e(S1
Jirvae(+ls1)

< QT (s1,11,51)] — E {Qlft (517217J1)} (95)
il""ﬁfl,t('lsl) 7;1~ﬂ1,t('|51)
Jirovi,e(+ls1) Jirovi,e(¢ls1)
= E [PLVy(s1,01,51) ] — E {P1V2’f£(817%1,]1)}
ir~fin,e(-]s1) iyrvjine(+]s1)
Jirova,e(¢ls1) Jirovie(tls1)

+ E [eit(slailvjl)]
i1~p,e(cls1)
Jirovie(-s1)

= P |V3h(s2) = Vi (52)] + B [ef (s1,1,50)]
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— Eﬂt,l/t

H
Z 6;11—7t(sh7 ih, jh)] ) 06)

h=1
Here eq. (94) follows from optimism (Lemma F.3) and eq. (95) follows since fi1 ¢(-|s1) is the
optimal policy under Q7 (s, -, ).
Step 2: Bounding Tét)
We have

Tg! =V (s1) = VI (s1)
= VI (1) = Via(s1) + Via(s1) = V" (s1).

T 70
Here we again omit v, in the superscript for notational simplicity. Under the event & N &7, the term
TG(Z) can be bounded as follows

Ty = VI (51) = Vie(s)
= B [@f (511,50 = BKLGiLCllsy)l e (1)

i1~vjin,e(]s1)
Jir~vie(lsy)

- E (@1, (s1501,51) ] — BKL(a e (-lls1) | trer, 1 ([l 51))
241~,u1,f,(('|\31))
Ji~vae([S1

o [QT (5151, 51)] — BRL(fan, ([ 51)] | arer,1 (-]|51)) —
l_1~u1,t((-‘\81))
Ji~vie(-]S1

IN

[Q1,¢(s1,71,51)] — BKL( (-lls1) | et (-] 51)) o7
i1rvily, t(( “Sl)
Jirovee(f]s1

= E [Qit(slaihjl) _@1,t(81’i17j1)] . (98)
i1~vfin,e(]s1)
Ji~ova,e(ls1)
Here eq. (97) follows by upper bounding Q‘f ‘ by th using optimism (Lemma F.3) in the first
(positive) term and lower bounding the second (negative) term by switching the max players policy
to fi1,.(+|s1) since

fi1(+[s1) = arg max [Q1.¢(s1,71,51)] — BKL(p (-l s) | ptrer,1 (-]l 51))
wa(cls1) ip~oph t( |s1)

Jirovi e (v]s1)
is the optimal policy under @M' Under the event & N £7, we bound Tég) as follows

T = Vi) = VI (s1)

= [Q1 (51,41, 1) — Q" (51,41, 71)]
i1rvp, t( [s1)
Ji~va, t(-[s1)

‘ [QF (51,11, 1) — @y 4(s1,11,1)] (99)
i1~ (+]s1)
Ji~vre(¢lse)

 E [Q1 (5171, 71)] — BRL(pn,o(-l|s1) || arer, 1 (][ 51))
Z(1~#1,t€'|\51§
Ji~vae(t|s1

IN

- (‘ )ru s1,01551)] = BRL(p1,e ([l s1) | ptrer 1 (+]|51))
i1~pn,e (0] s1
Ji~va e (+]s1)
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<, JE Q7o) SKLG ) 1)
1~ p1, (]S
Ji~vae(¢]s1)

- [Q1(s1:01,51)] — BRL(1,e (- [[s1) et 1 (-[l51)) (100)
i1~fi, t( [s1)
Ji~vie(clst)

= [QF (51,1, 51) — @y (51,11, 41)] - (101)
t1~p1,e(S1
j1~y1,t('|31)

Here eq. (99) follows from Lemma F.4 and Lemma F.3. Eq. (100) follows by upper bound-
ing the first term and lower bounding the second term by swapping policy p:(:||s1) by f(-||s1)
since /iy ¢(+][s1) is the optimal policy under Q7 ,(s1,,-) and ju(+[s1) is the optimal policy under
@Lt(sl, -, +). From equations (98) and (101) under the event & N 7, we have

<2 E o [Qf(s1i151) = Quylsisin, )]

11’\‘#1 t(+[s1)

Ji~vie(ls)

) H

<2 (]E““”t lz ‘eit(smih,jh)‘ > |6h,t(8h,ih7jh)|]> . (102
k=1 h=1

Here eq. (102) can be obtained using the same steps used in obtaining equations (85)-(87).

+ Efitve

Step 3: Finishing up

By defining the filtration 7,1 = o ({r;",7; }{Z] ). we observe that the random variable
H +

> oh=1 H¢ <5h,t7lh,t’]h,t>’ (zt,)

able. Now let £ denote the event

T H
£ = { ZEﬁt,w lz lo (Sh7ih7]’h)“(zf;t)1‘|
t=1 h=1 |
P 16
gzgmwmm@wwm@”
— h,t

is F; measurable while the policies ji; and v; are F;_; measur-

Then choosing A = 1, P(&) > 1 — /8 by Lemma D.2 with R = H since
Zh 1 \|¢(sh,zh,jh)\|(2+ ) < H by assumption 1. Now using equations (96) and (102) under

the event & N E7 N Ey (w.p. 1 — 6/4) we have

ET: (78 + 1)

t=1
T H } H
<3 (s | fetton )| 255 |3 ol
t=1 h=1 h=1
T H H
sz(sﬂww > (@bns (snoin.gn) + 2055 (snoin, gn)) | + 2E82 [Zb‘il?f (sh,zh,mD
t=1 h=1 h=1
(103)
T H
< cadH” log( )ZZEM (16 (st )1 | (104)
t=1 h=1
T H
2 ~t7Vt . .
< cadH log( 5 )ZZE“ [|¢(sh,zh,]h)|<2;t)1] (105)
t=1 h=1
el 16
< 2c,dH? log( ><;};"¢(sht,zht7jht>” [y A log (5)) (106)
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H T
16dT 2 16
< 2e0dH? Jlog (=5 ) | S22 |0 (sitavitondite) || o o+ 48 V08 (=
0 h=1 t=1 (=5 4
/ 16dT 1
< cydH? [log (6?) (\/dTlog(T +1) +4log (;)) : (107)

Here we use Corollary F.1 and Lemma F.1 to obtain eq. (103). Eq. (104) can be derived for some
universal constant c4 by substituting the expressions for b7°7 (sn, in, jn) and by, (S, in, jn). Eq.

(105) uses the fact 3, ; = Zit. The bound in (106) follows from event &. Eq. (107) follows from
the elliptical potential lemma (Lemma D.6). One can similarly bound the term Zthl (T7(t) + Ts(t))
(w.p. 1 — §/4) to obtain

T

Regret(T') = » _ DualGap(, v1) < O <d3/2H3\/f log (‘?)) w.p. (1—0/2).

t=1
F.4 PROOFS OF SUPPORTING LEMMAS

F.4.1 PROOF OF LEMMA F.1

Using Lemma D.8, with the covering number bound in Lemma F.10, B; = H (from Lemma F.6),
L =2H./2dt/) (from Lemma F.9), Bs = 0, we have with probability at least 1 — §/16,

2

Z Snt [Viere (Sher) — PaVis1,e(sh,ih. 98]

TED—1 n-1
h,t

d 2t + A SH/2dt 16 32t2¢2

<4H?|=1 log | 14+ ——— log | — .

< [20g< X >+dog<+ N )—i—og(a)]—i— \
Choosing A = 1 and € = \/ZiH/lf, we have
T X7 T T T 16T
D One [Vasrs (i) = PiVina(shoingn)] | < iV, log (== ) (108)
TED—1 n-1

",
for some universal constant Cy > 0. Since r4(s,,7) + PaVii1(s,4,4) € [0, H — h 4 1] from
Lemma F.6, and Q;, ;(s,%,j) = Ip((On,¢, #(s,,7))), we have
|@ni(s:3:5) = 7a(s,4,5) = PV (s, i, 5)|
< [(On.e: 6(5,3,5)) = rn(s,4,5) = PaVasa(s,3.5)| (109)

Now let 7% = (u*, v*) be the nash equilibrium policy of the true MDP, and 9;{* be its corresponding
parameter, whose existence is guaranteed by Lemma F.§, we have

07 =St | Y tnrth M| 05 =50 | DD Gnr(rhs + PV ) + A0
T€ED:_1 TEDL 1
(110)

Also recall

gh,t = E}:’}g Z ¢}L,T [T}L,T +Vh+1,t(37};+1)} .
TED:—1

Using the above two equations we have

Ora =07 = S0t 3 D O [Visralshn) = PaVisa (57, )| = MF
TED_1
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= A 07 4500 D bnr [Vasre(shin) — PuViera(sh 7. 57)]
——

T€Dt—1
P1
p2
500 0 O [Pa (Vusra(sh i 0) = Virta ki) )] (a1
T7€D;—1

p3

Assuming eq. (108) holds (w.p. 1 — §/16), one can bound the terms as follows:

(6057, ), pa)l = |65, 7. 1), AT 267 )|

< Ao

s-1 H(b(s’lv.?)llxglt S 2H v d)‘ ||¢(8’27])||E;1t ’ (1123)
h,t v v

16T
o(svi )l < €V, 1o (157 ) (o1, )1 (12b)

Here eq. (112a) follows from Lemma F.8. We use the result from eq. (108) to obtain upper bound
in eq. (112b). Lastly we have

<¢(S,i,j)7p3>

=<¢<s,z’,j),zh; S one [P (vhﬂ,t(s;,iz,j;)—Vfil(s;n;,j;))D

TE€D 1

= <¢(57i?j)a E;:é Z Onr(Pn-)" [/ (Vhﬂ,t(sl) - V}Zil@’)) dw(Sl)} >

TED 1

= (6tsvi). [ (Tl = V1)) o))
3 (06030, Zt [ (Vo) = Vig () o))

=Dy (Vthl,t - V;ZL) (5,4,7) = A <¢(37i7j)7 Z;;%/ (Vthl,t(S/) - Vhﬂ+*1(5/)) d¢(3/)> :
Thus

‘<¢(57i7j)7p3> - Ph (Vh+17t - V}:il) (Sa ’La])‘

— Aot Bt [ (Pronats) = VL) i) )|
< 2HVA||6(s, i, )52 (112c)
Here eq. (112c) follows from Lemma F.6 and Lemma F.5. Now

(On,t 8(5,4,5)) = ra(5,%,7) = PVt (5,4, )

= O (5,30 = Q (5:123) = P (Viwr = Virk ) (57..)

= (8(5,3.9). 00 = 05 ) = P (Vi = Vit ) (s.7.)

i

<¢(57i7j)7p1> + <¢(5ai7j)7p2> + <¢(Sa iaj)ap3> - Ph <Vh+1,t - Vhﬂ-;1> (5727]) (113)
Using the equations (112a),(112b), (112c), (113) we have

- . . = . / 16T .
|<9h,ta¢(3az7j)> - Th(S,Z,j) - P’LV}L+1(S717])| < Cl\/;iH IOg <5> ||¢(Sazv.])||2;1f
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for some universal constant ¢c; > 0. Using eq. (109) completes the proof
|Qh,t(svi»j) - Th(S,’L.,j) - PthJrl(sa Za])’ S |<§h,t7 (b(svlv.?» - Th(sa Z7]) - thh+1(s7iaj)|
16T .
< eV, log (45 ) 19050951
F.4.2 PROOF OF LEMMA F.2

Using Lemma D.8 with with the covering number bound in Lemma F.10, B; = 4H 2 (from Lemma
F7), L = 4H?./2dt/)\ (from Lemma F.9) and B3 = 1y + 27; we have

2

Z Pt |:Vh—:»1,t (S}TL+1) - P}LVhtl,t(S;-uiLj;;)}

T€D: 1 -1
h,t
d 2t + A 24H?\/2dt
< 64H*|= 1o < >+dlo 14+ —
- lQ & A & eV
d 2m)? 1 2122
—0—d21og 1+8\[(772—+171) _|_10g 76 _|_3 6_
Ae2 ) A

Setting A = 1 and n; = cl\/gH\ /log (%) ,E= dHQ/T and 1y = codH? 4 /log (%), we have

> bna [Vitira (571) = PuViir (i 5 7))

T€Dt—1 -1
Rt

g CQdH2\/log (16((02 + 2;1) + l)dT) (114)

for some universal constant C'y > 0. Using the same steps as used in the proof of Lemma F.1 we
have

O, =08 = =XSd08 + 50k D bnr [Viliae(shan) = PaVilis (ki in i)
—— —

TED 1
P4
ps
-1 + T AT 4T * T T 4T
+Eh,t Z Ph,r [Ph (Vh+1,t(shrzh7]h) - Vh+1(5ha1h7]h)” .
TED -1

Pe

Assuming eq. (114) holds (w.p. 1 — §/16), one can bound the terms as follows

[(0(s..3),pa)| = [(s, . ), A5 107

S )‘ ‘ 9;{* n-1 ||¢(87Za.7)”2511 S 2H v d)‘ ||¢(Sazv])||2;11 ) (115a)
h,t T v
. 16((cy + 2¢1) + 1)dT o
(65,1.9).5)| < CQdHQ\/log( e s | CCCI PRI

Here eq. (115a) follows from Lemma F.8. We use the result from eq. (114) to obtain upper bound
in eq. (115b) Lastly using similar arguments as Lemma (F.1) we have

<¢(87i7j)7p6>
=<¢<s,i,j>,zh; > onr [P (Vhtl,xs;,iz’j;)—vh”;1<s;,iz,j;>)}>

T7€Dt1

42



Under review as a conference paper at ICLR 2026

= (Ve = Vi) (i) = A (000000, Z5) [ (W ) = VL) 0t
Thus
|(6(s.7.5),p) = Pu (Vifya = Vil ) (54,3
- ’—A <¢(s,z,y> by / (Vit1a(s) = VL () dw<s’>>‘
< 6H*VAdA [ ¢(s,1, )l 1 (115¢)

Here eq. (115c) follows from Lemma (F.7) and Lemma (F.5). Using the equations (115a),(115b),
(1150), and the fact (¢(s,,7), 07, ) — QF"(s,7:3) = (0(s.7), 05, = OF ) = (95,1, ), pa) +
(D(8,4,7),05) + (D(8,4,7), D) for A = 1, using similar arguments to Lemma F.1, we have

‘<9}—:t7 ¢(S7Z7.7)> - Th(s,i,j) - thhtl(sa 17])’

16dT
< c’dHQ\/log <5> +log (14 co + 2¢1) H¢(5;iaj)||2;1t

for some universal constant ¢’ which is independent of ¢y, ce. Since dT/§ > 1 and ¢; is a fixed
universal constant from Lemma F.1, choosing a large enough ¢; > ¢’ we have

. . .. 16dT
<9}tt7¢<s7zaj)> —Th(S,Z,j) _thhtrl(sﬂ’j)’ SC?dHQ 1Og( 5 ) ||¢(877’u7)||2 1‘

This completes the proof of lemma F.2.

F.4.3 PROOF OF COROLLARY F.1

From the definition of Q;f ,(s,4,7) = II; ((G,tt, d(s,1,5)) + b,F (s, i,j)), under event &7, we
have

‘Q;t(57i7.j) - Th(S, Za]) - PfLVhJ'._I,_l(Sa Za])’
= [T (074 05 7.0) + V37 (5,3,)) = (s,,7) = PuVi (5,7.5)

< ’<9}J{,t7¢(8327])> + bsup(svi»j) - Th(sviyj) - thht-l(saivj)’ (116)
< bzljtp(s7l .7) + bh t(s7l7j) - 2bh t(salmj) + 2bmse(3’i7j) (117)

Here eq. (116) follows since 71, (s, 4, j) + PnV,' (s, 4,5) € [0,3(H — h 4 1)?] (Lemma F.7) and
the projection operator II; whose output I, () € [0, 3(H — h + 1)?] is a non-expansive map. Eq.
(117) follows from Lemma F.2. This concludes the proof.

F.4.4 PROOF OF LEMMA F.3

Firstly we note that whenever Q; (sp,in,jn) = 3(H — h + 1)? attains the maximum possible
clipped value, the lemma holds trivially since Q) (sn,in,jn) < (H — h + 1)* (from Lemma F.7)

and Q) (sn,in, jn) < H — h + 1 (from the design of the projection operator (19a)). By convention,
we know eq. (74a) holds trivially when h = H + 1 Assume the statement is true for h + 1, then
under & N &7,

Q;(Shmihajh) _@h(shaihajh)
21 L . L .
@ (0F, 0(shyinsgn)) — Th(Shyin, jn) — PaViti1(Shsins gn) + bn(Shsin, jn)

+ 267°¢(sp, in, 3n) + Pn (V,H_l(sh,zh,jh) Vh+1(5h,ih7jh)) —en(Sh,in, jn)

> 05°% (s ins gn) + Pr (Vi (Shoins i) — Vi (Shyin, jn)) (118)
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__ mse . .

= 03" (Shy0ns Jn) + E | N

Sht1l|Shsth,Jn \ th+1~Ant1(-[Shy1)
Jhr1~vhaa ((l8hyt)

(@31 (shv1sing1, dngr)]

- ﬁKL(ﬂhH('|Sh+1)||uref,h+1(-8h+1)))

- E 1 E [@ns1(sne1singr, )]
Sha1l8hyin,dn \ thr1~pnr1(c[Shi1)
Jht1~Vht1([8ht1)
- 5KL(Mh+1('|Sh+1)||ﬂref,h+1('8h+1))) (119)
> b*(Shyin, jn)
* E E (@1 (Sha1y g1y ns1) = Qpar (Shatyinrns Jng1)] | 20,

Sht1lsnsin,Jn | tht1~pns1(-lShy1)
Jht1~Vht1(c[Sht1)

(120)

where €, is defined in (72), eq. (118) follows from Lemma F.1 and Lemma F.2, we omit the KL
terms corresponding to the min player policy (vh+1(:|sh+1)) since it is the same for both Vhtrl and
Vi1 ineq. (119), and we swap fi, 11 (-|sny1) by peni1(-|sny1) in the first term of eq. (120) and the
inequality follows from the optimality of the superoptimistic best response policy fip+1(-|Sp+1) un-

der QZ 11 (Sh+1,-,-) and vp41, and the induction hypothesis gives the last inequality. Using similar
arguments, we have

Qf (shvin, jn) — Qh (Shyin, jn)
= (0, d(snyins Jn)) = rasnsin, gn) — PaViy (shyin, gn) + ba(shyin, jn)

/

+ 2b5°° (8hyns jn) + Ph (V;:il(sh, iny Jn) = Vi1 (sny iha.jh))

mse : -
> 26, (8hyiny Jn) + E |
Sha1l8hyin,dn \ tha1~fnt1(-lsnt1)
Jht1~Vhi1(|Shg1)

[Q7r 1 (Sha1sTht1, Jnt1)]

- BKL(ﬂhH('8h+1)||Mref,h+1(-|8h+1))>

- E E {QZ+1(5h+17ih+1ajh+1)}
sht1lsnyinagn \ ing1~ph g Clsne1)
Jh+1~Vht1(|Sht1)
- BKL(NI}L+1('5h+1>”,uref,h+1('|5h+1))> (121)
> 204°°(sn, in, Jn)
+ £ E Qp 1 (She1 ihe, Jn1) — QZ+1(Sh+1vih+17jh+1)} > 0.
Sh1lSnyinsdn \ dngp1~ps 1 (lshy1)
Jh+1~Vh+1(-|8h+1)
(122)

Here eq. (121) follows from Lemma F.2, Eq. (122) follows from the optimality of the super-
optimistic best response policy fip+1(-|Sp+1) under Q;+1(Sh+17 -,-) and vp41 and the induction
hypothesis implies the penultimate expression is positive.
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F.4.5 PROOF OF LEMMA F.4

From Lemma F.3 we have QZ(Sh,ih,jh) > @h(sh,ih,jh) and QZ(Sh,i}“jh) > QZ(Sh,i}“jh).
Note that whenever we have an underestimate of Q*, i.e, Q% (sn,%n, jn) > Qp(Sh,in, jn) we have
eq. (75) hold automatically even without the 2x multiplier hence we will only concern ourselves
with the case where we overestimate Q*, i.e., Q) (sh,in,jn) < Qu(Sh,in,jn). We also note that
when Qi (sh,in, jn) = 3(H — h + 1)? attains the maximum possible clipped value the statement

holds trivially again since @}, (sp,n,jn) < (H — h+ 1) (from the design of the projection operator
(19a)) and Q4. (sp,in, jn) > —(H — h + 1)V (sp,in, jn) (from Lemma F.7). Since (by Lemma
E2)

(OF, d(shsin, jn)) +b5"F(Shyins Jn) = Ta(Shyin, Jn) +PaVitiy (S ins dn) + 2657 (hyin, jn) = 0,
we only need to prove the equation in the overestimation case where
0 < Qy (snyin, jn) = (05, d(s,4, 7)) + b ,(s,3,5) < 3(H —h +1)?,
where eq. (75) (by Lemma F.3) is equivalent to
QZ(Shv ihmjh) - @h(sha iha jh) > ah(sh; ihmjh) - Ql}Z(S}H ihv jh)a

which we do via an induction argument. We know that eq. (75) holds trivially for h = H + 1.
Assume it holds for h 4+ 1. We will show that it also holds for h.

QF (shyins jn) — Qn(shsins jn)

=07, O(shyin, jn)) — Th(Shsinsdn) — PaVy oy (Shyin, jn) 4 bu(shyin, n) + 205°° (s ins jn)
+ Pu (Vi (8o ins 3n) = Vi (Snyins gn)) — €n(snyin, jn)

> 03> (hyiny ) + Pu (Vi oy (ko ins i) — Viar(Shyin, jn)) (123)

=03 (Shs0ns Jn) + E

Sht1|Shyin,dn ( Thg1~fnt1(-|Sht1)
Jn41~vht1(-[Sht1)

(@ i1 (Sht15in41, Jnsn)]

- 5KL(ﬁh+1('|5h+1)|Mref,h+1('|8h+1))>

o E | E [Qh+1(5h+1, Z'h+1;jh+1)}
Sh41lShyinsdn \ tht1~pht1(-|Snt1)
Jht1~Vhg1(¢lSht1)

- 5KL(#h+1('Sh+1)||,uref,h+1('|8h+1))>

> by (Shyin, jn)+

E | E [Qh+1(3h+1vlh+1a1h+1)_Qh+1(5h+17@h+1ajh+1)]
Sht1lShyin,dn | thp1~pnge1(Clshy1)
Jht1~Vht1(c|sh+1)

(124)
> bR (Shyin, jn)+
E | E [Qni1(Sha1siht1, Jnt1) — Qs y (Shg1sing1s dns) ]
Sh+l‘shxlh)]h lh+1~ﬂh+l("sh+l)
Jhe1~Vhy1(Clshat)
(125)
= b3°%(Sh,h, Jn) + E (Vh1(she1) = Vi (She1))
5h+1‘5hyih7jh
= bﬁse(shvih7jh) + @h(shaihajh) - QZ(Shvihmjh) - E(‘Shaihajh)
> Q. (Shyin, jn) — Qh(Shyin, Jn)- (126)
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Here eq. (123) follows from Lemma F.I and Lemma F2. Eq. (124) swaps fip+1(-|Sh+1)
by tr41(-|Sp+1) in the first term and the inequality follows since the optimality of pol-
icy fi(-|spe1) under QT (spy1,-,+) and eq.  (125) follows from the induction hypothe-

sis (2[(Qf11(s,4,4) — Quya(s,6,0))| = |Qf 1 (s,4,5) — Qh 1 (s,4,)|) alongside the optimism

lemma (Lemma F.3) implies Qh+1(5 j) - Qh+1(s Jj) > @,H_l(s,i,j) — Qﬁﬂ(s,i,j). Eq.
(126) follows from Lemma F.1.

F.5 AUXILIARY LEMMAS

Lemma F5. If (¢/,v) = (u,,v})}L, is the Nash Equilibrium of a KL reg-
ularized Markov Game where 0 < 71} (sp,in,Jn) < L Let V}''"(s) =
B (AL sk, ) — Blog et 4 Blog MGl sy — s and Q) (si,5) =

Foref k(7|€k Vret,k(]lsk)
. (s,4,7) + E [Vh“ +’1V (s )} be the value and Q functions under this game. Then
s'~Pp(:|s,i,5)

V(s,4,7) € S xU XV, h € [H], B > 0 we have

h’ "(sn,i,7) € [0, H — h+1],

Vi (sn) € [0, H — h+ 1],

BKL (g, (- sn) | et n (-|51)) € [0, H — h + 1],
BKL (v, (-|sn) | tret,n (|s1)) € [0, H — h +-1]

Proof. We prove the proposition using induction. The statement is true trivially for h = H + 1.
Assume the statement is true for i + 1 then we have

Qi (snyind) =rhisnii)+ | E [V

8"~ Pp(+|sh,i,5)

Since V,f_;_l'/(s’) € [0,H — h] and r} (sp, i, j) € [0, 1], we have QZ/’"/(sh, i,j) € [0,H — h +1].
In addition,

Vi (sn) =
Birpif, lsn) [QZ " (shs @}j)} — BKL (pa, (-|s1) | et (-151)) + BKL (4, (- s0) [[Vret (-] sn)) -
Jovy, (lsn)

Using the closed form expression for 1}, (- | sp) (see eq. (13)) we have

J~v'(+|sn)

Vhﬂl’y/(sh) = ﬁlog (Z /Lref,h(ﬂsh) exp ( E {Qz/’ul(sh’ Z’])} /ﬂ)>

+ BKL (v} (|31 llvie(|31))
> B QU nid)] + BRL @4 Clsllviea (Clsn))

iNMmr,h('\Sh)
. ’
Jrovy (lsh)

> 0.

Here the second line uses log (E[X]) > E [log(X)] (Jensen’s inequality). Similarly, using the closed
form expression for v} (- | s,) we have

VY (s) = —Blog > vrern(ilsn) exp (_ E [QZ/)V/(Sh’i’j)} /6>

; iropg, (|sn)
— BKL (1, (-Isn) | et (1 51))
< B QU nid)] = BRL (b Clsn) e fsn)

Cirop! (¢|sn)
J~Vret,h (-|5h)

<H-h+1.
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Lastly, note that since 1}, (+|s) is the Nash equilibrium point, for a fixed v}, we have

Eiou sy | @7 (8057, 5) | — BRL(ta, Clsn) | tret,n ([58)) = B g n (- J5n) {QZ Y (Smi,j)] ,
g~y (lsn) Govy, (lsn)

which gives

BRL(, Cls) | et n (-[51)) < Byt (s [Qﬁ v (Shvivj):| = Einptrn Clsn) [Qﬁf v (sh,i,j)]

g~y (lsn) g~vy, (clsn)
<H-h+1.
Similar argument using the min player can be used to obtain SKL (v, (:|sn)||Vret,n (-|sn)) € [0, H —
h+1]. [
Lemma F.6. Let (j14,v4) = (pint,Vnt)i_, be the estimated stagewise Nash Equilibrium poli-

cies of a KL regularized Matrix Game as defined in eq. (16) of Algorithm 2. Then ¥(s,i,j) €
SxUxV,he[H] B >0 wehave

Qp.i(sn,i,4) €10, H —h+1], (127a)

Vii(sn) €0, H—h+1], (127b)

BKL (pn,t (- sn) || et n (-151)) € [0, H — h + 1], (127¢)
BKL (vp,¢ (-[sn)[[vret,n (-[sn)) € [0, H — h + 1]. (127d)

Proof. We know @, ;(sn,4,5) € [0, H — h + 1] by the design of the projection operator ITj,. And
since
(kn.e(:|s), vne(-|s)) = KL reg Nash Zero-sum(Q, (s, -, -)),

using the same arguments as Lemma F.5 one can prove equations (127b)-(127d). ]

The next lemma provides upper and lower bounds on the functions @) and V', which will be used in
our analysis. We provide loose bounds on some of these terms for simplicity.

Lemma F.7 (Range of Q, V functions). Under the setting in Algorithm 2, for any t € [T,

we have the following ranges for the Bellman target, value and Q functions for all ¥(s,i,j) €
SxUXV,he [H]andﬁ>0'

h+1 t(s) €[0,3(H )2 + (H — h)],
Th(s, J)+Pth+1t( ,j) €10,3(H — h +1)?,
Q" (s,i,5) € [-(H —h+1)%,(H — h +1)?],
Vieri(s) € [—(H —h+ 1), (H —h+1)> + (H — h+1)].

We also have for any policy ':
Qi (s,4,5) < (H — h+1)%,
Vh“ M) < (H—h+1)*+ (H—-h+1).
Proof. Here we omit the subscript ¢ for notational simplicity while proving the first two statements.
We have Q;f, (s,i,5) € [0,3(H — h)?], V(s,i,j) € SxU xV,h € [H] by definition of the
projection operator HZ (see eq. (19b)). We have
Vhtl(s) =
ol [Qf1(5,4,9)] = BRL(fint1 ([8) ] ptret,n1 (1)) + BKL(Wr1 (-18) | [trer,n1 (]5))
I~ h+1(]S
J~vht1(-|s)
= () [Qr41(5:.5)] + BRL(wh41 ([8)|[vrer,nr1 (-]s)) < 3(H — h)? + (H — h), (128)
t~pp41 (0SS
J~vnt1(-|s)

where the last inequality follows from Lemma F.6 and (19). Thus ¥(s,4,5) € S xU x V, h € [H|
we also have the target for the Bellman update

Th(sviaj) +P}Lvhtl,t(sﬂi7j) < 1+3(H_ h)2 + (H_ h’) < 3(H_ h+ 1)27
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and

‘/Ij—_&-l(s) =
E  [Qii1(54,5)] — BRL(fins1(-]8)|| e, nv 1 (-]5)) + BKL(p11 (-[8) | Vretnr1 (-]5))

invjiny1(-]s)
J~vnyi(cls)

> E (@i 1 (5,4, 5)] + BKLWp-41(-[8) Vet nt1(-]5)) > 0.
2~/”’rcf,h+1('|8)
Jrvnga(cls)

Therefore, V(s,4,7) € S x U x V,h € [H], we have
Th(sa 7”]) + thht,_l,t(svl’?j) > 0.

One can rewrite eq. (9) at step h + 1 as

th+711/t (s) =
H
B0 | ST mysiisd) — KL (o) e 55)) + BKL (vr )t (1) [ = ]
k=h+1
H
< E# oM Z (8K, %, 5) + BKL (Vg (- 5%) | Vet k(<] 5%)) |sn = S] <(H —h)*+ (H - h),
k=h+1

(129a)
where the last inequality is due to Lemma F.6. Thus for any policy 1/ we have
B (s ) = (s 6 0) + PV (s, 6,0) < (H — b+ 12,

Similarly, we have for any s € S, h € [H]:

Vi (s) =
H
B | S s d) — BKL (L) e (i) + BKL (vt e (CLs)) | s = ]
k=h+1
H
> R Z —BKL (gt (-] 55) | et o (-|55)) [sn = s | = —(H — h)*. (129b)
k=h+1
Since

Q,Zt,l/t (577/,]) = Th(Sﬂ;,j) + Pth’,L—&t-,lyt (S,Z,j)
and 1,(s,4,7) € [0,1], using (129a) and (129b), we have
QL (s,1,7) € [-(H —h+1)* (H — h+1)?].
]

This following lemma is a consequence of the linear MDP, similar results can be found in Jin et al.
(2020) (Lemma B.1) and Xie et al. (2023) (Lemma 7).

Lemma F.8 (Linearity of the Q function). Let (p¢,v4) = (s, Vnt)i_, be the estimated stage-
wise Nash Equilibrium policies as defined in eq. (16) of Algorithm 2, then under the linear MDP
(Assumption 3) there exist weights {0,"""* Y| such that ¥/(s,i,j) € S x U x V, h € [H]

QLY (s,i,5) = (#(s,4,5),04°")  and  [|0)0"| < 3H?Vd.

Similarly for the Nash equilibrium policy (u*,v*) = (u},vi)E_, then there exist weights
{04 VH | such that ¥(s,i,5) € S x U x V, h € [H]

1 i) = (Blsi ) 00 )  and [l

’ng\/&.
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Proof. From the Bellman eq. (10) we have

Q‘Zt’ut (S,’l:,j) = T},(S,i,j) + E [Vh#iiut (S/)] '
s'~ Py (-|8h,1,5)

From the definition of linear MDP (c.f. Assumption 3) we know that can set
B = wn + / Vi (s (s") < 3H?Vd,
since ||wp|| < Vdand || [ V11" (s")dap(s)|| < 2H?/d (from Lemma F.7). Similarly, we have
01" = wp + / VI (8 du(s"). (130)

Using Hf V,{jrl” (s")dip(s")|| < H+/d (from Lemma F5) we have |6/ || < 2H/d. n

The following lemma bounds the L, norms of the estimated parameters (gh’t and 9;{,1:) and is similar
to Jin et al. (2020) (Lemma B.2) and Xie et al. (2023) (Lemma 8)

Lemma F.9 (L, norm bounds). For all h € [H],t € [T], we have the following bounds on the Ly

norms.
1n,ell < 2H\/2dt/X and ||6;f, || < 4H?+/2dt/).

Proof. We have

HI)I(IHaX |x O] =[x E Z Onr [Thyr + Vie1,(Shi1)]
TEDt 1

<o S st <2 Y sl
TED: 1 TE€EDt 1 7 7

<20 || > x"Sx| | D0 ¢ Nion.| < 2H\/2dt/\

TED_1 TED 1

where the first inequality follows from Lemma F.6 and the last inequality follows from Lemma D.7.
Similarly, we have

max ’ T@;{t
lIxll=1

Ty—1 + T
= |x Eh,t Z Gn,r [Th,'r + Vh+1,t(5h+1)}
T7E€D—1

< 4H? STXTSx| | YD Gn Shion. | < 4H?\/2dt/\.

TED: 1 TED -1
here the first inequality follows from Lemma F.7 and the last inequality follows from Lemma D.7. m
The following lemma provides an upper bound on the covering number of the value functions in-

duced by the Q-function estimates in Algorithm 2 when 8 > 0. The original result for the unregu-
larized setting appears in Jin et al. (2020) (Lemma D.6).

Lemma F.10 (Covering number of induced Value function class in Algorithm 2). For some 5 > 0,
let V denote the function class on the state space S with the parametric form

~ Blog (Z il xp (B [Q(s..)] /ﬁ)) + BKL (1(-]5) i)

Sor fixed policies v, Uret, irer, Wwhere Q(s,4,5) € Q(s,4,7) and Q is a function class on the space
S X U x V with the parametric form

Qs1i.3) = Wy (87 000.105) 4 1 005,1.0) 5 10(5,1.))
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with function parameters (0| < L, Anin(X) > A and 0 < 1 < Bs, and we define I, p,)(-) =
min{max{-, ba }, Bo} where by < By are function class parameters. Then the covering number of
the class V w.r.t the Loo-norm dist(Vy, Va) = sup, |V1(s) — Va(s)| can be upper bounded as

log V- < dlog(1 + 4L /<) + d*log[1 + 8d'/2 B3 /(Ae?)]. (131)

Note that the bound in (131) is independent of (b3, B2) which are fixed parameters of the @ function
class.

Proof. We can reparameterize any function Q € Q as follows:

Q(S7iaj) = H(bg,Bg) <0T¢(Sa 7’7]) + \/¢(57ZaJ)TA¢(57’L7])> )

for the positive semi-definite matrix A = 72X ~! with the spectral norm ||A| < B2/\ (which
implies ||A||r < d'/2B3/)\ ) Let Vi(-) and V,(-) be the value functions induced by Q;(,-,-)
(parameterized by 01, A1) and Q2(+, -, -) (parameterized by 05, As) respectively, then we have

dist(Vy, V2) = sup |V (s) — Va(s)]

Blog (Z prr(i ) exp (jg (CRENN)) /6))

2

— Blog <Z Pt (i]5) exp (jIEy [Qa(s,1,7)] /ﬁ)) |

= sup
S

8,1 ~v ~v 8,1,]
< sup |(670+/oTA0) - (60+ VoTA9)| (133)

<61 =02 + V[ A1 — As|
<[|01 — Oz + V/[|[A1 — Az F,

where eq. (132) follows since log-sum-exp (log(D _, €”¢)) is 1-Lipschitz in the || - || norm (Boyd
& Vandenberghe, 2004) and eq. (133) follows since Il (3, p,)(-) = min{max{-, by}, Bo} is non-
expansive, the penultimate line uses the fact

Vo — vyl < Ve —yl,

giving us

sup [VOTA19 — VOTAx| < sup 1/I67 (A1 — A)d| < V/[A1 — Aol

lloll<1 llell<t

Applying Lemma D.1 to upper bound the cardinality of the Cy : the £/2 cover of {0 € R%|||6]| < L}
and C4 : the £2/4 cover of {A € R¥? | | A||p < d'/?B3\~'} with respect to the Frobenius norm,
we obtain

log V2 < log |Co| + log|Ca| < dlog(1 +4L/¢) + d?log[1 + 842 B3 /(\e?)].

F.6 TIGHTER GUARANTEE FOR UNREGULARIZED SETTING

In this section, we show how SOMG can achieve a tighter dependence on H in the unregularized
setting (5 = 0). The key difference here will be the fact that projection ceilings and bonus functions
for the 8 = 0 case can be chosen to have a linear dependence on H rather than quadratic dependence
when 8 > 0 (see (19) and (22)).

50



Under review as a conference paper at ICLR 2026

We begin by explaining some of the design choices in Algorithm 2 starting with the projection
operator

ITj, () = max{0, min{x, H — h + 1}}, (134a)
I} (z) = max {0, min{z, 2(H — h+ 1)} }, (134b)
II, () = min{—-2(H — h+1),max{z, H — h+ 1}}. (134¢)

and the bonus function is chosen as
b}sll’ltp(sa 7:’ ]) = bh,t(sa 7:’ ,7) + QbE,ste(‘% ia j)
with

r}rfte(saivj) = 773”¢(£7%])H2;1 and bh,t(saiaj) = 774||¢(5317])||2;1t (135)

with 13 = c5v/dH y/log (151 and 1y = c4dH \/log (154L) for some determinable universal con-
s s

stants cz, cq > 0.
Using these new design choices in 2 we have the following result.
Theorem F.3. Under assumption 3, for any fixed 6 € [0,1] and any 8 = 0, reference policies

(Lhrefy Vref) = ({’urefyh('|'>}hH:1 , {Vref7h('|‘)}f:1), choosing A = 1 and b,slﬂp(s, i,7) as per eq. (135)
in algorithm 2, we have

T
VT eNT: Regret(T) < O (dS/QHQ\FTlog <d5>> w.p. 1 —6/2.

F.6.1 PROOF OF THEOREM F.3

The overall structure of the proof is similar to the regularized case (8 > 0); In this subsection we
outline the differences that are essential to the argument and obtaining an H? dependence as opposed
to the H? dependence in regularized case.

Proposition F.2. For any policy pair (u,v) under the unregularized game where 0 <
Th(Shyin, jn) < 1 with Vi""(s) = EMY [Zkth TSk, 7)|Sn ZS] and Q" (s,i,j) =

rr(s,4,7) + E v S )] as the corresponding value and Q functions. We have
s'~Pp(¢|5,4,7)

W (sn,i,7) € [0,H—h+1] and V/*“(s,) €[0,H —h+1].

Let (pe,ve) == (Ut Vh’t)le be the stagewise Nash Equilibrium policies of an unregularized
Matrix Game ( = 0) as defined in eq. (16) of Algorithm 2 then ¥/(s,i,j) € S xU x V,h € [H],
B = 0 we have

Qni(sn,i,j) €[0,H—h+1] and Vy(sy) € [0,H—h+1].

Proof. The proof follows trivially from Bellman equations and definitions of projection operator II;,
]

Lemma F.11 (Range of Q, V functions (8 = 0)). Under the setting in algorithm 2 ¥t € [T
we have the following ranges for the Bellman target, value and Q functions for all ¥(s,i,j) €
SxUxV,he[Hland =0

Viiii(8) €0,2(H = h)] and  r4(s,4,5) + PaVyfy (5,4, 5) € [0,2(H — h+ 1)].

Proof. The proof follows from induction, the statement holds trivially for h = H. assume it is true
for h+1. we also have Q) (s, i, j) € [0,2(H — h)] ¥(s,4,7) € S X U x V, h € [H] by definition
of the projection operator (see eq. (134b)). Vhtl(s) = Einjinsr(-ls) [QZ_H(S, i,5)] €10,2(H — h)]

Jrvnsa(c]s)

and thus (s, i, j) + PaV;, (5,4, 5) € [0,2(H — h+ 1)]. n

51



Under review as a conference paper at ICLR 2026

Lemma F.12 (Linearity of the Q function (8 = 0)). For any policy (ut,vi) := (1, > Vh =1,
under the linear MDP (Assumption 3) there exist weights {054’”’; ML | such thatV(s,i,j) € S xU x
V,h € [H]

Q" (s.1.) = (0(s.0.). 04 amd |0 < 28V

Proof. The proof follows the same steps as Lemma F.8 replacing Lemma F.7 with the result from
Proposition F.2 ]

Lemma F.13 (L3 norm bounds (8 = 0)). Forall h € [H],t € [T), we have the following bounds

on the Lo norms
[0n.ell < 2H+\/2dt/X and ||6;f || < 3H\/2dt/X.

Proof. The proof follows the same steps as Lemma F.9 replacing results from Lemma F.6 and
Lemma F.7 with results from results from Proposition F.2 and Lemma F.11 respectively. [ ]

The following result is an adapted version of Lemma D.6 in Jin et al. (2020)

Lemma F.14 (Covering number of induced Value function class in Algorithm 2 (3 = 0)). Let V
denote the functions class on the state space S with the parametric form

V(s) = glngNEV[Q(s,i,j)L (136)

for fixed policies v, where Q(s,1i,7) € Q(s,4,]) and Q is a function class on the space S X U x V
with the parametric form

Qs,1:5) = MWipa,p) (07 0(s,7) +1v/6(5, )5 16(5,7.J) ) -

with function parameters 0 < L, Apnin(X) > XA and 0 < n < Bs. Also l, g, (1) =
min{max{-,bo}, Bo} where by < Bsg are function class parameters. Then the covering number
of the class V w.r.t the Lo, norm dist(Vy, Vo) = sup, |V1(s) — Va(s)| can be upper bounded as

log N2 < dlog(1 + 4L /<) + d* log[1 + 8d'/2 B3 /(Ae?)].

Note that the bound is independent of (b2, By) which here are fixed parameters of the () function
class.

Proof. Note the eq. (136) is the form value functions take when 8 = 0. The proof
majorly follows Lemma F.10. Reparameterizing the function Q class as Q(s,i,j) =
My, B,) (0T¢(5, i,7) + /(s,1, ) Ad(s, i,j)) for the positive semi-definite matrix A = 52X !
with the spectral norm ||A || < B3/\.Let V4 (-) and Va(-) be the value functions induced by Q1 (-, -, -)
(parameterized by 61, A1) and Q2(+, -, ) (parameterized by 62, A,) respectively, then we have

dist(V1, V2) = sup [Vi(s) — Va(s)|

= sup

max [E [Q1(87iaj)] - IlnEaX E [Q2(Sal7.7>]’

s i€EU jv U j~v
< Sup ]E [Ql(svzmj)] - ]E [Q2($7iaj)] :
8,1 |~V Jj~v

The first inequality follows since the max;<;, operator is a non-expansive map and the remaining
proof follows the same steps as Lemma F.10 ]

Lemma F.15 (Concentration of MSE Bellman errors (8 = 0)). Define the Bellman error of the MSE
Q function as

éh,t(s,i,j) = @h,t<s7i7j) - Th(sa Za]) - thh-‘rl (87iaj)'
Then under the setting in algorithm 2, choosing A = 1, V(s,1,j) € S x U x V, h € [H], the event

Ex0 1= {[ena(s, i, )| < mllos.i. )l = i (s.0,9) | (137)

occurs with probability at least 1 —§/16. Here 1 := c3 VdH \/log (%) and c3 > 0 is a universal

constant.
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Proof. The proof follows the same steps as Lemma F.1 replacing results from lemmas used with
appropriate lemmas from subsection F.6 ]

Lemma F.16 (Concentration of superoptimistic Bellman errors (8 = 0)). Under the setting in
algorithm 2¥(s,i,7) € S X U x V,h € [H), the event

Eur = {|(B 1 6(5,3.0)) = ra(s, i) = PaVilis(s,1,9)| < mellés, i s, = balssis) |

occurs with probability 1 — §/16. Here 1y = c4dH?\/log (%) and cy4 is a universal constant.

Proof. The proof follows the same steps as Lemma F.2 replacing results from lemmas used with
appropriate lemmas from subsection F.6 [
Note that we have an H dependence here instead of H? for the 3 > 0 case.

Corollary F.2 (Bounds on Optimistic Bellman error w.r.t. the QT function (3 = 0)). Let

e;t(saiuj) = Q;t(saimj) - ’f'h(&i,j) - thhi1(s7i>j)7

then under the event £11 for bf;tp(s, i,7) = bn(s,i,7) + 2b}“fte(s, i,7), we have
‘e;;,r,t(‘s?ivj)‘ S Qbh,t(svivj) + 2 riHL,Ste(Saivj) = bzlffp(sazv]) + bh,t(87i7j)'

Proof. The proof follows the same steps as Corollary F.1. ]
Lemma F.17 (Optimism (8 = 0)). For the setting in Algorithm 2, under the event 19 N &11,
Y(snyin, jn) € S x U x V, h € [H+1] and policy ji' € {u', i, } we have the following equations
hold

Qr (Shyin, jn) > Qu(shyin,jn) and  Qf (sn,in,jn) = Q4 (Snyin, jn). (138)

Proof. Firstly we note that whenever Q;f (s, in, jn) = 2(H — h + 1) attains the maximum possible

clipped value, the lemma holds trivially since Q’,f/ (Shyin,jn) < (H — h+ 1) (from Proposition F.2)
and Q),(sn,in,jn) < (H — h + 1) (from the design of the projection operator (134a)). Since (by
Lemma F.16)

<6:L_7¢($h7ihajh)>+bzup(5h7ihajh) 2 Th(shaihajh)+Ph‘/;:_1($hvihajh)+2 I}Tise(shaihvjh) Z 07

we only need to prove eq. (138) for the case where 0 < Q} (s, in,jn) = (0}, d(sh,in,jn)) +
b, " (Shyin, jn) < 2(H — h 4 1) which follows the same steps as Lemma F.3 ]

Lemma F.18 (Super-optimistic gap (8 = 0)). For the setting in Algorithm 2 under the event E19 N
E11, Y(8h,in, jn) € S XU x V, h € [H + 1], we have the following equation holds

2[(Q5f (snyin, jn) — Qn(Snyin, jn))| = |QF (shsin, jn) — Qh (s in, jn)| - (139)

Q% (Sh,in,jn). Note that whenever we have an underestimate of Q", i.e, Q} (Sh,in,Jjn

Q},(8h,in,jn) we have eq. (139) hold automatically even without the 2x multiplier, hence we
will only concern ourselves with the case where we overestimate Q*, i.e., QZ (Shyin,jn) <

Q1,(Shyin,jn). We also note that when Qi (sn,in,jn) = 2(H — h + 1) attains the maximum
possible clipped value the statement holds trivially again since Q}, (sp, in, jn) < (H —h+ 1) (from
the design of the projection operator (134a)) and Q/, (s, in, jn) > 0V (sp, ip, jr) (from Proposition
(F.2)). Since (by Lemma F.16)

(0, d(Shyin, )+ (shyin, Jn) = Th(Shyin, Jn) +PuVi oy (ks ins dn) +205°% (8p, i, jn) > 0,

Proof. From Lemma F.17 we have Q} (sp,in,jn) > Qp(Sh,in,jn) and Qf (sp,in,jn) >
) >

we only need to prove the equation in the overestimation case where 0 < QZ(sh,ih, Jr) =
<9,tt,q§(s7i,j)) + by (s,4,5) < 2(H — h + 1), where we need to effectively prove that

Q) (snyin, n) — Qn(snyin, jn) = Qp(shyin,jn) — Qh (s in,jn) (by Lemma F.17) which fol-
lows the same steps as Lemma F.4. [
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The proof of Theorem F.2 for 5§ = 0 follows the same steps as the 5 > 0 setting from subsection
F.3.1 using lemmas from subsection F.6 (Lemma F.15 and Lemma F.16) to bound Bellman errors
instead of Lemma F.1 and Lemma F.2, and we finally obtain

T
Regret(T') = » _ DualGap(, v1) < O <d3/2H2\/T log (‘%T» w.p. (1—48/2).

t=1

G ADDITIONAL DISCUSSION

G.1 SINGLE AGENT SETTINGS

Both OMG and SOMG can be used in the single agent setting for Bandits and RL respectively by
setting the action set (and hence even the reference policy) of the min player to a singleton. For
Matrix games this results in the same bound as Theorem 2.1.

However, in the RL setting we can obtain a tighter dependence on H. Using the same argument from
Section F.6, which applies a smaller bonus term and a projection operator with linear dependence
on H, we achieve improved regret guarantees. When specialized to the single-agent RL setting, this

gives a regret bound of min{@(d3/2H2\/T> , O(B~1d®H" 1og*(T'/9)) }
Sh = S] )

This design of bonus terms and projection operators is possible due to the fact that when the min
player action set is restricted to singleton the positive KL terms disappear and the value function (and
hence the () functions) will now be bounded between (—oo, H] instead of (—o0, c0). Specifically
for a policy 7 the value function in KL regularized RL is given by

Sp = 81 5

Thus the projection for best response () function can now use O(H) ceiling in equation (19b). We
donot need a @~ ((14c¢),(15¢)) in SOMG since the min player makes no decisions (action set is
singleton) as shown Algorithm. As a result of this the we get a H dependence in bonus term and

hence a min{@(d3/2H2ﬁ> , OB~ 'd3H® logz(T/d))} regret. This matches the best known
regret bound obtained by Zhao et al. (2025b)’ in single agent KL regularized RL

The value function in game theoretic setting is given by

H

Z Tk(sk:a Z?]) - ﬂKL(Hk("Sk)H/Lref,k:(’|5k’)) + BKL(Vk('|5k)H’/ref7kt('|5k))
k=h

Vi (s):==E

Vir(s) :=E

H
> rulsny s f) = BRL(m,([sp) I mrer (1))
k=h

G.2 EXTENSION TO GENERAL FUNCTION APPROXIMATION

SOMG can be extended beyond the linear MDPs to RKHS/General function approximation for the
(@ dunction class with local (state-action wise) optimism using standard arguments from the liter-
ature. For example to extend SOMG to general function approximation we additionally need a
standard realizability assumption (Zhao et al., 2025b; Ye et al., 2023) on the value functions class
induced by SOMG in equation 18 which we get for free in Linear MDP (From Assumption 3 and
lemma F.8) and a bounded log covering number assumption.

Beyond this the only parts of the SOMG proof that are specific to linear MDP are lemmas F.1, F.2
which define bonuses b},%7, by, ¢+ respectively and the bounding of sum of squares of bonuses in equa-
tions (93) and (107) using elliptical potential lemma D.6. Replacing these components with bonuses
used general function approximation, as done in Zhao et al. (2025b;c), extends our results to general

>The bound is adopted for linear MDP where the log covering number log(A\) grows as d” log(7") (lemma
F.10), we use 3.1, r;, € [0, H] while Zhao et al. (2025b) use .1, 4 € [0,1], translating this to our
setting gives an additional H? factor due to dependency on the square of the bonus term. d(F,\,T) =
Zthl d(Fn, N\, T) scales at dH
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function approximation settings.

Specifically the width of the uncertainty set at step h, time ¢ for (s, 4, j) in linear function approxi-
mation is specified using the covariance matrix Z/l,]l"jt(s, 1,7 Di1) = ||p(s,1,7) ||Z;{5 and the bonus

is of the form 7 - min {1,U}Zf‘t(s, 1, 7; Dt,l)} which is equal to 7 -U}Zf‘t(s, i,7; Di—1) when regular-
ization A > 1 (both b} and by, ; take this form) with 7 being a constant that depends on problem

parameters. Under general function approximation (with a function class F) the width of the uncer-
tainty set is given by (Agarwal et al., 2023; Ye et al., 2023; Zhao et al., 2025b)

e
u%??(&i;j;lpt—l) = sup \f(s,z,]) f(s',z,])| —
LIeF \/)\Jr > (f(ShyinsJn) — f'(Shsin, Jn))?

Shyin,Jn€Dr—1

where A is the regularization parameter. To obtain bounds for general function approximation we use
U,"fe? instead of Z/I,';?t to create confidence intervals in lemmas F.1 and F.2 and use eluder dimension
(Agarwal et al., 2023; Zhao et al., 2025b)

T
d(F,T) = sup Zmin(l, [L{E??(st,it,jt;Dt_l)P).

S1:T, 1T J1T j_q

instead of elliptical potential lemma to bound the sum of squares of bonus terms. Similar arguments
extend OMG to General function approximation.

G.3 DISCUSSION ABOUT LOWER BOUNDS

There are no known lower bounds for sample complexity/Regret in KL regularized games. However,
for the bandits setting, a sample complexity lower bound was presented in Zhao et al. (2025a)
(Theorem 3.6) which we restate here

Theorem G.1 (Zhao et al. (2025a)). Forany e € (0,1/256), 5 < %, and any algorithm A, there ex-
ists a KL-regularized contextual bandit problem with reward function class R with covering number

O(Ng(€)) and such that A requires at least ) (Inin(lr1 loiNR(E)7 log ZLR(E))) rounds to achieve

a suboptimality e.

For linear function approximation log N (¢) scales proportional to d (lemma D.1). Since bandits is
a single agent special case of both Matrix games (by setting the min player action set to singleton)
and Markov games (H = 1 gives matrix games), the lower bound also applies to our setting and we
note that our upper bounds obtains the optimal structure min{O(37! /), O(1/£%)} and dependency
on f3.

The best known regularization dependent regret upper bounds for KL regularized RL is
O(B~'H°d?1og?(T)) presented in Zhao et al. (2025b) which gives a sample complexity of

9] (Lfoda) 6 (Zhao et al., 2025b; Tiapkin et al., 2024) match the rates obtained by SOMG when
specialized to the single agent setting. However we remark the dependence on H and d here is not
tight. These can be potentially improved in future works using Bernstein based bonuses/reference
advantage decomposition which is commonly used to obtain sharp rates in bonus based methods for
both offline (Shi et al., 2022) and online (Chen et al., 2022) RLand games.

6”/&5 H in (Tiapkin et al. (2024) Thm. 6 Page 53) should be d(2 + (T" — 1)) (minor typo) and hence the
2
dependency will be d® instead of d2.
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