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Abstract

Non-exemplar class-incremental learning (NECIL) is a challenging task that re-
quires recognizing both old and new classes without retaining any old class samples.
Current works mainly deal with the conflicts between old and new classes retrospec-
tively as a new task comes in. However, the lack of old task data makes balancing
old and new classes difficult. Instead, we propose a Prospective Representation
Learning (PRL) approach to prepare the model for handling conflicts in advance.
In the base phase, we squeeze the embedding distribution of the current classes
to reserve space for forward compatibility with future classes. In the incremental
phase, we make the new class features away from the saved prototypes of old
classes in a latent space while aligning the current embedding space with the latent
space when updating the model. Thereby, the new class features are clustered in the
reserved space to minimize the shock of the new classes on the former classes. Our
approach can help existing NECIL baselines to balance old and new classes in a
plug-and-play manner. Extensive experiments on several benchmarks demonstrate
that our approach outperforms the state-of-the-art methods.

1 Introduction

In recent years, deep neural networks (DNNs) have achieved great success in static scenarios.
Research attention is increasingly turning to extending the learning capability of DNNs to open and
dynamic environments. An important aspect is to enable the network to accumulate knowledge from
new tasks as the input stream is updated (i.e., incremental learning [1; 2; 3]).

Whenever a new task arrives, it is costly to retrain the model with current and old data. Not to mention
that the old data is not fully available. A typical alternative is to fine-tune the network with new data
directly. However, this can lead to drastic performance degradation on previously learned tasks, a
phenomenon known as catastrophic forgetting [4; 5]. While storing exemplars of each class is a
simple approach to mitigate forgetting, it relies on the quality of saved exemplars and faces challenges
in storage and privacy, especially for sensitive domains such as medical imaging. Hence, this paper
focuses on coping with catastrophic forgetting during incremental learning without storing any old
samples, which is called non-exemplar class-incremental learning (NECIL) [6; 7].

In NECIL, a serious challenge is to discriminate between old and new classes without access to
old data. Most methods usually start considering handling conflicts between old and new classes
only when new tasks arrive. While some methods use stored prototypes to model the distribution
of old classes [8; 6; 9; 10], others extend the network structure to accommodate new classes [7; 11].
However, in the base phase (i.e., training on the first task), traditional training allows different classes
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to divide up all the embedding space, causing trouble for subsequent conflict resolution. As shown
in Fig. 1, in the incremental phase (i.e., training on tasks after the first one), with the influx of new
classes, there are overlaps of the old and new classes in the embedding space that are difficult to
discriminate. Moreover, due to the unavailability of old class samples, handling this conflict with
only new task data is intractable. Instead, we suggest addressing this issue by learning prospectively
at the feature level, which requires a two-pronged effort in both the base and incremental phases.
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Figure 1: The traditional training paradigm in NECIL con-
siders conflicts between old and new classes only when new
classes arrive and is prone to overlap. We suggest prospective
learning to reduce conflicts: (1) reserve space for unknown
classes; (2) make the newly coming class embedded in the
reserved space.

Firstly, the model should make room
in advance for the incoming classes in
the future. Thus, the space of past
classes does not need to be drasti-
cally squeezed when expanding new
classes. To this end, during the
base phase, we construct a preemp-
tive embedding squeezing constraint
to enforce intra-class concentration
and inter-class reserved separation.
Specifically, we push instances from
the same class closer together and in-
stances from different classes farther
apart in a mini-batch. It allows more
space to be reserved in the initial em-
bedding space, thus making the model
ready for future classes.

Secondly, the model should minimize
the shock and impact of the new
classes on the past classes, i.e., em-
bed the new classes into the reserved
space as much as possible. However,
achieving the desired embedding of
new classes when the old class data is
fully unavailable is difficult. Inspired
by previous works [6; 10], we try to accomplish this using prototypes (typically the class mean
in the deep feature space) saved for each old class. During the incremental phase, we propose a
prototype-guided representation update mechanism. Concretely, we use the network learned from
previous tasks to extract features from new task samples and project these features and the saved
prototypes into a latent space. In the latent space, the new class features are pushed away from the
region hosting the old class and embedded as much as possible in the reserved space with the help
of prototypes. We guide the update of the current model representation through the latent space to
reduce the shock of the new classes on the former classes.

In summary, combining the above two ideas, our Prospective Representation Learning (PRL) scheme
makes the following main contributions:

• We impose a preemptive embedding squeezing constraint to reserve space for future classes
by reinforcing intra-class concentration and inter-class reserved separation.

• We propose a prototype-guided representation update strategy that utilizes the saved proto-
types to reduce the impact of expanding new classes on old ones.

• Extensive experiments on four benchmarks suggest the superior performance of our approach
over the state-of-the-art. We also provide a detailed analys of our method.

2 Related Work

2.1 Class-Incremental Learning

Mainstream CIL methods can be roughly divided into three categories: rehearsal-based methods,
regularization-based methods, and structure-based methods.

2



Rehearsal-based methods store a portion of seen data in a fixed-size memory buffer and replay it
as new data arrives. Based on the stored data, some works use knowledge distillation techniques
to protect existing knowledge [12; 13; 14; 15], while others regularize the gradient to make more
efficient use of the stored samples [16; 17; 18]. Additionally, several works design new strategies for
memory management instead of simple random sampling. [19; 20; 21; 22]. Although rehearsal-based
methods effectively mitigate catastrophic forgetting, they are encumbered by privacy concerns and
become impractical under stringent storage constraints.

Regularization-based methods estimate the importance of different parameters for past tasks and
then limit the updating of these important parameters when learning new tasks [23; 24; 25; 26]. In
incremental learning, the storage of importance weights becomes essential. However, these methods
are encumbered by constraints on model parameters, consequently impeding knowledge transfer and
leading to suboptimal performance, particularly in long-sequence task streams.

Structure-based methods accommodate knowledge from new tasks by dynamically modifying the
network structure. Some works extend the network by assigning new parameters of different forms
to new tasks [27; 28; 29; 30]. While this approach adeptly manages extended task sequences and
sustains the performance of established classes, the linear growth of network parameters with the
number of tasks and the necessity for reasoning across multiple forward propagations pose significant
challenges. Parameter fusion [31] and selecting partial parameters for expansion [32] mitigates this
problem to some extent. An alternative is to mask part of the parameters that are highly correlated
with the previous task at the parameter level or unit level [33; 34; 35; 36]. Their performance is
limited by the backbone obtained on the first task.

2.2 Non-Exemplar Class-Incremental Learning

Recently, some works begin to focus on NECIL [8; 37; 38; 39; 40; 41; 42; 43; 44; 45; 46], due to
privacy and memory concerns [47; 48; 49], where the algorithms have no access to any past data. Li
et al. [50] combine knowledge distillation with fine-tuning in a first attempt at incremental learning
without a memory buffer. Zhu et al. [38] propose class augmentation and semantic augmentation to
address the representation bias and classifier bias caused by the lack of old task data. Yin et al. [37]
use model inversion technology to generate samples from previous tasks to alleviate forgetting. Based
on [37], Gao et al. [39] introduce relation-guided knowledge distillation to address the distributional
gap between generated data and real data.

Zhu et al. [6] combat catastrophic forgetting for the first time by preserving prototypes and augmenting
them. Yu et al. [8] address the problem of prototype outdating in the current representation space
by estimating the semantic drift of past tasks and compensating for it. Furthermore, Toldo et al. [9]
subdivide the drift into feature drift and semantic drift and compensate for both, thereby achieving
better results. Shi et al. [10] inject information about the current feature distribution into the prototype
to model the distribution of past tasks. Wang et al. [51] improve the prototype augmentation method
based on density to make the model more focused on features of the old class with low density.
Malepathirana et al. [52] use the domain information obtained from topological relations to optimize
prototype augmentation to reduce inter-class overlap. However, previous works deal with conflicts
between old and new classes only after the new data arrives and lack prospective consideration.

2.3 Embedding Space Regularization

Embedding space regularization has been extensively studied in literature [53; 54; 55; 56; 57].
Chaudhry et al. [53] first propose learning tasks in different (low-rank) embedding subspaces that
are kept orthogonal to each other. They learn an isometric mapping by formulating network training
as an optimization problem on the Stiefel manifold. Another idea is to implement orthogonality in
the gradient space. Saha et al. [58] analyze network representations after learning each task with
Singular Value Decomposition (SVD) to find the basis of the subspaces and store them in memory.
Moreover, several methods promote forward compatibility through regularization in the initial phase.
Zhou et al. [59] assign virtual prototypes to compress embeddings of known classes and reserve
space for new classes. Shi et al. [60] encourage initial CIL learners to generate representations that
are similar to those of models trained jointly on all classes. Compared to previous works, we target
CIL in exemplar-free scenarios (NECIL). We consider how to resolve conflicts between new and old
classes during the incremental phases, in addition to reserving space in the initial phase.
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3 Methodology

3.1 Problem Statement

The goal of NECIL is to continually train a unified model over a series of tasks to recognize all
classes learned so far. The data stream can be defined as D = {D0, D1, . . . DT }, where T is
the number of incremental phases. At any phase i, the training set Di consists of the sample set
Xi(0 ≤ i ≤ T ) and the label set Yi. In particular, the classes of all phases are disjoint, i.e.,
Yi ∩ Yj = ∅,∀i ̸= j. It is notable that only Dt is available at current phase t. There are no old
training sets (i.e., D0:t−1) to access or save in memory. To facilitate analysis, we represent the
model with two components: a feature extractor F with parameters θ and a unified classifier G with
parameters φ. For a comprehensive evaluation of the model, the test set at phase t includes classes
from all the seen label sets Y0 ∪ Y1 ∪ . . . ∪ Yt. At the time of testing, the model does not have access
to the task ID, i.e., it does not know from which task the test sample come.

3.2 Baseline

We adapt the paradigm of existing NECIL works [6; 7; 11; 10] as our baseline, which primarily
uses knowledge distillation and prototype rehearsal. Specifically, at the base phase (i.e., t = 0), the
classification model is optimized under full supervision:

argmin
θt,φt

Lt = Lce(θt, φt;Dt) = − E
(x,y)∼Dt

[y · log (Gφt
(Fθt(x)))], (1)

where Lt represents the overall loss function, Lce is the cross-entropy loss.

At the incremental phase (i.e., t > 0), standard fully supervised training seeks to minimize the
following objective:

Lt = Lce(θt, φt;D0:t−1) + Lce(θt, φt;Dt). (2)
However, this is especially challenging since previous training sets D0:t−1 are assumed to be
unavailable in the NECIL setting. The absence of the first term in eq. (2) leads to a bias in favor of
current classes in the feature extractor Fθt and the classifier Gφt

. To address this problem, existing
methods [38; 6; 10] adopt knowledge distillation and prototype rehearsal to cope with the bias.
Specifically, they take the frozen feature extractor Fθt−1

from the previous phase t− 1 as a teacher
and the current one Fθt as a student. A distillation term is introduced to encourage the model to
mimic the previous representation:

Lkd(θt; θt−1, Dt) =
∑
x∈Xi

∥Fθt(x)−Fθt−1
(x)∥2, (3)

where ∥ · ∥2 denotes Euclidean distance. Knowledge distillation helps maintain existing knowledge
in Fθt−1

, thus mitigating bias in the current feature extractor.

For the bias in the classifier, we use class-representative prototypes [6] to balance the optimization.
Specifically, after the training of t− 1 phase, we compute a prototype pc for each class c:

pc = E
(x,y)∼Dt−1

[Fθt−1
(x) | y = c]. (4)

All prototypes of learned classes P 0:t−1 = {pc, c}c∈Y0:t−1 are stored in memory. In each training
iteration of current phase t, existing works [6; 38; 10] augment the memorized prototypes P 0:t−1

to P̃ 0:t−1 and train the classifier jointly with the current data Dt. In particular, the prototypes are
involved in the standard classification optimization with the following objective:

Lpro(φt; P̃ 0:t−1) = − E
(p̃c,c)∼P̃ 0:t−1

[c · log (Gφt
(p̃c))]. (5)

Compared to exemplar rehearsal, prototype rehearsal is more memory efficient and privacy secure. In
conclusion, the overall loss function of the baseline can be expressed as:

Lt = Lce(θt, φt;Dt) + α1Lkd(θt; θt−1, Dt) + α2Lpro(φt; P̃ 0:t−1), (6)

where α1 and α2 are the weights of the distillation loss and prototype loss, respectively. The specific
implementation of prototype augmentation is not our focus. In this paper, we implement our approach
based on the pipeline in PRAKA [10]. Our method can be incorporated with different augmentations
and plugged into other baselines, such as PASS [6] and IL2A [38].
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Figure 2: Overview of our Prospective Representation Learning (PRL) for NECIL. (A) During the
base phase, we impose a preemptive embedding squeezing (PES) constraint to squeeze the space of
the current class in preparation for accepting future new classes. (B) During the incremental phase,
a prototype-guided representation update (PGRU) strategy is proposed to keep new class features
away from old class prototypes in the latent space, which guides the update of the current model to
mitigate the confusion of new classes with old classes.

3.3 Prospective Representation Learning

An overview of our Prospective Representation Learning scheme is shown in Fig. 2. It consists of a
preemptive embedding squeezing constraint in the base phase and a prototype-guided representation
update strategy in the incremental phase. The specific implementation of the two components is
described in the following.

Preemptive Embedding Squeezing. In the base phase (t = 0), a common training paradigm of
NECIL is to optimize the empirical loss over the training set Dt as eq. (1). Without consideration of
the future incremental learning, it overspreads the embedding space. As new classes come in, the
embedding of old classes needs to be squeezed to make room for new ones. However, striking a
balance in this process is challenging, especially without the old data. Therefore, we would like to be
proactive and reserve space for future classes by squeezing the embedding of current classes in the
base phase. Specifically, we impose a preemptive embedding squeezing (PES) constraint to cluster
features of the same class and make features of different classes separate from each other. To reduce
complexity, the PES loss is computed over a mini-batch data B = {xi, yi}ni=1 ∈ Dt, which can be
formulated as:

s =
∑

∀xi,xj∈B
yi=yj

⟨Fθt(x
i),Fθt(x

j)⟩, (7)

d =
∑

∀xi,xk∈B
yi ̸=yk

⟨Fθt(x
i),Fθt(x

k)⟩, (8)

LPES(θt;Dt) = (1− s) + λ ∗ (1 + d), (9)
where n is the batch size, ⟨·, ·⟩ denotes the cosine similarity operator. As LPES is minimized, the
first term (1− s) facilitates intra-class concentration, and the second term (1 + d) aims to reinforce
inter-class reserved separation, as shown in Fig. 2 (A). Since s, d ∈ [−1, 1), both terms are greater
than zero. The hyper-parameter λ controls the priority ratio of intra-class constraints and inter-class
constraints. Since our PES is implemented in a vectorized manner on the mini-batch, it does not incur
excessive computational burden.

With the preemptive embedding squeezing constraint, the optimization objective for the base phase
training in eq. (1) can be rewritten as:

Lt = Lce(θt, φt;Dt) + γ ∗ LPES(θt;Dt). (10)

where γ is a hyperparameter controlling the weights of loss.
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Algorithm 1 Proposed Method

input: Data streams D, Model {Fθ,Gφ}, Factors λ and γ, Projector Pϕt

1: for all phases t ∈ {0, 1, .., T} do
2: Get training set Dt

3: for minibatch B = {xi, yi}ni=1 ∈ Dt do
4: if t = 0 then
5: Compute Lt = Lce + γ ∗ LPES

6: Update model {Fθt ,Gφt}
7: else
8: Get prototypes set P 0:t−1

9: Compute Lt = Lce + α1Lkd + α2Lpro + α3LPGRU

10: Update model {Fθt ,Gφt
} and projector Pϕt

11: end if
12: end for
13: Compute pc = E

(x,y)∼Dt

[Fθt(x) | y = c]

14: Update prototypes set P 0:t−1

15: end for
16: return Model {Fθt ,Gφt}

Prototype-Guided Representation Update. In the incremental phase (t > 0), we would like to
embed the new class into the previously reserved space. The plain idea is to keep the new classes well
clustered and distanced from the old ones. To this end, we propose a prototype-guided representation
update (PGRU) strategy, as shown in Fig. 2 (B), which employs prototypes as proxies for past classes
to guide the embedding of new classes into the appropriate space. However, it is not practical to
establish a relationship directly between the saved prototypes and the new class features extracted
by the current model due to the continual updating of the current embedding space. To mitigate
the mismatch between the old class prototype and the new class features, on the one hand, we use
the frozen model from the previous phase t − 1 to extract the new class features, which has been
implemented in the baseline as shown in eq. (3); on the other hand, the new classes features and the
saved prototypes are projected into a unified latent space. Then, we construct orthogonal structures
between the new class features and the old class prototypes in the latent space:

Lort =
∑

∀xi∈B
∀pc∈P 0:t−1

|⟨Pϕt
(Fθt−1

(xi)),Pϕt
(pc)⟩|, (11)

where | · | denotes the absolute value operator, P is a projector with parameters ϕ. Similarly, Lort is
also implemented in the mini-batch to reduce computational costs. Inspired by [61], we use a simple
undercomplete autoencoder as the projector. It consists of a linear layer followed by ReLU activation
that maps the features to a low-dimensional subspace and another linear layer followed by sigmoid
activation that maps the features back to high dimensions. When minimizing Lort, it will promote
orthogonality between the new class features and the old class prototypes. By the above operations,
we would like to allow the new class of features to be embedded in appropriate positions and to keep
clustering in the latent space.

Our ultimate goal is to guide the update of the current model. Hence, we align the current embedding
space with the latent space as:

Lalign =
∑
x∈Xi

LMSE(Pϕt
(Fθt−1

(xi)),Fθt(x
i)), (12)

where LMSE is mean squared error (MSE) loss. In summary, the PGRU loss can be defined as:
LPGRU = Lort(ϕt;Dt,P 0:t−1) + Lalign(θt, ϕt;Dt). (13)

In the incremental phase, the optimization objective in eq. (6) can be rewritten as:

Lt =Lce(θt, φt;Dt) + α1Lkd(θt; θt−1, Dt)+

α2Lpro(φt; P̃ 0:t−1) + α3LPGRU (θt, ϕt;Dt,P 0:t−1).
(14)

The main procedure is summarized in algorithm 1.
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4 Experiment

4.1 Experimental Setting

Dataset. We conduct comprehensive experiments on four public datasets: CIFAR-100 [62], TinyIm-
ageNet [63], ImageNet-Subset and ImageNet-1K [64]. CIFAR-100 consists of 100 classes, where
each class contains 500 training images and 100 testing images with size 32×32. TinyImageNet
has 200 classes in total, and the image size is 64×64. Each class in TinyImageNet contains 500
training images and 50 testing images. ImageNet-1K is a large-scale dataset comprising about 1.28
million images for training and 50,000 for validation with 500 images per class. ImageNet-Subset is
a 100-class subset randomly chosen (random seed 1993) from the original ImageNet-1K. The image
size of ImageNet-1K is much larger than the other two datasets, which poses a test of sensitivity to
large-scale data.

Protocol. Following the setting in [6; 7; 10], we divide around half the classes for the base phase, and
the rest are divided equally into all the incremental phases. For CIFAR-100 and ImageNet-Subset: 1)
50 classes for base phase and 5 incremental phases of 10 classes; 2) 50 classes for base phase and 10
incremental phases of 5 classes; 3) 40 classes for base phase and 20 incremental phases of 3 classes.
For TinyImageNet, we start by training the model with 100 classes in the base phase and distribute
the remaining classes into three incremental settings: 1) 5 incremental phases of 20 classes; 2) 10
incremental phases of 100 classes; 3) 20 incremental phases of 5 classes.

Implementation details. Our method is implemented with PyCIL [65]. For a fair comparison with
[6], we adopt ResNet-18 [66] as the backbone network. The batch size is set to 64 for CIFAR-100
and TinyImageNet and 128 for ImageNet-Subset and ImageNet-1K. During training, the model is
optimized by the Adam optimizer with β1 = 0.9, β2 = 0.999 and ϵ = 1e−8 (weight decay 2e-4). For
ImageNet-1K, the learning rate starts at 0.0005 for all phases. The learning rate decays to 1/10 of
the previous value every 70 epochs (160 epochs in total) in the base phase and every 45 epochs (100
epochs in total) in each incremental phase. For other datasets, the learning rate starts from 0.001 and
decays to 1/10 of the previous value every 45 epochs (100 epochs in total) for all phases. We use
λ = 0.5 and γ = 0.1 for all datasets. Regarding the loss weights, for comprehensive performance
considerations and with reference to previous studies [6; 51], we set α1 = 10, α2 = 10, and α3 = 2
for training. We conduct our experiments on an RTX4090 GPU.

Metric. We evaluate the methods in terms of average incremental accuracy. Average incremental
accuracy AT is computed as the average of the accuracy of all phases (including the base phase) and
is a fair metric to compare the overall incremental performance of different methods:

AT =
1

T + 1

T∑
t=0

at, (15)

where at is the average accuracy over all seen classes on phase t.

4.2 Comparison with SOTA

We compare our method with the state-of-the-art (SOTA) methods of NECIL (EWC [23], LwF_MC
[67], MUC [68], SDC [8], PASS [6], SSRE [7], SOPE [11], POLO [51], PRAKA [10] and NAPA-
VQ [52]). "Fine-tuning" refers to continuously fine-tuning the network on the new task with only
cross-entropy loss. "Joint" means that when learning a new task, all data from past tasks are available
to jointly train the model, which can be considered as an upper bound of the CIL model. The results
reported for PASS are obtained with self-supervised learning.

The quantitative comparisons of average incremental accuracy are reported in Tab. 1. In comparison
with the SOTA, our method improves by 1.4% and 6.0% on CIFAR-100 and TinyImageNet datasets,
respectively. To further investigate the behavior of different methods on larger data, we also evalu-
ated their performance on ImageNet-Subset. Compared with suboptimal results, PRL achieves an
average improvement of 3.6%. The outstanding performance on ImageNet-Subset demonstrates the
reliability of our method. To provide a more nuanced view of the changes in performance of the
different methods over the course of incremental learning, we show accuracy curves for CIFAR-100,
TinyImageNet and ImageNet-Subset in Fig. 3. The accuracy of our method remains ahead as we
continue to learn new tasks. By prospective learning, our approach demonstrates strengths early on
that will be maintained and even enlarged over the course of continuously learning new tasks.
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Table 1: Quantitative comparisons of the average incremental accuracy (%) with other methods on
CIFAR-100, TinyImageNet and ImageNet-Subset. P represents the number of incremental phases.
The best performance is shown in bold, and the sub-optimal performance is underlined. The relative
improvement compared to the SOTA NECIL methods is shown in red.

CIFAR-100 TinyImageNet ImageNet-Subset
Methods

P=5 P=10 P=20 P=5 P=10 P=20 P=5 P=10 P=20
Fine-tuning 23.15 12.96 7.93 18.64 10.68 5.75 23.43 13.12 7.96
Joint 76.72 76.72 76.72 63.08 63.08 63.08 78.94 78.94 78.94
EWC [23] 24.48 21.20 15.89 18.80 15.77 12.39 — 20.40 —
LwF_MC [67] 45.93 27.43 20.07 29.12 23.10 17.43 — 31.18 —
MUC [68] 49.42 30.19 21.27 32.58 26.61 21.95 — 35.07 —
SDC [8] 56.77 57.00 58.90 — — — — 61.12 —
PASS [6] 63.47 61.84 58.09 49.55 47.29 42.07 64.40 61.80 51.29
SSRE [7] 65.88 65.04 61.70 50.39 48.93 48.17 — 67.69 —
SOPE [11] 66.64 65.84 61.83 53.69 52.88 51.94 — 69.22 —
POLO [51] 68.95 68.02 65.71 54.90 53.38 49.93 70.81 69.11 —
PRAKA [10] 70.02 68.86 65.86 53.32 52.61 49.83 69.81 68.98 63.95
NAPA [52] 70.44 69.04 67.42 52.77 51.78 49.51 69.15 68.83 63.09
PRL (Ours) 71.26 70.17 68.44 58.12 57.24 54.51 72.85 71.54 66.88
Improvement +0.82 +1.13 +1.02 +3.22 +3.86 +2.57 +2.04 +2.32 +2.93
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Figure 3: Detailed accuracy curves showing the top-1 accuracy of each incremental phase on CIFAR-
100, TinyImageNet and ImageNet-Subset.

4.3 Ablation Study

To analyze the impact of each component in our method, we perform several ablation studies on
CIFAR-100 and TinyImageNet datasets. We use the prototype augmentation technique in [10] as
eq. (5) in our baseline. As shown in Tab. 2, The first line shows the performance of our baseline model.
Our baseline is strong due to using the prototype augmentation in [10]. Even on the strong baseline
model, both preemptive embedding squeezing (PES) constraint and prototype-guided representation
update (PGRU) strategy can bring considerable performance improvements. Furthermore, the table
shows that PES plays a more central role than PGRU. This is reasonable since the space reserved by
PES for future classes is the basis for the PGRU to guide new classes to embed in the representation
space during the incremental phase.

4.4 Analysis

Visualization. To analyze the impact of PRL on representation learning, we visualize the embedding
space of 2D feature vectors on CIFAR-100 (5 phases) with t-SNE [69] in Fig. 4. Specifically, we (1)
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Table 2: Ablation study (in average incremental accuracy) of our method on CIFAR-100 and
TinyImageNet datasets.

CIFAR-100 TinyImageNet
Methods

P=5 P=10 P=20 P=5 P=10 P=20
baseline 69.25 68.52 65.93 55.04 54.15 51.65
baseline w/ PES 70.57 69.64 67.58 57.08 55.84 53.58
baseline w/ PGRU 70.36 69.23 67.17 56.79 56.05 53.16
PRL 71.26 70.17 68.44 58.12 57.24 54.51

Baseline PRL
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Figure 4: Visualization of the impact of PRL on the feature representations. Dashed circles and
arrows highlight observable differences between baseline and PRL. PRL visually concentrates the
distribution of features within classes, disperses the distribution of features between classes, and
mitigates inter-class confusion.

visualize the features of a randomly selected subset of classes from D0 (old class features) after the
base phase, and (2) visualize the old class features along with a subset of classes from DT (new class
features) after the last phase. As shown in the first row, once the training of the base phase (t = 0) is
complete, the model integrated with PRL has more tightly clustered intra-class distributions (blue
circles) and more dispersed inter-class distributions (�). Thus, more space is reserved for learning
new classes. The second row is visualized after the last phase (t = T = 5). It can be observed that
the overlap (red circles) in the baseline model increases, causing confusion between the old and new
classes. In contrast, PRL reduces the overlap between classes, making them easier to distinguish.
Moreover, the new classes are farther away from the old ones (�) compared to the baseline.

Comparison of the confusion matrix. Figure 5 compares the confusion matrices obtained by fine-
tuning, PASS [6], NAPA-VQ [52] and our PRL on CIFAR-100. The diagonal entries indicate correct
classification, while the non-diagonal entries indicate misclassification. Due to the forgetting of old
classes, fine-tuning produces predictions that are biased toward the most recent classes, showing
a strong confusion on the last task. PASS clearly mitigates this confusion but still predicts more
intensively on recent tasks. The predictions of NAPA-VQ are largely centered on the diagonal, but its
predictions are more accurate for the initial classes that appear in the base phase (the red patches are
more localized in the first half of the diagonal). In contrast, there are more red patches visible along
the diagonal and more evenly distributed in the confusion matrix of PRL, which explains the higher
average accuracy of our method compared to NAPA-VQ and the absence of a serious bias towards
either new or old classes.

(b) PASS (c) NAPA-VQ (d) PRL(Ours)(a) Fine-tuning

Figure 5: The comparison of confusion matrix of fine-tuning, PASS, NAPA-VQ and our method on
CIFAR-100 (10 phases).
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Figure 6: During incremental learning, our method shows
less performance degradation on past tasks. Meanwhile, in
contrast to other methods other methods whose performance
on new tasks declines as the number of tasks increases
or remains poor, our method shows good plasticity in the
performance of new tasks.

Plasticity and stability analysis. An
incremental learner should acquire new
knowledge of the current task for the
sake of plasticity and also preserve
knowledge from previous tasks for the
sake of stability [70; 71]. We present an
analysis of the plasticity and stability
of the different methods in Fig. 6. First,
we observe a gradual decline in aver-
age performance on past tasks during
incremental learning. This is rational
because experiencing more tasks also
results in heavier catastrophic forget-
ting. Nonetheless, our method exhibits
better stability due to less degradation
and consistently superior average per-
formance on old tasks. Then we turn
our attention to the current task and
also found a performance degradation
as more and more tasks are learned. This corresponds to a gradual reduction in plasticity since tasks
are sampled uniformly from the set of possible tasks, which is consistent with observations from
previous studies [72; 73]. PRAKA [10] starts with good performance, but its plasticity degrades as
more tasks are learned. NAPA-VQ consistently performs poorly on the current task, which is also in
line with the results in Fig. 5. Remarkably, PRL maintains a good performance on the current task
and has yet to show a visible decline. In general, our method achieves a better trade-off between
stability and plasticity.

5 Conclusion and Limitation

In this work, we consider the conflict between old and new classes in NECIL from a prospective
view. In the base phase, we construct a preemptive embedding squeezing constraint to reserve space
for future classes by enforcing intra-class concentration and inter-class reserved separation. In the
incremental phase, we propose a prototype-guided representation update (PGRU) strategy, which
reduces the impact on the old class during model update by keeping the new class embedding away
from the old class prototype. In cases where exemplars cannot be saved, waiting until the conflict
arrives could exacerbate the problem, and we offer a novel solution. Through extensive experiments
on four public benchmarks, our method exhibits excellent average performance and can provide a
good balance between stability and plasticity. However, since the number and distribution of unknown
classes cannot be predicted, how to rationally allocate the space of base classes in prospective learning
is open to further discussion.
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A Appendix / supplemental material

A.1 Detailed Description of the Accuracy Curve

To facilitate comparison of future work with our method, we provide detailed values of the accuracy
curves in Tab. 3, Tab. 4 and Tab. 5, where ’A’ represents the CIFAR-100 dataset, ’B’ represents the
TinyImageNet dataset and ’C’ represents the ImageNet-Subset dataset, respectively.

Table 3: Detailed values of accuracy under the setting of 5 phases.

PhaseDataset 0 1 2 3 4 5
A 82.80 75.65 72.10 68.26 65.52 63.44
B 66.58 60.58 59.04 57.14 54.10 52.13
C 84.52 77.90 72.32 69.72 67.16 65.44

Table 4: Detailed values of accuracy under the setting of 10 phases.

PhaseDatasets 0 1 2 3 4 5 6 7 8 9 10
A 82.80 78.76 74.90 73.18 70.71 69.53 67.35 65.36 64.90 63.24 61.71
B 66.58 62.75 61.02 58.83 58.57 56.73 56.34 54.79 53.18 51.64 50.25
C 84.52 80.69 76.37 73.57 71.89 70.51 68.6 67.13 65.53 63.68 64.10

Table 5: Detailed values of accuracy under the setting of 20 phases.

PhaseDatasets 0 1 2 3 4 5 6 7 8 9
A 83.45 79.81 78.85 76.80 76.06 74.64 72.64 70.52 68.27 67.84
B 66.38 63.26 62.22 61.19 60.07 58.85 57.68 57.46 56.45 55.31
C 84.75 80.84 77.91 78.08 75.27 74.55 73.31 69.38 67.75 65.85

PhaseDatasets 10 11 12 13 14 15 16 17 18 19 20
A 66.80 66.36 66.37 64.06 62.84 61.46 61.61 60.77 58.98 58.94 57.74
B 54.34 53.61 53.51 52.41 51.69 50.23 49.06 48.05 47.58 47.63 45.58
C 63.66 62.36 62.18 60.86 60.22 60.85 57.73 57.91 57.30 57.32 56.52

Evaluation on Large Datasets and Robustness. To further demonstrate the effectiveness of our
method, we evaluated it on a large-scale dataset — ImageNet-1K. For ImageNet-1K, we allocate 500
classes for the base phase and 50 classes for each of the 10 incremental phases. As shown in Table 6,
our method shows an improvement of 1.9% compared to the suboptimal results. The results of our
method are obtained by averaging three replicate experiments, and we set a different random seed for
each run. To illustrate the stability of our method, we report the standard deviation of these three
results. As shown in Tab. 6, the random seed has little impact on the results of our approach.

Table 6: The number after ± in the last line represents the standard deviation of three different runs.

CIFAR-100 TinyImageNetMethods P=5 P=10 P=20 P=5 P=10 P=20
SOPE [11] 66.64 65.84 61.83 53.69 52.88 51.94
POLO [51] 68.95 68.02 65.71 54.90 53.38 49.93
NAPA [52] 70.44 69.04 67.42 52.77 51.78 49.51
PRL (Ours) 71.26±0.19 70.17±0.31 68.44±0.24 58.12±0.48 57.24±0.41 54.51±0.36

ImageNet-Subset ImageNet-1KMethods P=5 P=10 P=20 P=10
SOPE [11] — 69.22 — 60.20
POLO [51] 70.81 69.11 — 61.53
NAPA [52] 69.15 68.83 63.09 54.21
PRL (Ours) 72.85±0.25 71.54±0.27 66.88±0.37 62.74±0.34
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Table 7: We report the performance gain of average incremental accuracy by applying PRL to other
NECIL baselines. Absolute gains are marked in (red).

CIFAR-100Methods P=5 P=10 P=20
IL2A [38] 67.35 61.03 60.67

+PRL 69.53 (+2.18) 62.49 (+1.46) 62.36(+1.69)
PASS [6] 63.47 61.84 58.09

+PRL 66.22 (+2.75) 62.85 (+1.01) 58.85 (+0.76)

Plug-and-play with other NECIL methods. Existing NECIL methods mainly focus on backward-
looking means of resolving conflicts between old and new classes, which does not contradict our
prospective learning. Therefore, we integrate PRL into the existing NECIL methods. Tab. 7 illustrates
the performance gains achieved by incorporating PRL in these methods. In the setting of the CIFAR
dataset with three different lengths of task sequences, PRL improved accuracy by an average of 2.7%
for IL2A [38] and 2.3% for PASS [6], which demonstrates the good compatibility of our method.

A.2 Impact of the hyper-parameter

To investigate the sensitivity of our method to the hyper-parameters λ and γ, we performed ablation
experiments on three settings (5 phases, 10 phases and 20 phases) of the CIFAR-100 dataset. In
Fig. 7 we show the impact of λ, which controls the priority ratio of intra-class constraints and
inter-class constraints. A smaller λ means that the preemptive embedding squeezing (PES) is more
concerned with intra-class concentration. Conversely, for a larger λ, more emphasis is placed on
inter-class separation. When the value of λ is either too large or too small, the performance of our
method degrades, indicating that there is a need to maintain a certain balance between the intra-class
constraint and the inter-class constraint. The best performance is achieved when λ is equal to 0.5,
suggesting that for prospective learning in NECIL, intra-class concentration could be more important
than inter-class separation.

We also provide an analysis of the impact of the hyper-parameters γ in Fig. 8. The performance of
our method is stable on the 5 phase setting. The performance of the model gradually increases as γ
increases on the 10-phase and 20-phase settings, peaking at γ = 0.1. However, continued increase in
the values of γ leads to a decline in model performance. We argue that too large loss weights cause
PES to interfere with the optimization of cross-entropy for classification performance. In addition,
our method is more sensitive to the values of λ and γ when there are more tasks (20 phases) to learn.

For the hyperparameter of loss weight, we set α1 = 10, α2 = 10, and α3 = 2 by default. When
a sensitivity analysis is performed on one of the hyperparameters, default settings are used for the
remaining hyperparameters. As shown in Fig. 9, the left column shows the effect of changing the
value of each hyperparameter on the average incremental accuracy of our method, and the right
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Figure 7: Impact of the hyper-parameter λ in our
preemptive embedding squeezing, which con-
trols the priority ratio of intra-class constraints
and inter-class constraints. Larger values of λ
represent a stronger inter-class separation.
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Figure 8: Impact of the hyper-parameter γ,
which controls for the weight of the PES loss.
Larger values of λ represent that the PES loss
exerts a greater influence in the base phase of
training compared to the cross-entropy loss.
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Impact of hyperparameters on overall performance
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Figure 9: The figures in the left column show the effect of changing the value of each hyperparameter
on the average incremental accuracy of our method on CIFAR-100 dataset, where ’P’ denotes the
number of incremental phases. The figures in the right column show the effect of changing the value
of each hyperparameter in the last phase on the accuracy on the new and old tasks on CIFAR-100
dataset (P=10), respectively.

column shows the effect of changing the value of each hyperparameter in the last phase on the
accuracy on the new and old tasks, respectively.

Among the three hyperparameters in eq. (14), α1 and α2 are common in previous NECIL methods
and represent the weights of distillation loss and prototype loss, respectively. The main role of these
two loss functions is to maintain the pre-existing knowledge of the model. Therefore, as shown
in Fig. 9 (d) and Fig. 9 (e), as α1 and α2 get larger, the optimization of the model will be biased
towards maintaining stability at the expense of plasticity, resulting in the model performing better on
the old task and worse on the new task. It can be seen that as the value of α1 and α2 increases to a
certain level its performance improvement on old tasks slows down. Excessively large values of and
will bring much less gain on the old task than they will hurt performance on the new task. For the
consideration of comprehensive performance and with reference to previous works [6; 51], we set
α1 = 10 and α2 = 10 for our method.

Then α3 controls the loss of the Prototype-Guided Representation Update (PGRU) proposed in this
paper. In Fig. 9 (c), as α3 increases PGRU comes into play. The effect of increasing α3 on the overall
performance of the algorithm fluctuates, which may be caused by overly strict constraints on the
learning of new class representations. Overall, our algorithm is robust to the hyperparameters.
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NeurIPS Paper Checklist

The checklist is designed to encourage best practices for responsible machine learning research,
addressing issues of reproducibility, transparency, research ethics, and societal impact. Do not remove
the checklist: The papers not including the checklist will be desk rejected. The checklist should
follow the references and precede the (optional) supplemental material. The checklist does NOT
count towards the page limit.

Please read the checklist guidelines carefully for information on how to answer these questions. For
each question in the checklist:

• You should answer [Yes] , [No] , or [NA] .
• [NA] means either that the question is Not Applicable for that particular paper or the

relevant information is Not Available.
• Please provide a short (1–2 sentence) justification right after your answer (even for NA).

The checklist answers are an integral part of your paper submission. They are visible to the
reviewers, area chairs, senior area chairs, and ethics reviewers. You will be asked to also include it
(after eventual revisions) with the final version of your paper, and its final version will be published
with the paper.

The reviewers of your paper will be asked to use the checklist as one of the factors in their evaluation.
While "[Yes] " is generally preferable to "[No] ", it is perfectly acceptable to answer "[No] " provided a
proper justification is given (e.g., "error bars are not reported because it would be too computationally
expensive" or "we were unable to find the license for the dataset we used"). In general, answering
"[No] " or "[NA] " is not grounds for rejection. While the questions are phrased in a binary way, we
acknowledge that the true answer is often more nuanced, so please just use your best judgment and
write a justification to elaborate. All supporting evidence can appear either in the main paper or the
supplemental material, provided in appendix. If you answer [Yes] to a question, in the justification
please point to the section(s) where related material for the question can be found.

IMPORTANT, please:

• Delete this instruction block, but keep the section heading “NeurIPS paper checklist",
• Keep the checklist subsection headings, questions/answers and guidelines below.
• Do not modify the questions and only use the provided macros for your answers.

1. Claims
Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?
Answer: [Yes]
Justification: Please refer to Sec. 1.
Guidelines:

• The answer NA means that the abstract and introduction do not include the claims
made in the paper.

• The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

• The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

• It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]
Justification: Please refer to Sec. 5.
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Guidelines:

• The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

• The authors are encouraged to create a separate "Limitations" section in their paper.
• The paper should point out any strong assumptions and how robust the results are to

violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

• The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

• The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

• The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

• If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

• While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory Assumptions and Proofs
Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?

Answer: [NA]

Justification: The paper does not include theoretical results.

Guidelines:

• The answer NA means that the paper does not include theoretical results.
• All the theorems, formulas, and proofs in the paper should be numbered and cross-

referenced.
• All assumptions should be clearly stated or referenced in the statement of any theorems.
• The proofs can either appear in the main paper or the supplemental material, but if

they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

• Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

• Theorems and Lemmas that the proof relies upon should be properly referenced.

4. Experimental Result Reproducibility
Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: Please refer to Sec. 4.1.

Guidelines:

• The answer NA means that the paper does not include experiments.
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• If the paper includes experiments, a No answer to this question will not be perceived
well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

• If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

• Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

• While NeurIPS does not require releasing code, the conference does require all submis-
sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example
(a) If the contribution is primarily a new algorithm, the paper should make it clear how

to reproduce that algorithm.
(b) If the contribution is primarily a new model architecture, the paper should describe

the architecture clearly and fully.
(c) If the contribution is a new model (e.g., a large language model), then there should

either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code
Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer: [Yes]

Justification: We have provided a link to the code repository on the first page.

Guidelines:

• The answer NA means that paper does not include experiments requiring code.
• Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

• While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

• The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

• The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

• The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

• At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).
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• Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLs to data and code is permitted.

6. Experimental Setting/Details
Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]

Justification: Please refer to Sec. 4.1.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The experimental setting should be presented in the core of the paper to a level of detail

that is necessary to appreciate the results and make sense of them.
• The full details can be provided either with the code, in appendix, or as supplemental

material.

7. Experiment Statistical Significance
Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [Yes]

Justification: Please refer to the appendix A in the Appendix.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The authors should answer "Yes" if the results are accompanied by error bars, confi-

dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

• The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

• The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

• The assumptions made should be given (e.g., Normally distributed errors).
• It should be clear whether the error bar is the standard deviation or the standard error

of the mean.
• It is OK to report 1-sigma error bars, but one should state it. The authors should

preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

• For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

• If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

8. Experiments Compute Resources
Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]

Justification: Please refer to "implementation details" in Sec. 4.1.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The paper should indicate the type of compute workers CPU or GPU, internal cluster,

or cloud provider, including relevant memory and storage.
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• The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

• The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

9. Code Of Ethics
Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?
Answer: [Yes]
Justification: This manuscript adheres to the NeurIPS Code of Ethics.
Guidelines:

• The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.
• If the authors answer No, they should explain the special circumstances that require a

deviation from the Code of Ethics.
• The authors should make sure to preserve anonymity (e.g., if there is a special consid-

eration due to laws or regulations in their jurisdiction).
10. Broader Impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?
Answer: [NA]
Justification: There is no societal impact of the work performed.
Guidelines:

• The answer NA means that there is no societal impact of the work performed.
• If the authors answer NA or No, they should explain why their work has no societal

impact or why the paper does not address societal impact.
• Examples of negative societal impacts include potential malicious or unintended uses

(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

• The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

• The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

• If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

11. Safeguards
Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?
Answer: [NA]
Justification: The paper poses no such risks.
Guidelines:

• The answer NA means that the paper poses no such risks.
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• Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

• Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

• We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

12. Licenses for existing assets
Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]

Justification: Please refer to Sec. 4.1.

Guidelines:

• The answer NA means that the paper does not use existing assets.
• The authors should cite the original paper that produced the code package or dataset.
• The authors should state which version of the asset is used and, if possible, include a

URL.
• The name of the license (e.g., CC-BY 4.0) should be included for each asset.
• For scraped data from a particular source (e.g., website), the copyright and terms of

service of that source should be provided.
• If assets are released, the license, copyright information, and terms of use in the

package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

• For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

• If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

13. New Assets
Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [NA]

Justification: The paper does not release new assets.

Guidelines:

• The answer NA means that the paper does not release new assets.
• Researchers should communicate the details of the dataset/code/model as part of their

submissions via structured templates. This includes details about training, license,
limitations, etc.

• The paper should discuss whether and how consent was obtained from people whose
asset is used.

• At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

14. Crowdsourcing and Research with Human Subjects
Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]

Justification: The paper does not involve crowdsourcing nor research with human subjects.
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Guidelines:
• The answer NA means that the paper does not involve crowdsourcing nor research with

human subjects.
• Including this information in the supplemental material is fine, but if the main contribu-

tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

• According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

15. Institutional Review Board (IRB) Approvals or Equivalent for Research with Human
Subjects
Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?
Answer: [NA]
Justification: The paper does not involve crowdsourcing nor research with human subjects.
Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

• We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

• For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
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