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Abstract

The detection of depression through non-verbal001
cues has gained significant attention. Previous002
research predominantly centered on identifying003
depression within the confines of controlled004
laboratory environments, often with the super-005
vision of psychologists or counselors. Unfor-006
tunately, datasets generated in such controlled007
settings may struggle to account for individ-008
ual’s behaviors in real-life situations. In re-009
sponse to this limitation, we present the Ex-010
tended D-vlog dataset, encompassing a collec-011
tion of 1, 261 YouTube vlogs. We extracted012
features across the auditory, textual, and vi-013
sual Modalities from this Extended D-vlog014
dataset. To effectively capture the interrelation-015
ship between these features and derive a multi-016
modal representation involving audio, video,017
and text, we harnessed the TVLT model. Re-018
markably, the utilization of the TVLT model, in019
conjunction with video, text, and audio (lever-020
aging wav2vec2 features and spectrograms),021
produced the most promising results, achieving022
a remarkable F1-score of 67.8%.023

1 Introduction024

Depression, is a prevalent and significant medical025

condition. It has a harmful impact on one’s emo-026

tional state, thought processes, and behavior. It027

manifests as persistent feelings of sadness and a028

diminished interest in previously enjoyed activi-029

ties. This condition can give rise to various emo-030

tional and physical challenges, affecting one’s abil-031

ity to perform effectively both at work and in per-032

sonal life. Depression symptoms range from mild033

to severe and can include persistent sadness, loss034

of interest in once-enjoyable activities, appetite035

changes, sleep disturbances, fatigue, psychomo-036

tor changes, feelings of worthlessness, cognitive037

challenges, and, in severe cases, suicidal Thoughts.038

Symptom severity varies, requiring careful clinical039

evaluation for diagnosis and treatment (Cleveland040

Clinic).041

According to the Statistics of The World Health 042

Organisation (WHO) (World Health Organization) 043

3.8% of the world’s population experience depres- 044

sion, including 5% of adults less than 60 years of 045

age (4% of men and 6% of women) and 5.7% of 046

Adults above 60 years of age. Approximately 280 047

million people have depression in which depres- 048

sion is 50% more common in women than men. 049

Depression is 10% more in pregnant women and 050

women who have just given birth (Evans-Lacko 051

et al., 2018). If the depression is left untreated can 052

lead to several serious outcomes such as suicide 053

(Ghosh et al., 2022).1 054

The process of clinically diagnosing depres- 055

sion relies on interviews that incorporate PHQ- 056

8 (Kroenke et al., 2009) 2 Questionnaires which 057

include questions such as "Do you experience feel- 058

ings of sadness, depression, or hopelessness?" and 059

inquire about the duration of these feelings, rang- 060

ing from 0-1 day to 1-3 days and so forth", and 061

using BDI-II Questionnaires (Smarr and Keefer, 062

2011) 3 having questions such as How often do 063

you have Guilty feelings? with four options as 1) 064

dont feel particularly guilty 2) I feel guilty over 065

many things i have or should have done 3) I feel 066

quilty most of the times 4) I feel guilty all the times. 067

However, these questionnaires has a limitations, as 068

patients may exhibit hesitance expressing their gen- 069

uine emotions during these interviews, potentially 070

resulting in an inaccurate assessment of their de- 071

pression (Yoon et al., 2022). In contrast, the evolu- 072

tion of social media platforms like Twitter, Reddit, 073

and YouTube has provided users with a medium to 074

openly share their thoughts, perspectives, and cur- 075

rent life situations. These online platforms contain 076

valuable and diverse emotional information. 077

1https://www.who.int/news-room/fact-sheets/
detail/depression

2https://www.childrenshospital.org/sites/
default/files/2022-03/PHQ-8.pdf

3https://naviauxlab.ucsd.edu/wp-content/
uploads/2020/09/BDI21.pdf
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Majority of methods utilized for Depression078

detection predominantly focus on analyzing tex-079

tual information gathered from social media to080

infer users’ emotional states. However, (Yang081

et al., 2017a), (Yang et al., 2017b), (Gong and082

Poellabauer, 2017), (Ray et al., 2019) demonstrates083

that adding modalities, such as utilization of videos084

to extract facial expressions, body gestures, as well085

as incorporating audio analysis to detect fluctua-086

tions in speech patterns, has the potential to en-087

hance the precision of depression identification.088

We utilize the power of Vision-Language TVLT089

(Tang et al., 2022) Transformer model, which090

has demonstrated its power by achieving state-091

of-the-art performance on various tasks such as092

video-captioning, Multimodal sentiment analysis093

and Multimodal emotion recognition. TVLT (Tang094

et al., 2022) serves as a Encoder-Decoder Modal095

which take raw video, raw audio and text as input096

and produce a comprehensive Multimodal repre-097

sentation that can be leveraged for downstream098

task related to detection and classification. Incorpo-099

rating additional wav2vec2 (Baevski et al., 2020)100

features with spectrograms for audio along with101

video and text, we achieved an impressive accuracy102

of 67.8% on the Extended D-vlog dataset (Yoon103

et al., 2022).104

Our Contribution are:105

• Extended D-vlog dataset (Original no. of106

videos: 961, Total videos (after adding 300107

videos to the Original dataset): 1261) which108

contains videos of various type such as Ma-109

jor depressive disorder, postmortem disorder,110

anxiety and videos from different age group111

and gender which was lacking in the original112

D-vlog dataset.113

• TVLT (Tang et al., 2022) model for depression114

detection, which outperforms baseline models115

by 4.3% and establishes a new benchmark, on116

Extended D-vlog dataset.117

• Replacing spectrogram with combination of118

spectrogram and wav2vec2 (Baevski et al.,119

2020) features which captures the vocal cues120

associated with depression more effectively121

than spectrogram, which further increases the122

accuracy by 2.2% resulting in the final F1-123

score of 67.8 %.124

2 Related Work125

With the increase in mental health conditions these126

days, there is an increase in the popularity of the127

detection of depression. However, very little work 128

is done in creating the dataset to detect depres- 129

sion. Due to privacy concerns, most datasets are 130

only used for their research and are not publicly 131

available. Among the relatively scarce publicly 132

available datasets suitable for analysis, the DAIC- 133

WOZ (Gratch et al., 2014) is one of most famous 134

and used dataset. This dataset encompasses clini- 135

cal interviews in various formats, including verbal 136

(text) and non-verbal (audio and video). Notably, 137

The DAIC-WOZ (Gratch et al., 2014) dataset re- 138

lies on self-reporting through the PHQ-8 question- 139

naire. Another well-known dataset is the Pittsburgh 140

dataset (Keenan et al., 2010), which comprises clin- 141

ical interviews primarily in audio and video for- 142

mats. However, this DAIC-WOZ (Gratch et al., 143

2014) dataset is relatively small, containing only 144

189 samples, making it a valuable resource for re- 145

search purposes. The AViD-Corpus (Audio-Video 146

Depressive Language Corpus) is another prominent 147

dataset, with subsets used in AVEC 2013 (Valstar 148

et al., 2013) and AVEC 2014 (Valstar et al., 2014) 149

competitions. This dataset includes video record- 150

ings of participants engaging in various activities, 151

such as singing and delivering speeches. Notably, 152

the self-reporting in this dataset is conducted in the 153

presence of mental health professionals, including 154

psychiatrists, psychologists, and experienced coun- 155

selors. The questionnaires used in AViD-Corpus 156

gauge the severity of patients’ symptoms over spe- 157

cific periods, with responses recorded on a scale of 158

0 (not at all), 1 (several days), 2 (more than half 159

the days), and 3 (nearly every day). The overall 160

score is derived by summing the responses. These 161

datasets have been instrumental in gaining insights 162

into depression patterns. Nevertheless, as they are 163

predominantly assembled and curated within con- 164

trolled laboratory environments, they may not fully 165

encapsulate the typical behaviors exhibited by indi- 166

viduals experiencing depression.

dataset Modality # Subjects # Samples

DAIC-WOZ A+V+T 189 189
Pittsburg A+V 49 130

AViD-Corpus A+V 292 340
D-vlog A+V 816 961

E-Dvlog A+V+T 1016 1261

Table 1: Comparision of various Depression datasets
with E-Dvlog (Extended D-vlog). Where A: Audio, V:
Video, T: Text.

167
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The utilization of social media for depression de-168

tection has been increasingly used instead of clin-169

ical interviews. Social media datasets can reveal170

the patient’s unusual and atypical behavior, which171

cannot be seen in the clinical interview conducted172

under supervision, where the individual may not173

authentically express their emotion or actual be-174

havior, which is shown in their daily lives (Yoon175

et al., 2022). Therefore, many approaches have176

been taken to detect Depression using data from177

social media sites such as Twitter, Reddit and Face-178

book. In recent years, depression detection using179

text from social media has been focused on (Fa-180

tima et al., 2019), (Burdisso et al., 2019), (Chiong181

et al., 2021). Textual-based features focus on the182

linguistic features of the social media text, such as183

words, POS, n-gram, and other linguistic character-184

istics. In (Wang et al., 2013) uses text and tags from185

micro-blog (Sinba Weibo) used in China. They ex-186

tracted content behavioral features from the blogs187

to detect Depression. In comparison, this method188

focuses on detecting Depression from Social media189

using text. However, more attention should be paid190

to video data and multimodal Fusion.191

Multimodal Fusion is to combine multiple192

modalities to predict output. Work is done to detect193

Depression using multiple fusion. (Haque et al.,194

2018) in this paper the Authors have uses 3D Facial195

Expressions and spoken language as features from196

the dataset to detect Depression. (Yang et al., 2018)197

use text and video features and hybridizes deep and198

shallow models for depression estimation and clas-199

sification from audio, video and text descriptors.200

(Ortega et al., 2019) proposed an end-to-end deep201

neural network (DNN) model that integrated three202

different modalities of speech features, facial fea-203

tures, and text transcription. Each modality is first204

encoded independently with fully connected layers205

and then combined into a single representation for206

estimating the emotional state of subject. To effec-207

tively utilize the multimodal fusion data we used208

Multimodal Transformer to generate multimodal209

representation for Depression detection.210

3 Datasets211

The D-vlog dataset (Yoon et al., 2022) is a collec-212

tion of Depression vlogs of various people posted213

on YouTube. The D-vlog dataset has around 961214

vlogs in total out of which 505 are categorized as215

depressive vlogs and 465 are categorized as Non-216

depressive vlogs. However, the D-vlog dataset217

(Yoon et al., 2022) has some limitations, such as 218

the dataset majorly having Major Depressive Dis- 219

order and lacking Other Disorder such as Bipolar 220

Disorder, Postmortem Disorder, and Anxiety with 221

depression. Which will make the dataset more 222

generalized. So, we extended the D-vlog dataset 223

by adding around 300 more vlogs to the D-vlog 224

dataset (Yoon et al., 2022) which now have more 225

vlogs on various depressive disorder from varying 226

age groups and different gender. Figure 1. 227

3.1 Dataset Collection: 228

We have collected the dataset vlogs using certain 229

keywords using YouTube API (Yin and Brown, 230

2018) and downloaded them using the yt-dlp pack- 231

age 4. 232

Depressive vlogs: ‘depression daily vlog’, ‘de- 233

pression journey’, ‘depression vlog’, ‘depression 234

episode vlog’, ‘depression video diary’, ‘my de- 235

pression diary’, and ‘my depression story’, ’post- 236

partum depression vlogs’, ’Anxiety vlogs’. 237

Non-Depressive vlogs: ‘daily vlog’, ‘grwm (get 238

ready with me) vlog’, ‘haul vlog’, ‘how to vlog’, 239

‘day of vlog’, ‘talking vlog’, and etc. 240

We used the same approch to collect the dataset 241

as used in the D-vlog dataset (Yoon et al., 2022). 242

We focused our analysis on vlogs featuring content 243

creators who have a documented history of depres- 244

sion, currently manifesting symptoms of the con- 245

dition. We specifically excluded vlogs that solely 246

discussed having a bad day without a deeper con- 247

nection to depressive experiences. 248

3.2 Dataset Statistics: 249

The Extended D-vlog dataset has 1261 vlogs with 250

680 Depressive vlogs and 590 Non-Depressive 251

vlogs as can be seen from the below table. 252

Gender # Samples

Depression
Male 273

Female 406

Non-Depression
Male 232

Female 350

Table 3: Extended D-vlog Statistics

Extended D-vlog dataset exhibits more repre- 253

sentation of Female vlogs as compared to Male 254

vlogs within Depressed catergory, reflecting high 255

4https://github.com/yt-dlp/yt-dlp/wiki/
Installation
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Self-Reported Questionnaires # Questions Content of Questionnaires

PHQ-8 9 sleeping difficulties, excessive guilt, fatigue
Beck Depression Inventory(BDI-II) 21 Mood, self-hate, social withdrawal, fatigability

Table 2: Self-Reported Questionnaires for Depression Assessment.

prevelence of depression among Female. In Non-256

depressive category similar trend is observe with257

more female representation than Male vlogs as258

predominantly "get ready with me vlogs", "Haul259

vlogs" are uploaded by Females. In Extended D-260

vlog we added vlogs which have other disorder261

other than Major Depressive Disorder such as Anx-262

iety disorder, Bipolar Disorder 5,and Postmortem263

Disorder. The below Figure 1 show the Distribution264

of various type Depressive vlogs.265

Figure 1: The Above figure shows the distribution of
various type Depressive vlogs. where MDD is Major
Depressive Disorder, Bipolar Disorder also called as
Manic Disorder.

4 Methodology266

We used TVLT (Textless Vision Language Trans-267

former) (Tang et al., 2022), a minimal end-to-end268

vision and language Multimodal transformer model269

that takes raw video, raw audio, and text as input270

to the transformer model. TVLT (Tang et al., 2022)271

is a Textless Model, which implicitly does not use272

text, but with the ASR model (Whisper) (Radford273

et al., 2023), we can extract text from the audio274

segments. The TVLT model is more effective for275

Multimodal classification because the TVLT (Tang276

et al., 2022) model can capture visual and acous-277

tic information, providing a more comprehensive278

fused representation of video, audio, and text.279

5https://www.nimh.nih.gov/health/topics/
bipolar-disorder

For Textual Feature, we make use of the power- 280

ful BERT (Kenton and Toutanova, 2019) Language 281

model, a pre-trained model described in to capture 282

important features from text. This means we can 283

understand not only the specific details in the text 284

but also the overall context. These BERT embed- 285

dings help us understand text thoroughly, making 286

them perfect for tasks like analyzing sentiment or 287

identifying depression. We apply BERT (Kenton 288

and Toutanova, 2019) to our text, using specific 289

dimensions (dt = 786), and we start with good ini- 290

tial weights using Xavier’s method (Kumar, 2017) 291

. This process empowers our model to create de- 292

tailed and context-rich text representations. These 293

representations form a strong foundation for tasks 294

that rely on textual information. 295

To extract Audio features, we employ a combi- 296

nation of techniques. First, we utilize low-level fea- 297

tures like spectrograms, which are generated using 298

the librosa Library (McFee et al., 2015). Addition- 299

ally, we incorporate features from wav2vec2, as de- 300

scribed in (Baevski et al., 2020). These wav2vec2 301

(Baevski et al., 2020) features encompass various 302

acoustic attributes, including MFCC (Hossan et al., 303

2010), Spectral (Pachet and Roy, 2007), Temporal 304

(Krishnamoorthy and Prasanna, 2011), and Prosody 305

(Olwal and Feiner, 2005) features which help in 306

identifying pitch, Intonation, Tempo of the audio 307

segment. They excel in capturing both local and 308

contextual information from the raw audio wave- 309

form. To create our final audio representation, we 310

compute the average across the spectrogram vector 311

and the wav2vec2 vector. This fusion of spectro- 312

gram and wav2vec2 (Baevski et al., 2020) features 313

significantly enhances the model’s ability to discern 314

vocal cues, as evidenced in the results section. 315

Our video processing pipeline involves several 316

essential steps. First, we load the video file us- 317

ing a tool called VideoReader (Frith et al., 2005). 318

Next, we randomly select a subset of frames from 319

the video clip. These frames are then resized and 320

cropped to focus on the subject’s frontal view. For 321

extracting visual features, we rely on the pow- 322

erful ViT (Vision Transformer) model introduced 323

4
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Figure 2: In the Above Architecture we leverage three different modalities such as video, audio and text where text
is extracted from the audio segment using Whisper ASR Model. we then preprocess all the three modalities and
pass to the model where we get the fused representation of all three modalities. These fused representation is then
passed to the feed forward Neural Network with sigmoid function to get whether the individual exibits the sign of
Depression or is it in Normal state.

in (Dosovitskiy et al., 2020). This model helps324

us create what we call "vision embeddings." It325

does this by breaking down each video frame into326

smaller 16x16 patches. We then apply a linear327

projection layer to these patches, resulting in a328

768-dimensional patch embedding. This vision329

embedding module is a critical component of our330

model. It takes each video frame or image and331

transforms it into a sequence of 768-dimensional332

vectors. These vectors are rich in both spatial and333

temporal information, making them invaluable for334

our model to comprehend the visual content within335

the input data.336

We have implemented the architecture illustrated337

in Figure 1, where our TVLT (Tang et al., 2022)338

transformer model comprises a 12-layer encoder339

and an 8-layer decoder. To obtain the fused rep-340

resentation of all three modalities, we exclusively341

utilize the encoder portion of the model. These342

fused representations are subsequently fed into the343

downstream task for depression prediction. Our344

model’s evaluation is conducted on the Extended345

D-vlog dataset, which consists of 35,046 video346

clips collected from 1016 different speakers. For347

each video clip, we generate text using the ASR348

model and manually correct any errors to ensure349

ground-truth transcriptions. In line with previous350

studies, we employ a 7:1:2 train-valid-test split351

and evaluate using weighted accuracy (WA) and352

F1 score metrics. For each downstream task, we353

introduce a task-specific head (a two-layer MLP) 354

on top of the encoder representation. We train the 355

model jointly using binary cross-entropy loss for 356

these tasks. 357

L(y, ŷ) = − [y log(ŷ) + (1− y) log(1− ŷ)] (1) 358

where y: True label and ŷ: Predicted label 359

5 Experiments 360

To obtained fused representation of audio, video 361

and text modalities, we employ pretrained text- 362

based TVLT (Tang et al., 2022) model on video 363

dataset and subsequently fine-tune on the Extended 364

D-vlog dataset. 365

5.1 Pretrained dataset 366

• HowTo100M: We used HowTo100M, a 367

dataset containing 136M video clips of a to- 368

tal of 134,472 hours from 1.22M YouTube 369

videos to pretrain our model. Our vanilla 370

TVLT is pretrained directly using the frame 371

and audio stream of the video clips. Our text- 372

based TVLT is trained using the frame and 373

caption stream of the video. The captions are 374

automatically generated ASR provided in the 375

dataset. We used 0.92M videos for pretrain- 376

ing, as some links to the videos were invalid 377

to download. 378

• YTTemporal180M: YTTemporal180M in- 379

cludes 180M video segments from 6M 380
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YouTube videos that spans multiple domains,381

and topics, including instructional videos382

from HowTo100M, lifestyle vlogs of every-383

day events from the VLOG dataset, and384

YouTube’s auto-suggested videos for popular385

topics like ‘science’ or ‘home improvement’.386

We split our dataset into Train, Valid and Test387

Set in the ratio of 7:1:2. These three set do not388

overlap i.e no dataset is use in more than one set.389

Gender Train Valid Test

Male 354 51 100

Female 530 74 152

Table 4: Number of vlogs in Train, Valid and Test Split
of Extended D-vlog dataset

For training the model we have use adam’s Op-390

timizer, learning rate of [0.0001, 0.00001], batch391

size [32, 64]. we trained 4 iterations of the model392

with different seed value. we trained our model393

on Nvidia RTX A6000 where each iterations take394

nearly 3 hours to train. we use binary cross entropy395

as our loss function for Depression detection or396

classification task. we reported the F1-scores of the397

test set in the result section.398

6 Result and Discussion399

Modalities F1-scores
T 0.57
A 0.60
V 0.56

V + A 0.631
V + T 0.628
A + T 0.634

V + A + T 0.656

Table 5: Results obtained on the Extended D-vlogs
dataset via experiments with Video (V), Audio (A), Tex-
tual (T).

To analyse the importance of each modality for de-400

pression detection, we trained our model on each401

modality separately and reported the results in the402

Table 5 above. We found that audio modality have403

best F1-Score than the other modalities, implies404

that audio features are more importance than the405

visual and textual features for Depression detec-406

tion. This suggest that people with depression have407

distinct speech features. Even though the audio408

features are more important than the visual features 409

but when we combine the two modalities we can 410

see that combining the two modalities yield better 411

score than just using audio modality. Also, combi- 412

nation of audio and text modality prove to be better 413

than just using audio as a single modality. Finally, 414

combining all the three modalities we get much bet- 415

ter result on relying on just two modalities which 416

tells that combining audio features, visual features 417

and textual features and their relationship is more 418

effective for the Depression detection. 419

Modalities F1-scores
V + A + T 0.656

V + A + T(Mask) 0.663
V + A(W2V2+Spect) + T 0.678

V(Mask) + A + T 0.661

Table 6: Results obtained on the Extended D-vlogs
dataset via experiments with Video (V), Audio (A), Tex-
tual (T). T(Mask) is text with word-masking, V(Mask) is
Video frames with frame-masking and A(W2V2+Spect)
is Audio with wav2vec2 +spectrogram features.

The introduction of random word masking in text 420

modalities proves instrumental in enhancing the 421

model’s understanding of textual information. This 422

improvement becomes apparent when analyzing 423

the results, where a subtle yet noteworthy perfor- 424

mance boost of 0.007% is observed in comparison 425

to not employing word masking in the text. More- 426

over, the application of frame masking to video 427

data, when combined with audio and text modal- 428

ities, also contributes to a slight enhancement of 429

0.005%. These findings underscore the efficacy of 430

incorporating diverse modalities in the model. Ta- 431

ble 7 provides a comprehensive overview of the re- 432

sults. It unmistakably highlights the significance of 433

leveraging all three modalities—text, video, and au- 434

dio—in conjunction with wav2vec2 (Baevski et al., 435

2020) features and spectrograms, as opposed to 436

using spectrograms for audio processing. This ap- 437

proach leads to an impressive F1-score of 67.8%. 438

We have extensively evaluate the TVLT (Tang 439

et al., 2022) model performance on the D-vlog 440

dataset (Yoon et al., 2022) and compared its results 441

with several baseline models. The purpose was to 442

check the effectiveness of the TVLT (Tang et al., 443

2022) model in evaluating task on Depression de- 444

tection on D-vlog dataset. The TVLT (Tang et al., 445

2022) model in isolation was when performed on D- 446

vlog dataset (Yoon et al., 2022), surpasses the Cross 447

6



Model Type Model Precision Recall F1-Score

Fusion Baseline
Concat 62.51 63.21 61.1

Add 59.11 60.38 58.1

Multiply 63.48 64.15 63.09

Depression Detector Cross-Attention 65.4 65.5 63.5

Our Model TVLT Model 67.3 64 65.6

Table 7: Comparison of various baseline models with our model on the D-vlog dataset

Attention State-of-the-Art model by 2.2 %. This448

improvement established the TVLT (Tang et al.,449

2022) model as the New Benchmark for the D-vlog450

dataset (Yoon et al., 2022). The result Obtained by451

TVLT model on D-vlog dataset (Yoon et al., 2022)452

states that the TVLT (Tang et al., 2022) model453

was correctly able to understand the characteristics454

and handling the complexity of the D-vlog dataset455

(Yoon et al., 2022). The exceptional performance456

of the TVLT (Tang et al., 2022) model could serve457

as a catalyst, motivating researchers to explore and458

develop more advanced techniques in the realm of459

multi-modal analysis and deep learning.460

7 Qualitative Analysis461

In this section, we demonstrate how the integration462

of wav2vec2 (Baevski et al., 2020) features sig-463

nificantly enhances our TVLT (Tang et al., 2022)464

model’s ability to accurately detect depression. By465

gaining a deeper understanding of vocal cues em-466

bedded in the audio data, our model’s performance467

is notably improved. In contrast to the TVLT (Tang468

et al., 2022) model relying solely on spectrogram469

data, the inclusion of wav2vec2 (Baevski et al.,470

2020) features equips our model to make predic-471

tions that would be challenging otherwise. The pro-472

vided table comprises carefully chosen examples473

where our model correctly identifies depression. In474

the first instance, the girl’s facial expressions ex-475

hibit relative consistency i.e their not much change476

in her facial expression. However, analysis of her477

audio contains monotone tone, low pitch and filled478

with cries also the textual utterance is the clear ex-479

ample that she is distress. The TVLT (Tang et al.,480

2022) model, enhanced with wav2vec2 (Baevski481

et al., 2020) and spectrogram features, accurately482

predicts this case, whereas the model using only483

spectrogram data falters. This underscores the piv-484

otal role of wav2vec2 (Baevski et al., 2020) fea-485

tures in depression detection this is due to the fact486

that wav2vec2 is able to understand the vocal cues 487

that audio features with spectrogram is failing to 488

understand. In the second example, we observe a 489

girl who simultaneously displays both a smile and 490

tears. The audio content provides a clear indication 491

of her depression, supported by textual information 492

and visual information. However, the model with- 493

out wav2vec2 (Baevski et al., 2020) features fails 494

to provide an accurate prediction, while the model 495

with wav2vec2 (Baevski et al., 2020) correctly iden- 496

tifies the depressive nature of this example. This 497

highlights the capability of wav2vec2 (Baevski 498

et al., 2020) features to extract crucial information 499

from audio segments, enriching the model’s under- 500

standing of depression cues. In the third example, 501

the woman displays minimal to no variation in her 502

facial expressions, and her audio content appears 503

unremarkable, lacking any discernible markers typ- 504

ically associated with depression. However, upon 505

analyzing the textual content, we can identify indi- 506

cations of depression, which our model struggles 507

to predict accurately. 508

8 Summary, Conclusion & Future Work 509

In this study, we introduced an Extended D-vlog 510

dataset, comprising 1261 videos that include both 511

vlogs by individuals with depression (680 videos) 512

and those without (590 videos). Our objective is to 513

detect depression in non-verbal and non-clinical 514

vlogs. To achieve this, we employed a TVLT 515

model, which is a multimodal transformer (Tang 516

et al., 2022), to create a multimodal representation 517

using text, video, and audio data. We utilized the 518

Vit model for visual embeddings and extracted au- 519

dio features with wav2vec2 (Baevski et al., 2020) 520

and spectrograms. The TVLT model, incorporat- 521

ing all three modalities, yielded a noteworthy F1- 522

score of 0.656. By introducing text word-masking, 523

we improved the F1-score to 0.663, representing 524

a 0.007% enhancement over the absence of word- 525
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Utterance Ground
Truth

Prediction
(w2v2 +
spect)

Prediction
w/o (w2v2 +
spect)

Video frames

I knew what I was feeling, but I
don’t think I was able to

communicate entirely what I
was feeling. Like I knew I had

this pittish feeling in my
stomach. I knew that I’d be
scared to wake up. I didn’t

want to wake up. Yeah, I think
waking up was tough because I

didn’t want to face a day.

Depression Depression Normal

Some days, it’s really, really
hard to just move. It’s... I like it.
I, yeah, it’s hard to get out of

bed. It’s hard to even go
downstairs to get something to

eat.

Depression Depression Normal

No concept of time, no sense of
feeling. Have I become cold,

dead to the world, where I once
mattered? I can’t even
remember when I was

important to someone last.
Everything has escaped me.

Deeper I fall into a void.

Depression Normal Normal

Table 8: A Qualitative analysis, In the given instances, the model, equipped with both wav2vec2 and spectrogram
features, effectively detects depression through audio analysis. In the first example, despite seemingly normal
facial expressions, the model accurately detects depression. In the second case, the model succeeds in identifying
depression even when the individual smiles while crying, whereas the model relying solely on spectrogram data
falls short in these situations. In the third scenario, the woman’s facial expressions and audio do not exhibit evident
signs of depression, while text analysis reveals potential indicators that challenge our model’s accuracy, resulting in
an incorrect prediction.

level masking. Additionally, with frame-masking,526

the F1-score reached 0.661.527

Our TVLT model, combined with the supplemen-528

tary wav2vec2 and spectrogram features, outper-529

formed all baseline models on the D-vlog dataset530

(Yoon et al., 2022) and established a new bench-531

mark on the Extended D-vlog dataset. We believe532

that our introduced dataset and the multi-modal533

depression detection model have the potential to534

play a significant role in the early identification of535

individuals experiencing depression through their536

social media presence. This proactive approach537

aims to ensure timely access to essential clinical538

interventions for those in need.539

In future work, we plan to extend the scope of540

our research to detect various type of mental health541

diseases. Additionally, we aim to investigate and 542

incorporate multilingual capabilities into our work 543

frame so that it can be scaled and utilized for vari- 544

ous language settings. 545

9 Limitation: 546

Our model faces some challenges where it can- 547

not predict some of the depressed classes, such as 548

the case of smiling depression, where the individ- 549

ual conceals their genuine emotions by presenting 550

as cheerful and high-functioning by masking their 551

feelings, making detecting this problem difficult to 552

detect. 553
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10 Ethics Statement:554

All the data in the dataset has been sourced from555

open-access platforms, and none of the videos or556

text within it contain any offensive or derogatory557

language aimed at any particular team or entity.558
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