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Abstract

Electrocardiograms (ECGs) are non-invasive di-
agnostic tools crucial for detecting cardiac ar-
rhythmic diseases in clinical practice. While
ECG Self-supervised Learning (eSSL) methods
show promise in representation learning from
unannotated ECG data, they often overlook the
clinical knowledge that can be found in reports.
This oversight and the requirement for anno-
tated samples for downstream tasks limit eSSL’s
versatility. In this work, we address these is-
sues with the Multimodal ECG Representation
Learning (MERL) framework. Through multi-
modal learning on ECG records and associated
reports, MERL is capable of performing zero-shot
ECQG classification with text prompts, eliminating
the need for training data in downstream tasks. At
test time, we propose the Clinical Knowledge
Enhanced Prompt Engineering (CKEPE) ap-
proach, which uses Large Language Models
(LLMs) to exploit external expert-verified clinical
knowledge databases, generating more descrip-
tive prompts and reducing hallucinations in LLM-
generated content to boost zero-shot classification.
Based on MERL, we perform the first benchmark
across six public ECG datasets, showing the su-
perior performance of MERL compared against
eSSL methods. Notably, MERL achieves an aver-
age AUC score of 75.2% in zero-shot classifica-
tion (without training data), 3.2% higher than
linear probed eSSL methods with 10% annotated
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Figure 1. We demonstrate MERL, even without training samples
and prompt engineering, surpasses the best-performing eSSL with
1% data linear probing from Tab. 2. Additionally, zero-shot MERL
enhanced with our CKEPE outperforms the best eSSL results
obtained from 10% data linear probing.

training data, averaged across all six datasets.

1. Introduction

Supervised learning methods effectively classify cardiac
conditions using Electrocardiogram (ECG), a common clin-
ical data for monitoring heart electrical activity (Liu et al.,
2023b; Huang et al., 2023; Huang & Yen, 2022). However,
these methods require large-scale data with high-quality
annotations and expert review. To reduce dependence on
annotations, ECG self-supervised learning (eSSL) has made
significant strides by utilizing the rich resource of unlabeled
ECG records. Current eSSL techniques predominantly fall
into two categories: contrastive and generative (Eldele et al.,
2021; Kiyasseh et al., 2021; Wang et al., 2023; Zhang et al.,
2023; Na et al., 2023). Contrastive eSSL (C-eSSL) focuses
on learning discriminative ECG features by differentiating
between augmented positive and negative samples (Chen
et al., 2020; 2021; Wang et al., 2023; Eldele et al., 2021;
Kiyasseh et al., 2021; Wang et al., 2023), whereas genera-
tive eSSL (G-eSSL) aims at reconstructing original signals
from their masked versions (Na et al., 2023; Zhang et al.,
2023).

These methods, however, encounter two primary challenges:
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Semantic Distortion from Input-Level Augmentation in
C-eSSL. Recent developments in C-eSSL for ECG represen-
tation learning often create two augmented views from the
same ECG signal to build positive pairs (i.e., aligning their
features to be identical) and consider views from different
ECG records as negative pairs (i.e., with differing features)
within a contrastive framework (Chen et al., 2020; 2021;
Wang et al., 2023; Eldele et al., 2021; Kiyasseh et al., 2021;
Wang et al., 2023). However, current ECG augmentation
strategies, such as cutout and drop (Na et al., 2023), could
distort semantic information in ECG signals (Anonymous,
2023), as shown in Fig. 2 (a). Consequently, the use of
ECG with distorted semantics in positive and negative pairs
compromises the quality of ECG representations learned
through C-eSSL approaches.

Limited High-level Semantics in G-eSSL. As shown Fig.
2 (c¢), G-eSSL methods (Zhang et al., 2023; Na et al., 2023)
learn to restore low-level signal patterns (e.g., local signal
intensities and waveforms) while overlooking high-level
semantics such as the diseases behind (Liu et al., 2023j;i;
He et al., 2022). However, high-level semantics are essential
for downstream ECG classification tasks. Therefore, the
lack of high-level semantics in ECG representation can limit
the performance of pre-trained models in these tasks.

Besides issues with distorted semantic information and miss-
ing high-level semantics, eSSL approaches are incapable
of zero-shot classification as they only focus on extracting
signal patterns, agnostic to the clinical concepts behind,
limiting their versatility and risking distribution shifts in
downstream tasks.

Multimodal learning has emerged as a promising approach
for learning high-level semantics from other modalities,
such as clinical reports (Radford et al., 2021b; Liu et al.,
2023f;c; Wan et al., 2023). This strategy has achieved sig-
nificant progress in the field of medical imaging and ra-
diology reports (Liu et al., 2023a; Chen et al., 2023; Liu
etal., 2023e;d). However, as these approaches are mostly de-
signed for image-language domains, their efficacy in ECG
and their associated reports remains underexplored. The
inherent differences between data modalities (signals vs.
images) and the distinct nature of ECG report versus radi-
ology reports pose challenges in directly applying existing
multimodal methods from radiography to ECG records. Fur-
thermore, the text prompt for zero-shot classification, a new
capability enabled by multimodal learning, requires a dy-
namic approach to generate more descriptive prompts at test
time. It can also leverage external knowledge databases ver-
ified by clinical experts to ensure the quality and reliability
of the generated prompts, moving beyond crude category
names or fixed templates. Additionally, benchmarks are
needed to thoroughly assess the influence of large-scale
data on ECG representation learning and evaluate the per-

formance and robustness of these methods across a range of
cardiac conditions in public datasets.

To address these challenges, this work has four contribu-
tions:

* We propose a straightforward yet effective Multimodal
ECG Representation Learning framework (MERL)
for ECG signals and associated reports. Unlike eSSL,
MERL is capable of zero-shot classification. Zero-
shot MERL even outperforms linear probed eSSL with
10% data, as averaged across six datasets. Further-
more, linear probed MERL outperform eSSL across
all downstream datasets and data ratios.

* At training time, we introduce Cross-Modal Alignment
(CMA) and Uni-Modal Alignment (UMA) for multi-
modal representation learning with ECG records and
paired clinical reports, with augmentation at the latent
level rather than the naive signal level to avoid semantic
distortion.

At test time, we design Clinical Knowledge Enhanced
Prompt Engineering (CKEPE), utilizing LLMs to dy-
namically generate customized prompts for zero-shot
classification by extracting and restructuring knowl-
edge from customer-provided knowledge databases
verified by clinical experts.

¢ To facilitate future research, we build the first bench-
mark by pre-training MERL and 10 eSSL methods
on the largest publicly available ECG dataset, evaluat-
ing their performance on six diverse datasets covering
over 100 cardiac conditions. This benchmark, covering
zero-shot, linear probing, and data distribution trans-
fer scenarios, assesses the quality and robustness of
learned ECG representations.

2. Related Work

2.1. Representation Learning with Multimodal Medical
Data

Various studies have explored medical multimodal learn-
ing, but mostly in radiography (Liu et al., 2023a;c; Wan
et al., 2023; Liu et al., 2023f;e;d; Chen et al., 2023), with
a focus on aligning global and local image features with
radiology reports. Compared with images, ECG signals
pose a unique challenge due to their global temporal and
spatial structures, which span the entire prolonged signal pe-
riod and are difficult to characterize at a local level. (Lalam
et al., 2023) demonstrated the effectiveness of ECG and
EHR multimodal learning, although their approach was lim-
ited to a private dataset. (Li et al., 2023; Liu et al., 2023g)
attempt multimodal ECG learning for zero-shot classifica-
tion but fall short: Their methods, crudely aligning signals
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Figure 2. (a) Commonly used naive input-level data augmentation distorts semantics of ECG records, leading to sub-optimal representation
learning performance. (b) Illustration of existing eSSL approaches. Their contrastive learning framework necessitates these naively
augmented ECG signals. (c) Existing generative eSSL employs signal reconstruction as self-supervision task while being agnostic to
the semantic meaning of ECG. (d) The proposed MERL, designed for multimodal ECG learning, leverages both ECG records and
clinical reports for representation learning through Cross-Modal Alignment (CMA). MERL addresses the drawbacks of naive input-level
augmentation by opting for latent augmentation (dropout) to prevent pattern corruption, and it enhances ECG learning through Uni-Modal
Alignment (UMA). F. denotes the ECG encoder, and F, represents the text report encoder.

with text, overlook distinct signal patterns, and their reliance
on simple cardiac condition names as prompts misses criti-
cal clinical attributes, leading to sub-optimal performance.
Furthermore, their limited evaluations on small datasets is
inadequate for assessing the potential of multimodal ECG
learning in complicated real-world scenarios.

2.2. Self-supervised Learning for ECG on Signal
Domain

Recently, ECG self-supervised learning (eSSL) has proven
beneficial for learning transferrable representations directly
from unannotated ECG signals (Lai et al., 2023; Chen et al.,
2020; Sangha et al., 2024). Among them contrastive eSSL
methods such as CLOCS (Kiyasseh et al., 2021) and ASTCL
(Wang et al., 2023) have advanced eSSL by exploring tem-
poral and spatial invariance and employing adversarial learn-
ing, respectively. Generative eSSL techniques, as discussed
in (Zhang et al., 2022; Sawano et al., 2022; Na et al., 2023),
learn ECG representations through pretext tasks involving
masked segment reconstruction. However, they face chal-
lenges in attaining high-level semantic representations. Both
contrastive and generative eSSL methods are often agnostic
of high-level clinical domain knowledge. Therefore, there is
still an unmet need for an effective unsupervised approach
for learning semantically rich, transferable ECG representa-
tions.

2.3. Customizing Prompt for Zero-shot Classification

In zero-shot classification, the prompt’s quality, often lim-
ited in traditional methods that use basic category names,
is crucial for effective performance and classification (Rad-
ford et al., 2021b). To improve this, (Menon & Vondrick,
2022; Pratt et al., 2023) uses LLMs to generate attribute-rich
prompts, boosting performance. Yet, in medical field, where
terminologies are highly specialized, prompts generated by
non-specialist LLMs might be inaccurate or untrustable,
leading to performance degradation and safety concerns.

Instead of relying on limited knowledge encoded in non-
specialized LLMs, we re-purpose LLMs for extracting and
re-formatting specialized clinical knowledge from trustable,
external sources such as online and local clinical knowledge
databases. By this mean, we can efficiently create clinically
relevant, structured prompts without additional annotations.

3. Method

3.1. Overview

Our MERL framework learns transferable ECG represen-
tations directly from ECG signals and associated text re-
ports. These learned representation can be then directly
applied for zero-shot classification of unseen diseases. To
achieve this, our framework is a synergy of a train-time
ECG-report multimodal representation learning strategy
and a test-time clinical knowledge enhanced prompt en-
gineering approach. Specifically, as depicted in Fig. 2
(d), the representation learning strategy comprises Cross-
Modal Alignment (CMA), detailed in Sec. 3.2, and Uni-
Modal Alignment (UMA), described in Sec. 3.3. Addition-
ally, Clinical Knowledge Enhanced Prompt Engineering
(CKEPE) is introduced in Sec. 3.4.

3.2. Cross-Modal Alignment

The Cross-Modal Alignment (CMA) aims to learn ECG
features informed with clinical knowledge under report
supervision. Specifically, given a training dataset X con-
sisting of N ECG-report pairs, we represent each pair as
(e;,r;), where e; € & denotes the raw ECG records and
r; € R denotes the associated text report, respectively, with
i =1,2,3,..., N. In this framework, as shown in Fig. 2
(d), two distinct encoders for ECG signals and text reports,
symbolized as F. and F,. respectively, transform the sample
pair (e;, r;) into the latent embedding space, represented as
(Ze,i, Zr,;). Then dataset at feature-level is then denoted as
X = {(2e1,2r1),(Ze2,2r2) ..., (Ze,N,2Zr, N)}, Where
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z.; = Fe(e;) and z,; = F,(z,;). After that, two non-
linear projectors for ECG and text embedding, denoted as
P and P, respectively, convert z. ; and z,. ; into the same
dimensionality d, with Z. ; = Pe(2ze ), Zri = Pr(zp4).
Then, we compute the cosine similarities as 3927’ =8,
representing the ECG-report similarities. The loss function,
LcMA, 1s then expressed as:

e2r
Ef?jr — 1 eXp( /T> (1)

Zk 1 eXp( ar/r)’
ZZ‘CEQT' )
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Lova =

Here, Ef?j’“ represent the ECG-report cross-modal con-
trastive losses, respectively. The temperature hyper-
parameter, denoted as 7, is set to 0.07 in our study. Ad-
ditionally, L signifies the batch size per step, being a subset
of N.

3.3. Uni-Modal Alignment

On top of CMA, we further employ Uni-Modal Alignment
(UMA) to facilitate representation learning. UMA is formu-
lated as contrastive learning operating on the signal domain
only. To circumvent the distortion of semantic information
caused by naive input-level data augmentation (shown in Fig.
2 (a)), we use our proposed latent augmentation on the ECG
embedding z. ; to construct positive pairs for contrastive
learning, which is illustrated in the blue shaded block of in
Fig. 2 (d). Inspired by (Gao et al., 2021), to generate the
positive pair (z. e 31), we adopt two independent dropout
operations on the ECG embeddings separately. Then, we
use standard contrastive loss on the positive pair and treat
other unpaired combinations as negative pairs. The loss
function of Lyyma can be denoted as:

ﬁUMA—**Zzl

i=1 j=1
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zeﬂ@MQ, M? ~ Bernoulli (p).
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M and M? represent the dropout masks, which have the
same sizes as z. ;’s, with each entry independently sampled
with dropout ratio p, which is set to 0.1. ® denotes element-
wise multiplication. The ablation study for p is detailed
in Tab 8. Importantly, as the two dropout operations are
independent, the ECG embeddings post-dropout will not be
identical, thus avoiding a trivial solution.

In summary, our model learns representative ECG features
by jointly minimizing Lyna and Lonma, and the overall
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Figure 3. At test time, we design the CKEPE pipeline for generat-
ing more descriptive prompts via LLM for zero-shot classification.
In particular, we leverage the capability of LLM to extract clinical
knowledge from trustworthy external knowledge databases verified
by clinicians, then restructure this knowledge (e.g., subtypes or
attributes of cardiac conditions) for prompt generation, with less
hallucination from LLM.

training loss can be written as:

Liotal = Lema + Lumas 4)
3.4. Enhancing Zero-Shot Prompts with External
Clinical Knowledge Databases

The quality of text prompts, as part of input to a multimodal-
ity model, have been found to have significant impact on the
zero-shot classification performance (Menon & Vondrick,
2022; Pratt et al., 2023; Maniparambil et al., 2023). The con-
ventional method (Radford et al., 2021a; Zhang et al., 2020)
merely use names of cardiac conditions or a fixed template
as text prompts for zero-shot classification. This approach,
however, often perform poorly due to a lack of sufficient at-
tributes (e.g., detailed description of signal patterns) and/or
possible sub-categories at a finer level (e.g., possible sub-
types of a clinical condition) for distinguishing the target
semantic class. While a powerful LLM can generate possi-
ble relevant attributes and subtypes for these categories as
text prompts (Pratt et al., 2023), it incurs the risk of factual
error/hallucination, often due to a lack of knowledge for the
specialized domain (Liu et al., 2023h; Hyland et al., 2023;
Umapathi et al., 2023). This risk renders this naive LLM-
based paradigm unacceptable for medical applications. To
address this, we introduce Clinical Knowledge Enhanced
Prompt Engineering (CKEPE). Instead of directly, sourc-
ing specialized knowledge from (possibly non-specialist)
LLM, we leverage LLM to query and extract clinical knowl-
edge from trustable, external knowledge bases, and reformat
extracted knowledge as structured prompts. These clinical-
knowledge-informed prompts contains descriptive attributes
and possible finer-level labels (disease subtypes) of the tar-
geted semantic class.

Web and Local Clinical Knowledge Databases. To im-
plement CKEPE, we initially prepare two databases rich in
precise, expert-evaluated clinical knowledge. The first is
the Systemized Nomenclature of Medicine — Clinical Terms
(SNOMEDCT) !, a comprehensive, web-based database in-

"https://bioportal bioontology.org/ontologies/SNOMEDCT
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ternationally validated for recording clinical information in
structured clinical vocabulary (Stearns et al., 2001).

The second database is focused on Standard Communi-
cations Protocol (SCP) statements for ECG (Rubel et al.,
2016), which describes ECG states. As there is no publicly
accessible database encompassing the entire SCP statement,
we have constructed a local database by collecting relevant
trustable sources from the internet.

Searching, Thinking, and Generation. After preparing
the web and local databases, we initially query GPT-4, the
only current LLM featuring original web browsing capabili-
ties, with: ‘Which attributes and subtypes does <cardiac
condition>have? If this condition specifically describes
symptoms or a subtype, please refrain from answering; oth-
erwise, generate all possible scenarios.” Following GPT-4’s
response, we enable its web browsing function towards the
designated web database and we upload the local database
file. We then instruct GPT-4 to search for relevant terms in
both the web and local databases, ensuring the generated
results exist in the clinical knowledge database and are rele-
vant to the provided cardiac condition. Terms that are not
found in either database are discarded. This verification step
is automated by GPT-4 thinking.

Subsequently, we ask GPT-4 to reformulate the remaining
terms into a structured text prompt for zero-shot classifi-
cation, stylized like an ECG statement containing possible
diseases subtypes and descriptive attributes describing sig-
nal patterns. As shown in Fig. 4, our prompts, unlike
the original ones with only category names and fixed tem-
plates, are dynamic and tailored to specific cardiac con-
ditions without the need for handcrafting. Moreover, the
reformulated prompts adhere to clinically structured expres-
sions, as all terms are cross-verified with the web and local
clinical knowledge databases.

4. Experiments
4.1. Pre-training Configuration

MIMIC-ECG. In our study, we pre-train the MERL frame-
work on the MIMIC-ECG dataset (Gow et al.). This dataset
contains 800,035 paired samples from 161,352 unique sub-
jects. Each sample is composed of a raw ECG signal and
its associated report, with every ECG recording sampled
at 500Hz for a duration of 10 seconds. To prepare the pre-
training dataset, we executed the following procedures: (1)
Exclude samples with an empty report or reports contain-
ing fewer than three words. (2) Substitute ‘NaN’ and ‘Inf’
values in ECG recordings with the average of the six neigh-
boring points. After these curation steps, our tailored dataset
for training MERL contains 771,693 samples. Each sample
includes an ECG record and its corresponding report.

Implementation. In pre-training stage, we employ a ran-
dom initialized 1D-ResNet18 as the ECG encoder. For text
encoding, we employ Med-CPT (Jin et al., 2023) by de-
fault. The impact of various text encoders on downstream
performance is discussed in Sec 5. We select the AdamW
optimizer, setting a learning rate of 2 x 10~% and a weight
decay of 1 x 1075. We pre-train MERL for 50 epochs,
applying a cosine annealing scheduler for learning rate ad-
justments. We maintain a batch size of 512 per GPU, with
all experiments conducted on eight NVIDIA A100-40GB
GPUs. All code can be accessed at >

4.2. Downstream Tasks Configuration

We evaluate our framework on both zero-shot classification
and linear probing, on three widely-used public datasets
listed as follows, covering over 100 cardiac conditions. The
details of the data split are shown in Appendix.

PTBXL. This dataset (Wagner et al., 2020) encompasses
21,837 ECG signals that were accumulated from 18,885
patients. The collected data consists of 12-lead ECG, each
sampled at a rate of 500 Hz with a duration of 10 seconds.
Based on ECG annotation protocol, there are four subsets
with multi-label classification tasks: Superclass (5 cate-
gories), Subclass (23 categories), Form (19 categories),
and Rhythm (12 categories). Notably, these four subsets
have different number of samples. We follow the official
data split (Wagner et al., 2020) for the train:val:test split.

CPSC2018. This publicly accessible dataset (Liu et al.,
2018) comprises 6,877 standard 12-lead ECG records, each
sampled at a rate of 500 Hz, and the duration of these records
ranges from 6 to 60 seconds. The dataset is annotated with
9 distinct labels. We split the dataset as 70%:10%:20% for
the train:val:test split.

Chapman-Shaoxing-Ningbo (CSN). This publicly acces-
sible dataset (Zheng et al., 2020; 2022) comprises 45,152
standard 12-lead ECG records, each sampled at a rate of 500
Hz with a duration of 10 seconds. We drop the ECG signals
with ‘unknown’ annotation, the curated version dataset has
23,026 ECG records with 38 distinct labels. The dataset is
split into 70%:10%:20%.

Implementation. For linear probing, we keep the ECG en-
coder frozen and update only the parameters of a newly ini-
tialized linear classifier. We conduct linear probing for each
task, utilizing 1%, 10%, 100% of the training data. These
configurations are consistent across all linear probing clas-
sification tasks. For zero-shot classification, we freeze the
whole model, and use CKEPE to customize the prompt
for each category. We compute the similarity between the
ECG embedding and prompt embedding as the classifica-
tion probability for the category associated with the prompt.

*https://github.com/cheliu-computation/MERL
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Figure 4. Left: Zero-shot MERL vs. linear probed eSSL with 1%
Data. Right: Zero-shot MERL vs. linear probed eSSL with 10%
Data. All performance are reported in the AUC score.

For all downstream tasks, we use macro AUC as the metric.
Further details, including specifics of the implementation,
are provided in Appendix.

4.3. Evaluation on zero-shot learning

Zero-shot classification using text prompts is a common
task for assessing representation learning quality (Radford
et al., 2021a). However, most research in ECG representa-
tion learning evaluates only linear probing. This limitation
arises as these eSSL approaches merely operates on ECG
signals only, without having a text encoder for receiving
text prompts. We motivate zero-shot classification as a way
to measure the quality and versatility of cross-modal ECG
representations learned from clinical reports.

In our comprehensive analysis across six different datasets,
we assess the performance of zero-shot MERL compared
to eSSL approaches on linear probing, as shown in Fig. 1,
4. Fig. 1 demonstrates how zero-shot MERL with three
types of prompts outperforms eSSL methods that are lin-
ear probed with additional annotated data. ‘Disease Name’
means the category name is used as the prompt for zero-
shot classification. ‘GPT4 Generated’ indicates that we
use GPT4 to create a detailed prompt based on the cate-
gory name for zero-shot classification. Notably, zero-shot
MERL, even without prompt enhancement, surpasses the
top eSSL method linear probed with 1% additional train-
ing data, achieving higher average AUC across six datasets.
Furthermore, with CKEPE, zero-shot MERL exceeds the
best eSSL method probed with additional 10% data, un-
derscoring the effectiveness of CKEPE and learned ECG
representations from MERL.

We also present the performances of zero-shot MERL and
eSSL performance on individual datasets, as shown on the
left of Fig. 4. Remarkably, zero-shot MERL demonstrates
superior performance to eSSL with linear probing across
all downstream datasets, even without additional training
samples. This underlines MERL’s ability to learn robust,
transferable cross-modal ECG features with clinically rele-
vant knowledge from report supervision.

Interestingly, despite the significant overall performance
gain, our method demonstrates a lesser advantage on the
PTBXL-Super dataset. This behavior may be attributed to
the ‘simpler’ nature of the PTBXL-Super dataset, which
has only 5 broad categories (e.g., myocardial infarction),
compared to the 9-38 detailed categories (e.g., inferior my-
ocardial infarction or inferolateral myocardial infarction)
in other datasets. Nevertheless, MERL notably outperforms
other eSSL methods linear probed on 1%-10% additional
annotated training data in the remaining five more challeng-
ing datasets. These results demonstrate that clinical reports
are a valuable supervision signal for ECG representation
learning.

Table 1. Comparing MERL to other multimodal ECG representa-
tion learning methods.

‘ Zero-shot  Linear Probing (1%)
METS (Li et al., 2023) ‘ 58.84+4.6 61.87+£3.4
MERL (Ours) ‘ 75.24+1.7 65.96+2.1

We compare our method with the only existing multimodal
ECG representation learning-based method, METS (Li et al.,
2023), as shown in Tab 1. Our method significantly outper-
forms METS on zero-shot tasks, benefiting from UMA and
CKEPE. This illustrates the benefits of learning unimodal
representations and shows that employing a knowledge-
enhanced detailed prompt positively influences zero-shot
learning.

4.4. Evaluation as ECG Representations

While our MERL highlights its zero-shot classification ca-
pability, assessing ECG representations via uni-modal tasks
after pretraining is more common. We select linear prob-
ing for our evaluation protocol because of its standardized
procedures for eSSL methods (Kiyasseh et al., 2021; Zhang
et al., 2023; Wang et al., 2023; Na et al., 2023).

Tab. 2 presents the results of linear probing for MERL and
existing eSSL methods. Our MERL consistently outper-
form eSSL methods across a 1%-100% of training data ratio
and six datasets. Notably, MERL’s performance with just
1% data in linear probing on the PTBXL-Super dataset sur-
passes those of all eSSL methods using 100% data. Further-
more, MERL with 10% data in linear probing outperforms
all eSSL methods with 100% data on the remaining five
datasets. This demonstrates that clinical report supervision
enables MERL, to learn discriminative ECG representations
with richer semantics. Interestingly, the second-highest per-
formance on four subsets of the PTBXL with 100% data lin-
ear probing is achieved by a randomly initialized ResNet18,
rather than by any eSSL methods. We speculate this is due
to two reasons: (1) for contrastive eSSL approaches, the
quality of the learned representation decreases because the
positive/negative pairs, generated through naive signal-level
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Table 2. Linear probing results of MERL and eSSL methods. The best results are bolded, with gray indicating the second highest.

PTBXL-Super PTBXL-Sub PTBXL-Form PTBXL-Rhythm CPSC2018 CSN
Method 1% 10%  100% ‘ 1% 10%  100% ‘ 1% 10%  100% ‘ 1% 10%  100% ‘ 1% 10%  100% ‘ 1% 10%  100%
Random Init 70.45 77.09 81.61 ‘ 55.82  67.60 7791 ‘ 55.82 6254 73.00 ‘ 46.26 6236 79.29 ‘ 5496 71.47 78.33 ‘ 4722 63.17 73.13
SimCLR 63.41 69.77 7353 | 60.84 6827 73.39 | 5498 5697 62.52 | 51.41 69.44 77.73 | 59.78 68.52 76.54 | 59.02 67.26 73.20
BYOL 7170 73.83 7645 | 57.16 6744 71.64 | 4873 61.63 7082 | 41.99 7440 77.17 | 60.88 74.42 7875 | 5420 71.92 74.69
BarlowTwins 72.87 7596 78.41 | 62.57 70.84 7434 | 52.12 6039 66.14 | 50.12 73.54 77.62 | 55.12 7275 7839 | 60.72 71.64 77.43
MoCo-v3 73.19 76.65 7826 | 5588 69.21 76.69 | 50.32 63.71 7131 | 51.38 71.66 7433 | 62.13 76.74 7529 | 54.61 7426 77.68
SimSiam 73.15 72770 75.63 | 6252 6931 76.38 | 55.16 6291 7131 | 4930 6947 7592 | 5835 7289 7531 | 5825 68.61 77.41
TS-TCC 70.73 7588 7891 | 53.54 66.98 77.87 | 48.04 61.79 71.18 | 43.34 6948 7823 | 57.07 73.62 7872 | 5526 6848 76.79
CLOCS 68.94 7336 7631 | 57.94 7255 76.24 | 51.97 5796 72.65 | 47.19 71.88 7631 | 59.59 77.78 7749 | 5438 7193 76.13
ASTCL 7251 7731 81.02 | 61.86 68.77 76.51 | 44.14 6093 6699 | 5238 71.98 76.05 | 57.90 77.01 79.51 | 56.40 70.87 75.79
CRT 69.68 7824 7724 | 6198 70.82 78.67 | 46.41 59.49 68.73 | 47.44 7352 7441 | 58.01 76.43 82.03 | 56.21 73.70 78.80
MERL (Ours) 82.39 86.27 88.67 ‘ 6490 80.56 84.72 ‘ 58.26 72.43 79.65 ‘ 53.33 82.88 88.34 ‘ 70.33 8532 90.57 ‘ 66.60 82.74 87.95

Table 3. Results under data distribution shift: ‘Source Domain’ denotes the dataset used for linear probing with the frozen pre-trained
ECG encoder. ‘Target Domain’ refers to the corresponding test set. We include only those target domain samples that match categories
from the source domain. The top results are highlighted in bold, while the gray color marks the second-highest achievements.

Source Domain Zero-shot | Training Data PTBXL-Super CPSC2018 CSN

Target Domain Ratio CPSC2018 CSN PTBXL-Super CSN PTBXL-Super CPSC2018
Random Init X 68.62 75.31 55.74 68.92 56.57 61.16
SimCLR (Chen et al., 2020) X 69.62 73.05 56.65 66.36 59.74 62.11
BYOL (Grill et al., 2020) X 70.27 74.01 57.32 67.56 60.39 63.24
BarlowTwins (Zbontar et al., 2021) X 68.98 72.85 55.97 65.89 58.76 61.35
MoCo-v3 (Chen et al., 2021) X 69.41 73.29 56.54 66.12 59.82 62.07
SimSiam (Chen & He, 2021) X 70.06 73.92 57.21 67.48 60.23 63.09
TS-TCC (Eldele et al., 2021) X 100% 71.32 75.16 58.47 68.34 61.55 64.48
CLOCS (Kiyasseh et al., 2021) X 68.79 72.64 55.86 65.73 58.69 61.27
ASTCL (Wang et al., 2023) X 69.23 73.18 56.61 66.27 59.74 62.12
CRT (Zhang et al., 2023) X 70.15 74.08 57.39 67.62 60.48 63.33
ST-MEM (Na et al., 2023) X 76.12 84.50 62.27 75.19 73.05 64.66
METS (Li et al., 2023) ‘ 4 ‘ 0% ‘ 74.42 69.78 61.13 72.31 59.63 63.12
MERL (Ours) ‘ 4 ‘ 0% ‘ 88.21 78.01 76.77 76.56 74.15 82.86

augmentation, introduce semantic distortion; and (2) for
generative eSSL methods, the ECG representation learned
through reconstruction tasks lacks discriminative and high-
level semantic information (Liu et al., 2023j;1).

4.5. Robustness to Distribution Shift

Distribution shift refers to scenarios where the test set’s
ECGs come from a different distribution (often caused by
different data sources) than the training set. Among them we
focus on the most common distribution shift in healthcare
data: domain shift (covariate shift), where the label space
are shared but input distributions vary. To evaluate the gener-
alizability and robustness of the learned ECG representation
across different sources, we conduct linear probing with
eSSL methods and zero-shot MERL under domain shifts:
training on one dataset (the ‘source domain’) and testing
on another (the ‘target domain’), which has categories in
common with the source domain.

We prepare the target domain similarly to CLIP (Radford
et al., 2021a). The details of preparation can be found in
the Appendix. After preparing the target domain samples,
we compare zero-shot MERL with all eSSL methods using
100% data for linear probing across six target domains. The
results are outlined in Tab. 3. Remarkably, zero-shot MERL

outperforms all eSSL methods that are linear probed with
100% data, except in the PTBXL-Super—CSN setting. We
also observe that ST-MEM (Na et al., 2023) achieves the
second-highest overall results. This may be attributed to
ST-MEM being pre-trained on a reconstruction task without
involving naive signal level data augmentation for construct-
ing positive/negative pairs. This behavior supports our pos-
tulation that naive data augmentation in eSSL could impair
the robustness of the learned ECG representation. Overall,
these findings underscore that the ECG features learned via
MERL are both representative and robust.

5. Ablation Studies

In this section, we perform comprehensive ablation stud-
ies on the key components/design choices, and report the
average performance of zero-shot classification and linear
probing with 1% data across six ECG classification datasets.

Loss Function. Tab. 4 shows that training with the combi-
nation of Lcvma and Lyyma improves performance compared
to solely using CMA. This suggests that UMA enhances
the model’s ability to learn ECG representation in the latent
space, benefiting downstream tasks.

Text Encoder. Tab. 5 shows the effects of various text
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Table 4. Ablating Loss Function. ‘-’ indicates inability to perform
zero-shot classification because it is not aligned with text.
Linear Probing (1%)

Lema Luma ‘ Zero-shot

v - 57.39+4.5
v 60.84+3.8 64.25+£2.6
v v 61.67+£4.2 65.96+2.1

encoders. Med-CPT (Jin et al., 2023) 3 achieves the highest
performance in both tasks. The other two text encoders yield
suboptimal outcomes. We attribute Med-CPT’s superior
performance to its discriminative and representative text
embeddings: Med-CPT is pre-trained on a text contrastive
learning task “, differing from other encoders that are pre-
trained on masked language modeling tasks.

Table 5. Effects of Text Encoder Choices.
Linear Probing (1%)

‘ Zero-shot

BioClinical BERT (Alsentzer et al., 2019) ‘ 72.361+4.5 63.81+1.8
PubMedBERT (Gu et al., 2021) ‘ 71.84+3.2 64.294+2.5
Med-CPT (Jin et al., 2023) ‘ 75.24+1.7 65.96+2.1

Clinical Knowledge Database. We further explore the
effects of web and local clinical knowledge databases in
Tab. 6. Eliminating either database results in decreased
performance. Specifically, removing the web database,
SNOMEDCT , leads to a notable reduction in performance,
attributable to its larger scale compared to the local database.
This underscores that both clinical knowledge databases are
beneficial for zero-shot classification, with the larger-scale
database providing more improvements.

Table 6. Benefits of Clinical Knowledge Database
Database

‘ Zero-shot
w/o SNOMEDCT (web) ‘ 7217423
w/o SCP Statement (local) ‘ 73.62£1.9

Ours ‘ 75.24+1.7

Data Augmentation Strategies. We implement four aug-
mentation strategies and report the results in Tab. 7. As
shown in Fig. 2 (a), naive data augmentation on ECG signal
domain distorts semantic information and reduces the qual-
ity of the representation. Instead, the proposed latent space
augmentation demonstrates superior performance compared
to other strategies applied to raw ECG signals.

Table 7. Effect of Diverse ECG Augmentation Strategies.

Augmentation ‘ Zero-shot  Linear Probing (1%)
Cutout | 73.24+32 62.24+2.7
Drop \ 72719425 61.14+£2.2
Gaussian noise | 72.61+2.7 64.17+1.6
Latent Dropout (Ours) ‘ 75.24+1.7 65.96+2.1

Dropout Ratio. Finally, we implement latent augmentation
using various dropout ratios and report the results in Tab.
8. A dropout ratio of 0.1 yields the best results, while
both higher and lower ratios lead to decreased performance.

3https://huggingface.co/ncbi/MedCPT-Query-Encoder

“This task is implemented on the query-article pair from
PubMed search log, and has no overlap with the pre-training
dataset in this work.

Therefore, we opt for using a dropout ratio of 0.1 for latent
augmentation in our method.

Table 8. Effect of Difference Dropout Ratios
Linear Probing (1%)

Dropout Ratio | Zero-shot

0.05 | 747914 65.23+1.8
0.1 | 75.24+1.7 65.96:+2.1
0.15 | 74.53+2.6 64.1941.7
0.2 | 74.25+2.1 6443125

Feature Extractors for ECG. Tab. 9 outlines the ablation
study for two ECG feature extractor networks (i.e., back-
bones): the CNN-based ResNet18(He et al., 2016) and the
transformer-based ViT-Tiny(Dosovitskiy et al., 2020). Re-
sults show that performance of MERL with CNN backbone
surpasses that of ViT, suggesting CNN are better suited for
capturing ECG patterns. The degraded efficacy of the trans-
former backbone may stem from its tokenization strategy,
which discretizes continuous signals, possibly leading to
information loss.
Table 9. Effects of ECG Feature Extractor Choices

Augmentation ‘ Zero-shot  Linear Probing (1%)
ViT(Dosovitskiy et al., 2020) ‘ 73.54+2.3 63.53£2.6
ResNet(He et al., 2016) ‘ 75.24+1.7 65.96+2.1
-4 Random Init —e— BYOL —e— MoCo-v3 TSTCC ASTCL  —e— ST-MEM
—e— SimCLR BarlowTwins SimSiam  —e— CLOCS —e— CRT = Ours

Linear Probing Results with 1% Data Linear Probing Results with 10% Data

Modzeol Parametéﬁs (MiIIiong)0 Modzeul Parameti?’s (Mil\ion:())
Figure 5. Average linear probing performance on six datasets of
MERL and other eSSL methods with scaled ECG backbones. For
ST-MEM, a transformer-based method, we use ViT-Tiny, ViT-
Small, and ViT-Base.

Scalability. We scale up the backbone size using three
models, ResNet18, ResNet50, and ResNet101, for MERL
and other eSSL methods, and report their linear probing
performance with 1-10% of data across six datasets in Fig.
5. Across these scaled models, MERL consistently out-
performs the other eSSL methods. Significantly, even the
smallest ECG backbone in MERL exceeds the performance
of the largest backbones in other eSSL methods. This high-
light the value of clinical reports for representation learning
for ECG. Moreover, as the backbone size increases, MERL’s
performance improves, whereas eSSL methods experience
varied performance fluctuation with scaled ECG encoder
sizes. This findings demonstrate that MERL is a scalable,
effective, and data-efficient strategy for ECG representation
learning.

6. Conclusion

We introduce MERL, a scalable and effective multimodal
ECG learning framework that incorporates CMA and UMA
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alignment strategies during training, and CKEPE, a strategy
for customizing prompts, during testing. CKEPE leverages
the capabilities of LLMs to extract and restructure clinical
knowledge from a provided database, boosting zero-shot
MERL to outperform eSSL with linear probing in classifi-
cation tasks. Additionally, we establish the first benchmark
that includes 10 eSSL methods and MERL, all pre-trained
on the largest public ECG datasets and evaluated across a
broad range of classification tasks. MERL’s superior per-
formance in both zero-shot and linear probing tasks under-
scores the advantages of multimodal ECG learning with
report supervision over eSSL methods that only learn repre-
sentations in the signal domain. We hope that both MERL
and this benchmark will benefit the research community in
ECG representation learning.

Impact Statement

Our MERL framework significantly advances ECG classifi-
cation by utilizing a zero-shot approach that eliminates the
need for annotated data in downstream ECG tasks. It out-
performs linearly probed self-supervised learning methods
through innovative prompt engineering. To support future
research, we build the first comprehensive ECG represen-
tation learning benchmark, which covers six datasets and
introduces domain transfer scenarios. Our research primar-
ily uses LLMs to generate descriptive prompts. Although
we compel the LLM to extract and reformat knowledge from
clinical expert-verified databases, the generation process re-
mains not fully controlled and transparent. Therefore, the
field of safe, controllable, and trusted generation in clinical
applications recognizes the need for further development
and exploration. In the future, we aim to align ECG records
with diverse medical data modalities, such as electronic
health records, cardiac imaging, and cardiologist reports, to
enhance multimodal medical data understanding.
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A. Downstream Task Details
A.1. Downstream Task Data Split

We detail the data split in Tab. 10. For the four subsets of PTBXL, we adhere to the official split from the original work of
(Wagner et al., 2020). For CPSC2018 (Liu et al., 2018) and CSN (Zheng et al., 2022; 2020), we randomly split the data, and
all data split information will be released post-acceptance.

Table 10. Details on Data Split.

Dataset Number of Categories Train  Valid Test
PTBXL-Super (Wagner et al., 2020) 5 17,084 2,146 2,158
PTBXL-Sub (Wagner et al., 2020) 23 17,084 2,146 2,158
PTBXL-Form (Wagner et al., 2020) 19 7,197 901 880
PTBXL-Rhythm (Wagner et al., 2020) 12 16,832 2,100 2,098
CPSC2018 (Liu et al., 2018) 9 4,950 551 1,376
CSN (Zheng et al., 2022; 2020) 38 16,546 1,860 4,620

A.2. Downstream Task Configuration

Since not all categories of the target domain are covered by the source domain, we merge target domain categories into the
most similar source domain category similarly to CLIP (Radford et al., 2021a). For example, ‘ST wave tilt up’ and ‘ST
wave drop down’ are merged into ‘ST-T wave change’ when the target domain has a broader range of categories than the
source domain. If the target domain includes categories not present in the source domain (e.g., ‘Wolf-Parkinson-White
syndrome’ from the CSN dataset), we remove these distinct categories and their associated samples from the target domain.
The category relations for the data distribution transfer scenario can be found in Tab. 12, 13, and14. We also show
hyperparameters for all downstream tasks are listed in Tab. 11.

Table 11. Hyperparameter settings on downstream tasks.

PTBXL-Super PTBXL-Sub PTBXL-Form  PTBXL-Rhythm CPSC2018 CSN
Learning rate 0.001 0.001 0.001 0.001 0.001 0.001
Batch size 16 16 16 16 16 16
Epochs 100 100 100 100 100 100
Optimizer AdamW AdamW AdamW AdamW AdamW AdamW
Learing rate scheduler ~Cosine anealing Cosine anealing Cosine anealing  Cosine anealing  Cosine anealing Cosine anealing
Warump steps 5 5 5 5 5 5

Table 12. Domain transfer category matching for PTBXL-Super to CPSC2018, ‘None’ indicates that there is no category from target
domain belongs source domain.

Source Domain Target Domain
HYP None
NORM NORM
CD 1AVB, CRBBB, CLBBB
MI None
STTC STE, STD

A.3. Performance on all datasets with scaled ECG backbone

We illustrate the linear probing performance of scaled ECG backbones across six downstream datasets at varying data ratios
in Fig. 6. Notably, MERL’s performance on PTBXL-Super, PTBXL-Sub, PTBXL-Rhythm, and CSN shows a positive
correlation with increased ECG backbone sizes across all data ratios. However, this performance trend reaches a plateau
on the CPSC2018 and PTBXL-Form datasets. This saturation point could be attributed to the inherent limitations of the
datasets or the ceiling effect of MERL’s learning capabilities, warranting further investigation. Despite these variations,
MERL exhibits consistent superiority over other eSSL approaches in all assessed scenarios, encompassing various backbone
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Table 13. Domain transfer category matching for PTBXL-Super to CSN, ‘None’ indicates that there is no category from target domain
belongs source domain.

Source Domain Target Domain
HYP RVH, LVH
NORM SR
CD 2AVB, 2AVBI, 1AVB, AVB, LBBB, RBBB, STDD
MI MI
STTC STTC, STE, TWO, STTU, QTIE, TWC

Table 14. Domain transfer category matching for CPSC2018 to CSN.

Source Domain Target Domain

AFIB AFIB
VPC VPB

NORM SR
1AVB 1AVB

CRBBB RBBB
STE STE
PAC APB

CLBBB LBBB
STD STE, STTC, STTU, STDD

sizes, datasets, and data ratios. This comprehensive outperformance underscores MERL’s robustness and versatility in
diverse settings.

Additionally, we observe that other eSSL approaches demonstrate inconsistent performance shifts when increasing the ECG
backbone size. Such fluctuations in performance metrics, hint at potential challenges these approaches face in capturing
representative features in scenarios involving extensive data and larger model architectures. This observation raises important
questions about the scalability and adaptability of current eSSL methodologies, especially in large-scale data and diverse
downstream tasks typical of medical applications.

B. Visualization on Learned ECG Representation

To further investigate the learned ECG representation, we visualize the last layer output of the ECG encoder using three
methods: MERL (multimodal), SimCLR (contrastive), and ST-MEM (reconstructive) on the CSN test set. As Fig. 7 shows,
MERL distinguishes the samples with different categories even without supervised learning, while both SimCLR and
ST-MEM struggle with mixed ECG features from unique categories, even though the pre-training target of SimCLR aims to
learn the distinctiveness of each sample. This demonstrates that clinical report supervision benefits the ECG encoder in
learning more discriminative ECG features. Additionally, the visualization in Fig. 7 indicates the flaw of the reconstructive
method in learning high-level discriminative semantics from ECG, because the pre-training target focuses only on low-level
signal patterns (e.g., signal intensity). It also highlights the flaw of the contrastive method, which learns representation from
semantically distorted samples, as shown in Fig. 2 (a).
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Figure 6. Linear probing performance on six datasets of MERL and other eSSL methods with scaled ECG backbones across [1%, 10%,

100%] data ratios.
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® SA ® ALS ® APB ® AF ® 5SVI ® TWC ® 5T
MERL (multimodal) SimCLR (contrastive) ST-MEM (reconstructive)

Figure 7. The t-SNE visualization of the learned ECG representation after pre-training. We utilize the test set of the CSN dataset, which
includes only samples with unique categories and remove categories that have fewer than 50 samples for better visualization.
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