
Graph Feature Preprocessor: Real-time Subgraph-based Feature
Extraction for Financial Crime Detection

Jovan Blanuša
IBM Research Europe

Switzerland
jov@zurich.ibm.com

MaximoCravero Baraja
Caltech
USA

mcravero@caltech.edu

Andreea Anghel
IBM Research Europe

Switzerland
aan@zurich.ibm.com

Luc von Niederhäusern
IBM Research Europe

Switzerland
lvn@zurich.ibm.com

Erik Altman
IBM Watson Research

USA
ealtman@us.ibm.com

Haris Pozidis
IBM Research Europe

Switzerland
hap@zurich.ibm.com

Kubilay Atasu
TU Delft

Netherlands
kubilay.atasu@tudelft.nl

Abstract
In this paper, we present Graph Feature Preprocessor, a software
library for detecting typical money laundering patterns in financial
transaction graphs in real time. These patterns are used to produce
a rich set of transaction features for downstream machine learning
training and inference tasks such as detection of fraudulent finan-
cial transactions. We show that our enriched transaction features
dramatically improve the prediction accuracy of gradient-boosting-
based machine learning models. Our library exploits multicore
parallelism, maintains a dynamic in-memory graph, and efficiently
mines subgraph patterns in the incoming transaction stream, which
enables it to be operated in a streamingmanner. Our solution, which
combines our Graph Feature Preprocessor and gradient-boosting-
based machine learning models, can detect illicit transactions with
higher minority-class F1 scores than standard graph neural net-
works in anti-money laundering and phishing datasets. In addition,
the end-to-end throughput rate of our solution executed on a multi-
core CPU outperforms the graph neural network baselines executed
on a powerful V100 GPU. Overall, the combination of high accuracy,
a high throughput rate, and low latency of our solution demon-
strates the practical value of our library in real-world applications.
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1 Introduction
Financial transactions serve as records documenting the movement
of financial funds between accounts. Typically, these transactions
are captured in a tabular format, where each row represents a dis-
tinct financial transaction, and columns represent basic transaction
features such as timestamp, source account, target account, amount
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Figure 1: Crime patterns in financial transaction graphs.

transferred, currency, and payment type [1]. While this tabular rep-
resentation offers a structured view of the data, a more insightful
approach emerges when financial transactions are represented as
graphs by treating transactions as edges and accounts as vertices
of a graph, as illustrated in Figure 1. Such a graph representation
enables analysts to uncover insights that may not be immediately
apparent in tabular formats. As a result, financial transaction graphs
facilitate the efficient analysis and interpretation of complex finan-
cial data, aiding in the detection of financial crime [19, 49].

Subgraph patterns in financial transaction graphs can often serve
as indicators of financial crime. A simple cycle [48], depicted in Fig-
ure 1a, is one such pattern and represents a sequence of transactions
that transfer funds from one bank account back to the same account.
Such a cycle can be an indicator of financial crimes such as money
laundering, tax avoidance [28, 69], credit card frauds [49, 56], or
circular trading used for stock price manipulation [34, 36, 52]. In ad-
dition, a gather-scatter pattern, illustrated in Figure 1b, can suggest
a pump and dump stock manipulation scheme [49]. In this scheme,
the stock price of a company is artificially increased through the
use of social media to attract other traders for investment. After
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Gradient-boosting-based ML model

Batch of financial transactions with graph-based features

Graph Feature Preprocessor

Payment typeCurrencyAmountDest. accountSrc. accountTimestampID

ChequeUSD1250BA7 JUN 23, 12:45100

WireEUR34CB7 JUN 23, 17:12101

Credit cardCHF648CD8 JUN 23,   8:22102

Graph-based featuresPayment typeCurrencyAmountDest. accountSrc. accountTimestampID

ChequeUSD1250BA7 JUN 23, 12:45100

WireEUR34CB7 JUN 23, 17:12101

Credit cardCHF648CD8 JUN 23,   8:22102

Batch of financial transactions

Suspicious transactions

Figure 2: The overview of our graph ML pipeline for the
detection of suspicious financial transactions.
the stock price rises sufficiently, malicious traders sell the stocks.
Due to the artificially inflated stock price, its value drops, and other
traders suffer financial losses. Furthermore, a scatter-gather pat-
tern, depicted in Figure 1c, can represent a money laundering tactic
called smurfing [19, 39, 42, 43, 62, 67], in which a malicious actor
employs several intermediary accounts (blue nodes in Figure 1c) to
integrate small sums of illicit funds into the legal banking system.
Similarly, in cryptocurrency transaction networks, criminals use
sophisticated mixing and shuffling schemes to obfuscate the trace
of their activities [44]. Such schemes can usually be represented by
subgraph structures [15, 64, 73, 76]. The discovery of such suspi-
cious subgraph patterns may enable locating and stopping criminal
activities and their perpetrators.

Rapid detection and processing of suspicious financial trans-
actions are important to avoid financial losses. As financial data
is often represented in a tabular format [1], the fastest and most
accurate machine learning models [27] for this input format are
gradient-boosting-based models [14, 38]. However, these models
cannot take into account the underlying graph structure and can-
not discover graph patterns that could be associated with financial
crime. Furthermore, a limited set of basic features associated with
financial transactions (see Figure 2) does not provide sufficient infor-
mation to gradient-boosting-based models for detecting suspicious
transactions with sufficient accuracy. As a result, the detection of
suspicious transactions using these methods poses a challenge.

To overcome the aforementioned limitations, we propose a solu-
tion shown in Figure 2. Specifically, we develop the Graph Feature
Preprocessor (GFP) library to produce a rich set of graph-based
features for financial transactions. Our library searches for typi-
cal financial crime patterns, such as money laundering cycles and
scatter-gather patterns (see Figure 1), and encodes these graph pat-
terns into additional columns (i.e., features) of the transaction table.
The transaction table enriched with the graph-based features is
then forwarded to a pre-trained gradient-boosting-based machine
learning model that performs the classification of financial transac-
tions and detects suspicious transactions. As a result, the machine
learning model is provided with additional transaction features
extracted from the financial transaction graph, which facilitates the
detection of transactions associated with financial crime.
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Figure 3: Our Graph Feature Preprocessor is offered as a
scikit-learn preprocessor with fit and transform methods.

Our contributions can be summarised as follows:
• We present a graph-based feature extraction library called
Graph Feature Preprocessor for enriching the feature set of
edges in financial transaction graphs by enumerating suspi-
cious subgraph patterns in graphs as well as by computing
various statistical properties of graph vertices. We then use
this library to develop a graph machine learning (graph ML)
pipeline for monitoring financial transaction networks. Sec-
tion 2 introduces this library.

• We conduct experiments that demonstrate an improvement of
up to 36% in the minority-class F1 score compared to graph
neural network (GNN) baselines [11, 20, 31] for money laun-
dering detection tasks. In addition, we demonstrate that our
graph ML pipeline executed using 32 cores of an Intel Xeon
processor achieves higher throughput rates compared to those
GNN baselines executed on an NVIDIA Tesla V100 GPU. Our
experimental evaluation is presented in Section 4.

The GFP library is publicly available on PyPI as part of Snap
ML [59–61]. In addition, it is offered with IBM1 mainframe software
products Cloud Pak for Data on Z [33] and AI Toolkit for IBM Z and
LinuxONE [32]. Furthermore, an AI on IBM Z Anti-Money Launder-
ing Solution Template [63], which demonstrates how to develop and
deploy a graph ML pipeline with GFP using an IBM Z environment,
is open-sourced and publicly available2.

2 Graph Feature Preprocessor
An overview of the Graph Feature Preprocessor (GFP) is given in
Figure 3. It operates in a streaming fashion, receiving as input a
batch of transactions with only basic features, such as in Figure 2,
and producing additional graph-based features as output. GFP stores
past financial transactions in an in-memory graph, which is dynam-
ically updated as new transactions are received. The graph-based
features are computed by enumerating subgraph patterns in the
graph and by generating statistical properties of the accounts stored
in that graph. GFP can compute the graph-based features across
several CPU cores in parallel, which, together with the dynamic
graph representation, enables real-time feature extraction.

We have implementedGFP as a scikit-learn preprocessorwith the
fit/transform interface [66] and made it publicly available on PyPI
as part of the Snap ML package [59–61]. The main functionality of
GFP is implemented by the transform function, which is illustrated
1IBM, the IBM logo, and IBM Cloud Pak are trademarks or registered trademarks
of International Business Machines Corporation, in the United States and/or other
countries.
2https://github.com/ambitus/aionz-st-anti-money-laundering
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in Figure 3. This function inserts a batch of input transactions into
the in-memory graph and computes graph-based features for these
transactions. Creating the initial in-memory graph is performed
by providing some past transactions as an input to the fit function.
The existing in-memory graph can be updated without computing
any graph features by using the partial_fit function. Other stan-
dard preprocessor functions supported by GFP are described in the
publicly available documentation [60]. In the rest of this section,
we describe the dynamic graph management and graph pattern
mining components of GFP (see Figure 3), and we describe how the
graph-based features produced by the library are encoded.

2.1 Dynamic Graph Management
The dynamic graph management component in GFP uses an in-
memory graph to represent the financial transaction network. In
this scenario, each account is treated as a graph vertex, and each
transaction represents an edge from its source account to its destina-
tion account. As financial transactions typically include a timestamp
indicating when a transaction was created (see Figure 2), financial
transaction graphs are considered temporal graphs [30]. Further-
more, financial transaction graphs are alsomultigraphs [3], as there
can be several parallel edges, i.e., edges that connect the same pair
of source and destination vertices. Hence, our in-memory graph
must be capable of representing temporal multigraphs.

To enable the seamless processing of transactions in a streaming
fashion, our in-memory graph must support the insertion of new
transactions and the removal of outdated transactions. We define
new transactions as those with timestamps greater than the times-
tamp of any transaction currently in the in-memory graph. Out-
dated transactions are identified as those with timestamps smaller
than a value 𝑡now − 𝛿 , where 𝑡now represents the largest times-
tamp among the transactions in the in-memory graph and 𝛿 de-
notes a user-defined time window. Consequently, the in-memory
graph retains only transactions that fall within the time window
[𝑡now − 𝛿 : 𝑡now], effectively constraining its memory usage.

Our in-memory graph comprises two main data structures: a
transaction log and an index. The transaction log, implemented as
a double-ended queue, maintains a list of edges sorted in ascend-
ing order of their timestamps. This data structure facilitates the
detection and removal of outdated edges by supporting an 𝑂 (1)
operation for removing the edge with the smallest timestamp. The
index data structure employs an adjacency list representation to
enable fast access to the neighbours of a vertex [18]. Implemented
as a vector of hash maps [58], each entry in the vector represents a
vertex 𝑣 , and the hash map associated with that vertex 𝑣 signifies
the adjacency list of 𝑣 . Vertices are internally mapped to integers
in the range of 0, 1, . . . , 𝑛 − 1, where 𝑛 is the number of vertices in
the graph. These integers are used to access the adjacency list of a
vertex 𝑣 in this vector. Furthermore, each edge can be accessed in
𝑂 (1) time using the index, facilitating traversal through the graph,
as required by the graph pattern mining component.

To support the maintenance of parallel edges in the index, each
entry in an adjacency list of the vertex 𝑣 , representing a neighbour
𝑢 of the vertex 𝑣 , also contains a list of edges connecting 𝑣 with
𝑢, referred to as the parallel edge list. The edges in this list, also
implemented as a double-ended queue, are represented with their

Algorithm 1: ScatterGatherStream
(
G(V, E), batch, 𝛿𝑝

)
Input: G - the input graph with verticesV and edges E

batch - a batch of edges; 𝛿𝑝 - the time window
1 parallel foreach (u → v, 𝑡𝑢𝑣) : batch do
2 TW =

[
𝑡𝑢𝑣 − 𝛿𝑝 : 𝑡𝑢𝑣

]
; ⊲ Time window of size 𝛿𝑝

// The first phase

3 𝑁 +
𝑢 = { ∀𝑥 | (𝑢 → 𝑥, 𝑡𝑠 ) ∈ E ∧ 𝑡𝑠 ∈ TW };

4 𝑁 +
𝑣 = { ∀𝑥 | (𝑣 → 𝑥, 𝑡𝑠 ) ∈ E ∧ 𝑡𝑠 ∈ TW };

5 parallel foreach w : 𝑁 +
𝑣 do

6 𝑁 −
𝑤 = { ∀𝑥 | (𝑥 → 𝑤, 𝑡𝑠 ) ∈ E ∧ 𝑡𝑠 ∈ TW };

7 𝐼 = 𝑁 +
𝑢 ∩ 𝑁 −

𝑤 ;
8 if |𝐼 | ≥ 2 then report scatter-gather pattern {𝑢, 𝐼,𝑤};

// The second phase

9 𝑁 −
𝑢 = { ∀𝑥 | (𝑥 → 𝑢, 𝑡𝑠 ) ∈ E ∧ 𝑡𝑠 ∈ TW };

10 𝑁 −
𝑣 = { ∀𝑥 | (𝑥 → 𝑣, 𝑡𝑠 ) ∈ E ∧ 𝑡𝑠 ∈ TW };

11 parallel foreach w : 𝑁 −
𝑢 do

12 𝑁 +
𝑤 = { ∀𝑥 | (𝑤 → 𝑥, 𝑡𝑠 ) ∈ E ∧ 𝑡𝑠 ∈ TW };

13 𝐼 = 𝑁 −
𝑣 ∩ 𝑁 +

𝑤 ;
14 if |𝐼 | ≥ 2 then report scatter-gather pattern {𝑤, 𝐼, 𝑣};

ID and timestamp, sorted in ascending order of their timestamps.
For this reason, the operations of inserting new edges and removing
the outdated edges can be performed in 𝑂 (1) time.

2.2 Graph Pattern Mining
The task of the graph pattern mining component is to produce
graph-based features for edges forwarded to the library through
the transform function. Two types of graph-based features are sup-
ported: i) graph-pattern-based features and ii) vertex-statistics-
based features.

Graph-pattern-based features are computed by extracting
graph patterns from the in-memory graph that contain one of the
forwarded edges. Our library extracts the following graph patterns:
fan-in, fan-out, scatter-gather, gather-scatter, simple cycle, and
temporal cycle. Fan-in and fan-out patterns refer to patterns defined
by a vertex 𝑣 and all of its incoming and outgoing edges, respectively.
A gather-scatter pattern combines a fan-in pattern of the vertex
𝑣 with a fan-out pattern of the same vertex 𝑣 , as illustrated in
Figure 1b [67]. A fan-out pattern of a vertex 𝑣 and a fan-in pattern
of a vertex 𝑢 form a scatter-gather pattern, depicted in Figure 1c,
if the fan-out and the fan-in patterns connect vertices 𝑣 and 𝑢,
respectively, to the same set of intermediate vertices [67] (blue
vertices in Figure 1c). A simple cycle is a path from vertex 𝑣 to the
same vertex 𝑣 without repeated vertices except for the first and
last vertex. Finally, a temporal cycle is a simple cycle with edges
ordered in time.

To compute graph-pattern-based features in a streaming manner,
our library enumerates new patterns that are formed after inserting
the input batch of edges into the graph. The fan-in and fan-out
pattern features of a vertex 𝑣 that belongs to the input batch are
determined by counting the number of outgoing and incoming
vertices of 𝑣 , respectively. These features can be determined in
𝑂 (1) time by simply querying the size of the hash maps that are
implementing the adjacency lists of the vertex 𝑣 in our index data

224



ICAIF ’24, November 14–17, 2024, Brooklyn, NY, USA Blanuša et al.

𝑢

𝑁!"
𝑁#"
𝑤

𝑣

𝑁!"
𝑁#"

𝑁$%

𝑢

𝑤

𝑣

𝑢

𝑤

𝑣

𝐼 = 𝑁!" ∩ 𝑁$%

(a) Determine 𝑁!" and 𝑁#" (b) Determine 𝑁$% (c) The resulting pattern

Figure 4: Enumeration of scatter-gather patterns that contain
the edge 𝑢 → 𝑣 with 𝑣 being an intermediate vertex.

structure (see Section 2.1). A gather-scatter pattern is detected
implicitly if the fan-in and fan-out of a vertex 𝑣 are at least two.
Due to space constraints, we omit the description of our algorithm
for finding scatter-gather patterns in a streaming manner.

To enumerate simple cycles and temporal cycles in a stream-
ing manner, we use fine-grained parallel algorithms introduced in
Blanuša et al. [6, 7]. These algorithms enable the search for cycles
that start from a single edge or a small batch of edges in parallel
using several threads. The benefit of these algorithms is that they
can process transactions in small batches with high throughput. For
instance, if the computation of cycles is parallelised by adopting the
coarse-grained parallel approach, recursive cycle search for each
edge of a batch is performed by a different thread. However, as
shown in Blanuša et al [6, 7] using the coarse-grained approach
might result in a suboptimal solution due to the potential workload
imbalance across threads. In contrast, fine-grained cycle enumera-
tion algorithms are able to execute the recursive cycle search from
a single edge using several threads, thereby increasing the paral-
lelism. As a result, even if the input batch contains one transaction,
our library would be able to parallelise the search for cycles.

To compute scatter-gather pattern in a streaming manner, we use
our algorithm illustrated in Figure 4 and presented in Algorithm 1.
In this algorithm, (u → v, 𝑡𝑢𝑣) denotes a temporal edge with source
vertex 𝑢, target vertex 𝑣 and timestamp 𝑡𝑢𝑣 . This algorithm pro-
cesses each edge (u → v, 𝑡𝑢𝑣) in the input batch by searching for all
scatter-gather patterns that include that edge. The first and second
phase of this algorithm search for scatter-gather patterns that con-
tain 𝑣 and𝑢 as an intermediate vertex, respectively. In the first phase,
we first determine the outgoing neighbours of 𝑢 and 𝑣 , denoted
as 𝑁 +

𝑢 and 𝑁 +
𝑣 , respectively, as shown in Figure 4a. Then, for each

outgoing neighbour𝑤 of 𝑣 , we search for incoming neighbours 𝑁 −
𝑤

of the vertex𝑤 , which are represented as filled circles in Figure 4b.
Afterwards, we perform a set intersection between 𝑁 +

𝑢 and 𝑁 −
𝑤 to

find the intermediate vertices 𝐼 of a scatter gather pattern. Finally,
the algorithm reports the resulting scatter-gather pattern defined
with vertices 𝑢,𝑤 , and 𝐼 , as shown in Figure 4c. The second phase
of this algorithm, presented in lines 9–14 of Algorithm 1, is analo-
gous to the first phase, and we omit its description for brevity. Note
that this algorithm can be parallelised in a fine-grained manner by
parallelising its loops, as shown in Algorithm 1.

Apart from parallelisation, another method to reduce the time re-
quired to find graph patterns is to impose time-window constraints.
In this case, a time window parameter 𝛿𝑝 can be specified for each
graph pattern, in which case the library searches only for patterns
whose edges have timestamps greater than or equal to 𝑡now − 𝛿𝑝 ,

Graph-pattern-
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Figure 5: Feature encoding: scatter-gather patterns are binned
according to the number of intermediate vertices they have,
and cycles are binned according to their length.

where 𝑡now represents the largest timestamp among the edges in
the in-memory graph. Additionally, the search for simple cycles
can be constrained by limiting their maximal length.

Vertex-statistics-based features are computed for the vertices
that appear in the input batch of edges. For each such vertex 𝑣 ,
some predefined statistical property can be computed using a se-
lected basic feature associated with the outgoing edges of 𝑣 and its
incoming edges. The statistical properties currently supported by
our library are: sum, mean, minimum, maximum, median, variance,
skew, and kurtosis [41]. For instance, if "Amount" is the selected
basic feature used for the calculation of statistical properties, the
statistical features include the average and total amount of money
an account received or sent. Combining different statistical fea-
ture types with different user-specified basic features in this way
extends the feature space significantly.

Vertex-statistics-based features can be determined in a stream-
ing manner through incremental computation. For this purpose,
our library maintains second, third, and fourth central moments
for each vertex of the graph and for each basic feature used for
calculating account statistics (e.g., "Amount"). After inserting or
removing an edge 𝑢 → 𝑣 , all central moments for 𝑢 and 𝑣 are
updated incrementally [25, 70]. These central moments are then
used to compute the following statistical features: sum, mean, vari-
ance, skew, and kurtosis [41]. Note that the computation of each
aforementioned statistical feature can be performed in 𝑂 (1) time.
Other statistical features, i.e., minimum, maximum, and median,
are simply computed by iterating through the incident edges of a
vertex, which is executed in𝑂 (Δ) time per statistical feature, where
Δ is the maximum degree of a vertex in the graph.

2.3 Feature Encoding
The encoding of the features produced by the transform function
of GFP is shown in Figure 5. Each row of the output feature table
stores the feature vector of a single transaction. Across different
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Table 1: Datasets used in the experiments.

Dataset # nodes # edges illicit rate time span
AML HI Small 0.5 M 5 M 0.102% 10 days
AML HI Medium 2.1 M 32 M 0.110% 16 days
AML HI Large 2.1 M 180 M 0.124% 97 days
AML LI Small 0.7 M 7 M 0.051% 10 days
AML LI Medium 2.1 M 32 M 0.051% 16 days
AML LI Large 2.1 M 180 M 0.057% 97 days
ETH Phishing 2.9 M 13 M 0.278% 1261 days

columns of a feature vector, there are basic transaction features,
graph-pattern-based transaction features, and the account features
of the source and the destination account of the transaction. The
account features consist of vertex-statistics-based features and fea-
tures based on fan-in and fan-out patterns, both of which are single-
hop patterns. Features based on fan-in and fan-out patterns are
computed for each account 𝑣 and represent the number of accounts
connected to 𝑣 in those patterns. Graph-pattern-based transaction
features are computed using multi-hop subgraph patterns: scatter-
gather, hop-constrained simple cycles, and temporal cycles. For each
transaction, our library reports the number of multi-hop subgraph
patterns of different sizes that this transaction is part of. Example
features based on multi-hop subgraph patterns are given in Fig-
ure 5, where the first transaction participates in 4 scatter-gather
patterns with 3 intermediate vertices and in 2 temporal cycles with
30 or more edges. Even though these multi-hop subgraph patterns
can also be used to compute account features, computing them as
transaction features provides more compact feature vectors.

3 Experimental setup
Datasets. Table 1 presents the datasets used in the evaluation.
The AML datasets are publicly available synthetic AML datasets
produced by the AMLworld generator[1]. These datasets contain
transactions labelled as licit or illicit, and, thus, they can be directly
used with our graph ML pipeline that performs transaction classifi-
cation. The datasets are available in two variants: one with a higher
illicit rate (AML HI) and one with a lower illicit rate (AML LI). In
addition, we use the ETH Phishing dataset, which is a real-world
Ethereum dataset [13, 77] with 1, 165 accounts labelled as phishing.
To enable transaction classification using the ETH Phishing dataset,
we label a transaction of this dataset as phishing if its destination
account is labelled as phishing. As a result, 0.278% of Ethereum
transactions are labelled as phishing.

Baselines. We use LightGBM (version 3.1.1) [38] and XGBoost
(version 1.7.5) [14] boosting machines, which are widely-used ML
models for tabular data, as machine learning models for our graph
ML pipeline. We compare our graph ML pipeline with LightGBM
and XGBoost models trained exclusively using basic features, with-
out incorporating features generated by our Graph Feature Prepro-
cessor. To perform hyper-parameter tuning of these models, we em-
ploy a successive halving model tuning approach [35]. As additional
baselines, we use the following graph neural networks (GNNs):
Graph Isomorphism Network (GIN) [31, 78], GIN with edge up-
dates (GIN+EU) [4, 11], and Principal Neighbourhood Aggregation
(PNA) [20, 72]. GIN+EU baseline is similar to LaundroGraph [11],
which is a GNN specifically designed for anti-money laundering.

GNNs: 
GIN+EU

PNA GFP + LightGBM, batch size: 128 2048GIN
GFP + XGBoost, batch size: 128 2048
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Figure 6: Our graph ML pipeline has higher throughput com-
pared to GNN baselines executed on a V100 GPU.
The accuracy results for these GNNs on the AML datasets are ob-
tained from Altman et al. [1]. Furthermore, all of the baselines,
as well as our graph ML pipeline, are trained without the source
and destination account IDs of the transactions. This prevents the
models from identifying money laundering transactions based on
the memorisation of account IDs.

Graph Feature Preprocessor setup.We configure GFP to ex-
tract the graph-based features in the following way. The features
are extracted from the AML datasets using a time window of six
hours for scatter-gather patterns and a time window of one day
for the rest of the graph-based features. We specify a cycle-length
constraint of 10 for simple cycle enumeration. We use the "Amount"
and "Timestamp" fields of the basic transaction features to generate
the vertex-statistics-based features. Feature extraction from the
ETH Phishing dataset is performed using a 20-day time window for
all graph-based features. In addition, we disable the generation of
temporal cycles and specify a hop constraint of 5 for simple cycle
enumeration. We use the "Amount", "Timestamp", and "Block Nr."
fields of the basic transaction features to generate the account sta-
tistics. We selected these parameters after some careful exploration
aimed at finding the best trade-offs between the throughput of GFP
and the accuracy of the ML models used for scoring.

Data split. To tune the parameters of the models and to test
the model generalisation performance, we split the input data into
train, validation, and test sets. The train and validation sets are
used by the successive halving scheme to tune the model, while
the test set is used for the final evaluation of the model. For AML
datasets, the splitting is performed such that 60% of transactions
with the smallest timestamps is selected as a training set, the next
20% transactions with the smallest timestamps excluding the ones
from the training set are selected as a validation set, and the rest
are selected as the test set. For the ETH dataset, we define the
timestamp of an account as the minimum timestamp among the
transactions that involve this account and split the accounts of the
dataset such that 65% of the accounts with the smallest timestamp
exist only in the training set, the next 15% of the accounts exist only
in the validation dataset, and the rest are in the test set. Splitting
the datasets in the aforementioned way prevents data leakage in
our experiments.

4 Results
In this section, we evaluate the accuracy of our graph ML pipeline
and other baselines trained on the datasets from Table 1. We refer
to our graph ML pipeline that uses LightGBM and XGBoost as
GFP+LightGBM and GFP+XGBoost, respectively. As a measure of
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Table 2: Minority class F1 scores (%) of the money laundering detection task using the AML datasets and the phishing detection
task using the ETH Phishing dataset. NA stands for not available.

Model batch AML HI AML LI batch ETH Phishingsize Small Medium Large Small Medium Large size
GIN [31] ∞ 28.70 ± 1.13 42.30 ± 0.44 NA 7.90 ± 2.78 3.86 ± 3.62 NA ∞ 26.92 ± 7.52
GIN+EU [4, 11] ∞ 47.73 ± 7.86 49.26 ± 4.02 NA 20.62 ± 2.41 6.19 ± 8.32 NA ∞ 33.92 ± 7.34
PNA [20] ∞ 56.77 ± 2.41 59.71 ± 1.91 NA 16.45 ± 1.46 27.73 ± 1.65 NA ∞ 51.49 ± 4.29
LightGBM [38] — 21.30 ± 0.30 18.60 ± 0.10 24.50 ± 0.20 2.05 ± 0.81 3.3 ± 0.48 4.04 ± 0.16 — 13.74 ± 0.54
GFP+LightGBM 128 62.86 ± 0.25 59.48 ± 0.15 58.03 ± 0.19 20.83 ± 1.50 24.74 ± 0.46 23.67 ± 0.11 128 40.17 ± 0.22
GFP+LightGBM 2048 60.52 ± 0.59 56.12 ± 0.37 54.76 ± 0.08 17.99 ± 0.60 21.06 ± 0.08 22.65 ± 0.59 ∞ 51.00 ± 1.01
XGBoost [14] — 19.75 ± 0.89 20.10 ± 0.22 10.61 ± 6.73 0.21 ± 0.22 0.40 ± 0.14 0.00 ± 0.00 — 15.52 ± 0.15
GFP+XGBoost 128 63.23 ± 0.17 65.69 ± 0.26 42.68 ± 12.93 27.28 ± 0.69 31.03 ± 0.22 24.23 ± 0.12 128 37.01 ± 2.45
GFP+XGBoost 2048 64.77 ± 0.47 59.19 ± 0.29 56.88 ± 0.21 28.25 ± 0.80 21.36 ± 0.90 22.64 ± 0.15 ∞ 49.40 ± 0.54
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Figure 7: Scalability of executing different parts of our GFP
library, as well as its end-to-end execution. The speedup is
relative to the single-threaded execution.

accuracy, we use the minority-class F1 score. The F1 scores reported
are averaged across five different runs. The standard deviation of
the F1 score is also reported for each experiment.

Our graph ML pipeline requires transactions to arrive in batches.
For the AML datasets, the graph ML pipeline uses batch sizes of
128 and 2048. In addition, for the ETH Phishing dataset, graph
feature extraction is performed using batch sizes of 128 and ∞.
When using a batch size of∞, all the transactions of the test set are
made available to GFP in a single batch. Using a batch size of ∞
essentially corresponds to an offline solution and, in principle, can
lead to better accuracy because, in this case, the future transactions
are also visible during feature extraction. However, if real-time
processing capability is required by an application, the batch size
will have to be constrained. Note that GNN baselines require the
entire dataset to be available in memory, making it effectively an
offline solution with batch size∞.

AML results. The minority class F1 scores of the ML models
that perform laundering detection using AML datasets are shown
in Table 2. Clearly, our graph-based features lead to significant
improvements in the F1 scores achieved by gradient-boosting mod-
els. Without our graph-based features, the maximum F1 score that
LightGBM and XGBoost achieve is 24.5% for the AML HI datasets

and 4.04% for the AML LI datasets. The reason for this low ac-
curacy is that the labels in AML datasets are highly imbalanced,
and the number of illicit transactions in these datasets is at most
0.13% of the total number of transactions (see Table 1). Our graph
ML pipeline, in which LightGBM and XGBoost models use our
graph-based features in addition to basic features, achieves up to a
46% higher F1 scores than the models that use only basic features.
Furthermore, our graph ML pipeline that uses XGBoost models con-
sistently achieves higher F1 scores than GNN baselines. Compared
to PNA, the GNN baseline with the highest accuracy, our graph ML
pipeline with XGBoost achieves up to an 8% higher F1 score for
AML HI datasets and up to an 11.8% higher F1 score for LI datasets.

The effect of different types of graph-based features produced by
GFP on the accuracy of our graph ML pipeline for the AML task is
shown in Table 3. We observe that including graph features based
on fan-in and fan-out patterns already improves the minority class
F1 score by more than 30% compared to the case that uses only basic
transaction features. Including multi-hop graph pattern features,
i.e., features based on cycles and scatter-gather patterns, further
improves the F1 score by up to 4%. Finally, by incorporating vertex-
statistics-based features produced by GFP, our graph ML pipeline
is able to achieve higher accuracy compared to the PNA baseline
(see Table 2). Thus, each type of graph-based feature contributes to
the overall accuracy of our graph ML pipeline.

Figure 6 shows the throughput of our graph ML pipeline and
GNN baselines. The performance of our graph ML pipeline is eval-
uated using 64 software threads of the Cascade Lake Intel Xeon
Processor available from IBM Cloud [17], and the performance
of GNN baselines is evaluated on an NVIDIA Tesla V100 GPU.
We observe that our graph ML pipeline is able to achieve higher
throughput than GNN baselines when it receives transactions in
batches of 2048. This throughput is the result of the scalable par-
allel graph pattern mining algorithms that GFP uses, as shown in
Figure 7. This figure also shows that our streaming scatter-gather
algorithm, introduced in Section 2.2, scales almost linearly with the
number of software threads when batch size is infinity. As a result
of this scalability, the average latency of processing batches of 128
and 2048 transactions from the AML dataset is 30 ms and 148 ms,
respectively. Being able to process a batch of transactions with low
latency makes GFP suitable for real-time processing.

Explainability. A benefit of our graph ML pipeline is that it
produces explainable results. Using the SHAP library [47], we can
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Table 3: Minority class F1 scores (%) of our graph ML pipeline demonstrating the effect of different graph-based features
produced by GFP on the accuracy of money laundering detection. Multi-hop pattern features include features based on simple
cycles, temporal cycles, and scatter-gather patterns.

Dataset AML HI Small AML HI Medium ETH Phishing
Model LightGBM XGBoost LightGBM XGBoost LightGBM XGBoost
batch size 128 2048 128 2048 128 2048 128 2048 ∞ ∞
basic features 21.30 ± 0.30 21.30 ± 0.30 19.75 ± 0.89 19.75 ± 0.89 18.60 ± 0.10 18.60 ± 0.10 20.10 ± 0.22 20.10 ± 0.22 13.74 ± 0.54 15.52 ± 0.15
+ fan-in/fan-out features 50.85 ± 0.83 49.73 ± 1.20 56.88 ± 0.66 59.71 ± 0.07 46.71 ± 0.17 50.59 ± 0.36 53.00 ± 0.08 55.25 ± 0.19 35.92 ± 1.96 40.46 ± 0.94
+ multi-hop pattern features 54.66 ± 0.39 55.54 ± 0.55 58.60 ± 0.15 61.01 ± 0.24 47.47 ± 0.21 51.40 ± 0.15 55.42 ± 0.23 55.92 ± 0.26 39.46 ± 0.27 42.76 ± 0.48
+ vertex-statistic-based features 62.86 ± 0.25 60.52 ± 0.59 63.23 ± 0.17 64.77 ± 0.47 59.48 ± 0.15 56.12 ± 0.37 65.70 ± 0.26 59.19 ± 0.29 51.00 ± 1.01 49.40 ± 0.54

Figure 8: Importance of features used by our GFP+LightGBM
setup to flag an AML HI Small transaction as illicit.

obtain the importance of features a gradient-boosting-based model
used to flag a transaction as illicit. For example, the two most impor-
tant features used for flagging a transaction as illicit in Figure 8 are
the number of two-hop temporal cycles (Temporal Cycle length 2)
and a vertex statistics feature, which represents the sum of money
the target account received (Target Sum ammountRecUSD Out).
Explaining the decision is critical for increasing trust in a fraud
detection system because it allows analysts to verify the decisions
of the system as needed.

ETH Phishing results. Table 2 also shows the minority class F1
scores achieved by the ML models we trained on the ETH Phishing
dataset to perform phishing detection. When using a batch size
of 128, our graph-based features enable F1-score improvements
exceeding 20% for both LightGBM and XGBoost. Setting the batch
size to∞ further improves the F1 score of LightGBM to 51%. In that
case, LightGBM with our graph-based features outperforms the
GIN+EU baseline by 10% and achieves competitive accuracy with
PNA. However, increasing the batch size from 128 to ∞ effectively
makes our graph ML pipeline an offline solution. In general, the op-
timal configuration of GFP depends on the requirements of the end
application and might require trading off performance for accuracy.

5 Related Work
Graphmachine learning has applications in many different fields,
including financial transaction network analysis [12, 44, 50, 74],
fraud detection [2, 10, 21, 22, 45, 80], drug discovery [26], molecular
property prediction [79], genomics [65], recommender systems [23],
social network analysis [5, 24], and relation prediction in knowledge
graphs [55]. Fraud detection systems TitAnt [10] and Eddin et
al. [22] are graph machine learning systems that extract features

from transaction graphs by generating node embeddings [53] or by
performing random walks [51] in graphs. These features are then
used by machine learning models to predict whether an incoming
transaction is fraudulent or not.

Graph neural networks (GNNs) [8, 11, 29, 40, 45, 71, 74, 78] are
powerful tools that can be used for the purpose of financial crime
detection. Cardoso et al. [11] andWeber et al. [75] apply GNN to the
anti-money laundering problem, Kanezashi et al. [37] apply GNN
to the phishing detection problem on the Ethereum blockchain,
and Rao et al. [57] uses a GNN to detect fraudulent transactions.
Graph Substructure Network, proposed by Bouritsas et al. [8], takes
advantage of pre-calculated subgraph pattern counts to improve the
expressivity of GNNs. GNNs could also be used to count subgraph
patterns, such as in Chen et al. [16], which could enable detecting
patterns associated with financial crime. In contrast to our work,
GNNs cannot straightforwardly operate in a streaming manner and
require the entire dataset to be available at the time of testing.

6 Conclusions
We presented Graph Feature Preprocessor (GFP), a software library
for fast feature extraction from dynamically changing transaction
graphs. To achieve fast feature extraction, our library leverages
an in-memory dynamic multigraph representation as well as fine-
grained parallel subgraph enumeration algorithms. GFP enables
our graph ML pipeline to operate in a streaming manner with low
per-batch latency and higher throughput compared to the GNN
baselines presented in the experiments. This capability makes GFP
suitable for scenarios that require real-time processing.

We have also shown that the graph-based features generated by
GFP can significantly improve the accuracy of gradient-boosting-
based machine learning models. The graph-based features improve
the minority class F1 score of gradient-boosting-based machine
learning models by up to 46% for the synthetic AML datasets and
by up to 35% for a real-world phishing detection dataset extracted
from Ethereum. Furthermore, we show that our solution achieves
up to a 36% higher F1 score than GNN baselines for the AML task.
In particular, our graph ML pipeline achieves up to a 24% higher
minority-class F1 score compared to the GIN+EU baseline with
the similar architecture to LaundroGraph [11], which is a GNN
designed specifically for anti-money laundering.

The application scope of our GFP library is not limited to money
laundering detection. Given that a cycle in a graph can be an indica-
tor of tax avoidance [28], circular trading [34, 36, 52], and credit card
frauds [49, 56], a GFP could also help to detect these types of frauds.
However, the reliance on pre-defined subgraph patterns, such as
cycles, is one drawback of this library, which we plan to address as
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part of the future work by adding the support for subgraph match-
ing using user-defined subgraph patterns in GFP [68]. Furthermore,
we plan to add support for feature extraction based on additional
subgraph patterns, such as cliques [9] and bicliques [54]. Being able
to enumerate these patterns could enable the detection of close-knit
communities [46] as well as stacked money laundering patterns [1]
encountered in various different financial crime scenarios.
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