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Abstract

Retrieval-Augmented Generation (RAG) sys-001
tems often suffer from contextual redundancy002
and limited recognition of domain-specific enti-003
ties in specialized domains, which degrades the004
quality and accuracy of responses generated005
by Large Language Models (LLMs). To ad-006
dress these challenges, we propose a document-007
structure-aware reranking framework that en-008
hances both relevance and informational di-009
versity, thereby improving the comprehensive-010
ness and reliability of LLM outputs. Our ap-011
proach consists of two key components: a012
multi-channel relevance scoring mechanism013
that combines thematic matching and entity-014
level signals, and a dynamic Maximal Marginal015
Relevance (MMR) algorithm based on thematic016
structure. This algorithm dynamically adjusts017
the trade-off parameter between relevance and018
diversity, effectively reducing semantic over-019
lap among top-ranked passages. We conduct020
relevance evaluation on an internal benchmark021
dataset. Our method significantly outperforms022
existing baselines across multiple core metrics,023
with a 10.6% improvement in ranking accu-024
racy over the internal baseline. Additionally,025
the framework further enhances the quality of026
model-generated responses by increasing the027
information density of the top-k document set.028

1 Introduction029

Large Language Models (LLMs) demonstrate im-030

pressive capabilities (Shao et al., 2024; Liang et al.),031

but their direct application often faces challenges032

such as outdated knowledge and factual hallucina-033

tions (Rawte et al., 2023). Retrieval-Augmented034

Generation (RAG) (Lewis et al., 2020) emerges035

as a leading approach to address these limitations036

by grounding LLM responses in up-to-date, exter-037

nal knowledge. This is particularly important in038

specialized domains—such as finance, law, and039

internal corporate knowledge bases—where high040

accuracy and access to lengthy, domain-specific041

documents are critical.042
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Figure 1: Our task primarily focuses on relevance rank-
ing of long documents within a specific domain, consid-
ering user query needs from both accuracy and diversity
perspectives.

The effectiveness of RAG systems largely de- 043

pends on the quality and composition of context 044

passages provided during retrieval (Fan et al., 2024; 045

Park et al., 2025; Finardi et al., 2024) and rerank- 046

ing (Ampazis, 2024; Moreira et al., 2024). The re- 047

trieval stage is responsible for initially acquiring rel- 048

evant documents, while the reranking stage refines 049

the relevance of the retrieved documents. Standard 050

RAG pipelines struggle with long, domain-specific 051

documents due to redundancy, relevance decay, and 052

the presence of specialized terminology or entities 053

that generic models may fail to recognize, which 054

impacts the comprehensiveness and accuracy of the 055

output. Given the large size of our internal docu- 056

ment library and the infrequency of changes in the 057

retrieval process, our focus is on optimizing the 058

reranking stage for better performance. 059

Current reranking methods in RAG systems re- 060

main limited in two key aspects: ineffective redun- 061

dancy filtering in long documents and insufficient 062

domain-specific entity recognition. While initial re- 063

trieval retrieves broad results, traditional rerankers 064

primarily optimize for query-passage relevance, of- 065

ten returning top-k passages with high semantic 066
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How does the intersection of technology, 
education, and public policy influence digital 

literacy among older adults?

The low level of digital health 
literacy skills, especially among older 
adults, increases their risk of limited 
access to health services. Health 
literacy plays an important role in 
maintaining health and improving the 
quality of life of people, especially 
older adults. ...

"themes": [
{"theme": "Challenges in Digital 

Health Literacy",
"subthemes": [{

"subtheme": ...,
"key_entities": ["social 

disconnection"...]},...}...]
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Figure 2: The workflow of our framework consists of two main components: accuracy and diversity. The accuracy
part focuses on relevance scoring based on topic summarization and entity entailment. For diversity, we adopt MMR
to dynamically adjust the top-k document set.

overlap. This redundancy restricts the LLM’s ca-067

pacity to integrate diverse perspectives, potentially068

biasing or fragmenting outputs. Additionally, many069

rerankers lack domain-aware entity sensitivity, in-070

creasing the risk of critical information omission.071

To overcome these limitations, we propose a072

novel reranking framework designed to jointly en-073

hance accuracy and diversity, especially for han-074

dling long documents in specialized domains. Our075

goal is not merely to diversify rankings but to cu-076

rate a set of top-k passages that are highly relevant077

yet informationally complementary, thereby enrich-078

ing the input for LLM generation.079

We achieve this through a multi-channel rele-080

vance scoring mechanism that integrates thematic081

and entity-level signals, followed by a dynamic082

Maximal Marginal Relevance (MMR) (Carbonell083

and Goldstein, 1998) based on semantic similarity084

among high-relevance candidates.085

Our key contributions are as follows:086

1. A multi-channel relevance calculation method087

combining thematic and entity-level signals,088

ensuring strong alignment with the core in-089

formation need before introducing diversity090

considerations.091

2. A theme-aware MMR algorithm with adaptive092

λ control that dynamically balances relevance093

and diversity based on the observed semantic094

overlap among top-ranked candidates.095

3. Extensive experiments on specialized-domain 096

datasets showing significant improvements 097

over existing RAG ranking baselines in both 098

retrieval accuracy and answer quality metrics. 099

2 Related Work 100

Retrieval-Augmented Generation enhances the ac- 101

curacy and controllability of LLMs by integrat- 102

ing retrieval with generation techniques. A typical 103

RAG pipeline consists of three stages: document in- 104

dexing, initial retrieval (e.g., using BM25 (Robert- 105

son et al., 2009) or DPR (Karpukhin et al., 2020)), 106

and reranking. While these components perform 107

well in general domains, they face notable chal- 108

lenges when applied to long documents in spe- 109

cialized fields—such as information redundancy, 110

semantic repetition, and limited understanding of 111

domain-specific terminology or entities. 112

Recent efforts focus on improving the rerank- 113

ing stage through advanced embedding models 114

and fine-tuned rerankers, such as bge-m3 and bge- 115

reranker-v2-m3 (Chen et al., 2024; Sturua et al., 116

2024; Zhang et al., 2024). These methods have 117

shown improvements in query-passage relevance; 118

however, they often fail to address semantic overlap 119

among top-ranked passages and lack tailored mech- 120

anisms for modeling long documents in specialized 121

domains. 122

To mitigate redundancy and promote diversity, 123

several studies incorporate Maximal Marginal Rele- 124
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vance (MMR), a strategy widely adopted in recom-125

mendation systems and document summarization.126

Traditional MMR implementations typically rely127

on bag-of-words or static vector representations,128

which are insufficient for capturing complex se-129

mantic structures in domain-specific content.130

In summary, existing reranking methods strug-131

gle with semantic repetition, redundancy, and poor132

entity recognition in long, domain-specific texts.133

Our framework addresses these issues by combin-134

ing thematic and entity-aware relevance scoring135

with dynamic λ adjustment, effectively balancing136

relevance and diversity for improved RAG perfor-137

mance in specialized domains.138

3 Problem Setup139

Given a user query q and a set of n retrieved long140

documents D = {d1, d2, . . . , dn}, the goal is to141

reorder these documents according to their rele-142

vance to the query. We aim to select and rank a143

subset Dk ⊂ D of size k such that the selected144

documents are maximally relevant to q while main-145

taining diversity. Formally, this can be expressed146

as a combination of two objectives:147

Dk = arg max
D′⊂D,

|D′|=k

(
λ · Facc(D′, q) + (1− λ) · Fdiv(D

′, q)
)
,

(1)148

where:149

• Facc denotes a scoring function focused on accu-150

racy, defined by the semantic alignment between151

each document in D′ and the query q;152

• Fdiv represents a scoring function emphasizing153

diversity, encouraging broad coverage of the154

query topic while minimizing semantic overlap;155

• λ ∈ [0, 1] is a dynamic weighting parameter that156

balances the trade-off between accuracy and di-157

versity.158

When λ = 1, the optimization prioritizes accu-159

racy alone, suitable for ranking-focused tasks:160

Dk = arg max
D′⊂D,
|D′|=k

Facc(D′, q). (2)161

Conversely, when λ = 0, the objective shifts to162

maximizing diversity, ideal for LLM-based gener-163

ation:164

Dk = arg max
D′⊂D,
|D′|=k

Fdiv(D′, q). (3)165

By adjusting λ, the system can dynamically 166

adapt to downstream requirements: higher λ em- 167

phasizes precision for ranking, while lower λ en- 168

hances diversity for generative tasks. 169

4 Method 170

We propose a novel reranking framework for 171

Retrieval-Augmented Generation (RAG) systems 172

that jointly optimizes for both accuracy and di- 173

versity in the selection of top-k passages. The 174

goal is to retrieve a set of documents that are not 175

only highly relevant to the user query, but also col- 176

lectively informative—capturing a broad range of 177

complementary content to reduce redundancy and 178

enrich the generative context. 179

Our framework consists of two main stages: 180

1. Relevance Scoring via Multi-Channel Seman- 181

tic Signals: We compute fine-grained relevance 182

scores for candidate passages by leveraging mul- 183

tiple semantic channels, including topic distri- 184

butions and domain-specific entity recognition. 185

These signals are derived from both general and 186

specialized knowledge bases, allowing the sys- 187

tem to more accurately capture the intent behind 188

complex or technical queries. This step ensures 189

that the initial document pool is both topically 190

aligned and semantically precise. 191

2. Topic-Structure-Aware Maximal Marginal 192

Relevance (MMR): To further refine the top-k 193

selection, we employ an enhanced MMR algo- 194

rithm that incorporates topic structure into the 195

diversity-aware reranking process. Unlike stan- 196

dard MMR, our method dynamically adjusts 197

the trade-off parameter λ based on pairwise se- 198

mantic similarity among high-relevance candi- 199

dates. This adaptive strategy promotes novel, 200

non-redundant information while maintaining 201

high overall relevance. 202

This two-stage approach is particularly effective 203

for long and complex documents characterized by 204

redundancy and dense terminology. By selecting 205

passages that are both accurate and complementary, 206

our framework improves the contextual input pro- 207

vided to Large Language Models (LLMs), thereby 208

enhancing the factuality, coverage, and informa- 209

tiveness of the generated outputs. 210

4.1 Accuracy 211

In our reranking process, we prioritize accuracy to 212

ensure that selected documents accurately reflect 213
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the user’s information needs while minimizing re-214

dundancy. To achieve this, we propose a hybrid215

scoring strategy that integrates hierarchical topic216

summarization and entity-level entailment, com-217

bining semantic understanding with explicit query218

grounding.219

Formally, let D = {d1, d2, . . . , dn} denote the220

set of retrieved long documents and q the user221

query. For each document di ∈ D, we compute a222

final relevance score R(di, q) as follows:223

R(di, q) = RRF(stopic(di, q), sentity(di, q))

where RRF(·) denotes the Reciprocal Rank Fu-224

sion function, and the two components are defined225

below.226

4.1.1 Topic-based Semantic Relevance227

We leverage a LLM to perform hierarchical topic228

analysis on each document di, generating a struc-229

tured summary Ti = {t(1)i , t
(2)
i , . . . , t

(m)
i } repre-230

senting its main topics and subtopics. The topic-231

based semantic relevance score between the query232

q and the document is computed as:233

stopic(di, q) = sim(Ti, q)

Here, sim(·, ·) represents a semantic similarity234

function, typically calculated using cosine similar-235

ity between embeddings generated by a reranker or236

embedding model.237

4.1.2 Entity-level Entailment238

We extract the set of key entities Eq =239

{e1, e2, . . . , el} from the query q using an LLM-240

based named entity recognition module. For each241

document di, we perform exact or fuzzy string242

matching to detect whether these entities appear in243

its full text, yielding a matched entity set Edi ⊆ Eq.244

The entity entailment score is computed as:245

sentity(di, q) =
|Edi |
|Eq|

This ratio reflects the extent to which document246

di covers the core entities mentioned in the query,247

ensuring factual alignment and disambiguation in248

domain-specific contexts.249

4.1.3 Final Relevance Fusion250

To integrate the semantic and symbolic signals, we251

use Reciprocal Rank Fusion (RRF) (Cormack et al.,252

2009) to combine the independently ranked lists253

derived from stopic and sentity:254

RRF(s1, s2) =
2∑

j=1

1

k + rankj

where rankj is the rank position of the document 255

based on score sj in the respective list, and k is a 256

smoothing constant (set to 0). This fusion method 257

ensures that documents performing well on either 258

criterion are preserved in the top ranks while miti- 259

gating the dominance of a single feature type. 260

This relevance scoring strategy balances deep 261

semantic representation with structured factual 262

grounding, making it suitable for complex long- 263

document reranking in retrieval-augmented sys- 264

tems. 265

4.2 Diversity 266

To enhance the diversity of reranked results, we in- 267

troduce a dynamic adjustment mechanism based on 268

the classical Maximal Marginal Relevance (MMR) 269

algorithm. This approach aims to maximize the 270

informational breadth of the selected document set 271

while maintaining high relevance to the query. Un- 272

like traditional MMR, which uses a fixed trade-off 273

parameter λ, our method dynamically adjusts λ ac- 274

cording to the characteristics of the initial ranking 275

results. 276

Formally, let Dk = {d1, d2, . . . , dk} denote the 277

top-k documents obtained from the initial ranking 278

stage—such as through Reciprocal Rank Fusion 279

(RRF). The MMR-based reranking score for each 280

document di is defined as: 281

MMR(di,Dk, q, λ) = arg max
di∈Dk

(
λ · sim(di, q) 282

− (1− λ) · max
dj∈Dk

j ̸=i

sim(di, dj)
)

(4) 283

• sim(di, q) denotes the similarity between doc- 284

ument di and the query q, representing rele- 285

vance. 286

• sim(di, dj) measures the similarity between 287

documents di and dj , indicating redundancy. 288

• λ ∈ [0, 1] balances relevance and diversity in 289

the selection. 290

To enable adaptive behavior, we analyze the ini- 291

tial top-k results by constructing a k × k relevance 292

matrix S where each element Sij = sim(di, dj) is 293

computed using cosine similarity between embed- 294

dings generated from hierarchical topic summaries 295

4



extracted from each document. Based on this ma-296

trix, we calculate an average similarity score S̄297

across all pairs of documents within the top-k set:298

S̄ =
1

k(k − 1)

k∑
i=1

∑
j ̸=i

Sij

This metric reflects the overall redundancy299

among the top-k documents. A higher S̄ indi-300

cates greater similarity and thus a stronger need301

for increased diversity. We then use this average302

similarity score to dynamically adjust λ:303

λadjusted = f(S̄)

where f(·) is a mapping function that trans-304

lates the average similarity into an appropriate305

λ value. In practice, we implement f using a306

monotonic transformation—such as a linear or sig-307

moid function—ensuring smooth transitions be-308

tween relevance- and diversity-focused rankings.309

By focusing on the average similarity across all310

document pairs rather than just the highest-ranked311

document, our method ensures a more balanced312

and comprehensive assessment of diversity needs.313

Specifically, the similarity sim(di, dj) is computed314

using embeddings derived from hierarchical topic315

summaries, ensuring that both semantic and struc-316

tural aspects are considered.317

This dynamic λ mechanism enables our rerank-318

ing process to adapt to varying query characteristics319

and document distributions. As a result, it achieves320

a more balanced trade-off between accuracy and321

diversity, particularly beneficial when generating322

responses with large language models.323

5 Experiment324

In this section, we detail the experimental setup,325

models utilized, and datasets employed to evaluate326

the performance of our proposed reranking frame-327

work.328

5.1 Experimental Setup329

For the structural extraction task, we utilize the330

qwen-turbo (Bai et al., 2023). For reranking,331

the bge-reranker-v2-m3 model is employed to332

reorder top candidate passages based on rele-333

vance and diversity considerations. The embed-334

ding model used in our experiments is bge-m3,335

which generates embeddings for queries and doc-336

uments, facilitating efficient similarity computa-337

tions. Lastly, for answer generation, we use the338

qwen2.5-72b-instruct (Qwen et al., 2025), a ro- 339

bust large language model capable of producing 340

high-quality answers from retrieved documents. 341

5.2 Datasets 342

We employ two distinct datasets to evaluate both 343

the accuracy and diversity of our approach. 344

5.2.1 Accuracy Dataset 345

To evaluate accuracy, we use an internal dataset 346

sampled from Alibaba’s online data. Queries are 347

sourced from real user queries collected across var- 348

ious online platforms within the company. Docu- 349

ments in this dataset come from diverse sources, 350

including official documentation, notification doc- 351

uments, and user-generated content such as solu- 352

tion posts, help requests, and experience-sharing 353

articles. To form the initial candidate set, online re- 354

trieval is performed to recall the top-100 documents 355

per query. Ground truth documents, representing 356

the most relevant documents for each query, are 357

selected based on user click behavior, ensuring a 358

reliable signal for evaluating relevance. 359

5.2.2 Diversity Dataset 360

For diversity evaluation, we focus on complex ana- 361

lytical queries requiring information synthesis from 362

multiple sources to generate detailed summaries. 363

This dataset consists of 100 queries created using 364

Qwen3 (Yang et al., 2025), typically open-ended 365

and necessitating content integration from multiple 366

sources. For each query, web retrieval retrieves 367

the top-100 web pages, from which raw text is ex- 368

tracted as reference documents for reranking. This 369

setup evaluates the system’s ability to balance rel- 370

evance with diversity by integrating information 371

from various sources to produce comprehensive 372

answers. 373

5.3 Evaluation Metrics 374

Our evaluation of the proposed reranking frame- 375

work focuses on two key aspects: accuracy and 376

diversity. Different strategies are applied depend- 377

ing on the downstream task objectives. 378

5.3.1 Accuracy Evaluation 379

To assess the accuracy of the reranking results, we 380

apply standard ranking metrics: 381

• Hit_Rate: Measures the proportion of queries 382

where at least one relevant document appears 383

in the top-K results. Higher values indicate 384

better promotion of relevant documents. 385
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• Mean Reciprocal Rank (MRR): Computes386

the average reciprocal rank of the first relevant387

document across all queries. MRR measures388

the model’s effectiveness in ranking the most389

relevant document highly. Specifically, if the390

rank of the first relevant document is r, its391

reciprocal rank is 1
r , and the final MRR aver-392

ages these over all queries. MRR ranges from393

0 to 1, with higher values indicating better394

performance (Voorhees et al., 1999).395

• Normalized Discounted Cumulative Gain396

(nDCG): Evaluates the quality of the ranked397

list by assigning higher weights to relevant398

documents appearing near the top. DCG ac-399

cumulates relevance scores logarithmically400

based on position, and nDCG normalizes this401

by the ideal ranking. A higher nDCG indi-402

cates not only the presence but also the well-403

ranking of relevant documents (Kelly et al.,404

2009).405

5.3.2 Diversity Evaluation406

To evaluate the diversity of reranked results, we407

assess the quality of the final answers generated by408

an LLM when using reranked documents as input.409

We conduct pairwise comparisons of the output410

quality under different reranking strategies.411

Specifically, for each query, answers are gen-412

erated using the top-3 documents selected by dif-413

ferent reranking methods. Pairwise comparisons414

between these answers are then conducted using a415

strong LLM judge, Qwen3-235B-A22B (Yang et al.,416

2025), a reasoning LLM. In each comparison, the417

LLM is tasked with determining which answer bet-418

ter responds to the query, considering factors like419

informativeness, coverage, clarity, and lack of re-420

dundancy.421

By aggregating the pairwise wins, we derive a422

relative ranking of answer quality for each rerank-423

ing strategy. This protocol directly assesses how424

document diversity influences the richness and use-425

fulness of the final LLM-generated answer.426

To evaluate the effectiveness of our reranking427

framework, we compare it against several widely428

adopted baseline methods, focusing on two core429

dimensions: accuracy and diversity. Below, we430

outline the baselines used for each dimension.431

Accuracy Baselines For accuracy evaluation,432

we select representative ranking strategies in-433

cluding embedding-based retrieval models, cross-434

encoder rerankers, and a production hybrid ranking 435

system: 436

• Embedding-based Ranking: We use the 437

bge-m3 model to encode both queries and 438

documents into dense vector representations. 439

Relevance scores are computed using cosine 440

similarity between query and document em- 441

beddings. 442

• Reranker-based Ranking: We employ the 443

bge-reranker-v2-m3 model as a strong 444

reranking baseline. This cross-encoder model 445

directly evaluates the semantic interaction be- 446

tween query and document, offering improved 447

performance on complex queries compared to 448

embedding-based approaches. 449

• Production Hybrid Ranking: As an inter- 450

nal baseline, we consider a hybrid ranking 451

strategy currently deployed in our production 452

environment. It combines multiple scoring 453

components, including dense and sparse re- 454

trieval models applied to both document titles 455

and full content. The final score is obtained 456

by equal-weighted summation: 457

Scorehybrid =
1

4

(
sTdense + sT+B

dense 458

+ sTsparse + sT+B
sparse

)
(5) 459

where sTdense and sT+B
dense denote the dense 460

model scores using title and title+body respec- 461

tively, and sTsparse, sT+B
sparse are the corresponding 462

sparse model scores. 463

Diversity Baselines To assess the contribution of 464

diversity-aware reranking, we evaluate three con- 465

figurations that vary in how they select the final 466

Top-3 documents: 467

• Top-3 from Initial Ranking: We directly use 468

the top-3 documents returned from the initial 469

relevance ranking process (using Reciprocal 470

Rank Fusion of topic and entity scores), with- 471

out any further diversity adjustment. 472

• MMR-based Reranking (Fixed λ): We ap- 473

ply the standard Maximal Marginal Relevance 474

algorithm with a fixed λ parameter to rerank 475

the Top-K candidates. This approach intro- 476

duces a static trade-off between relevance and 477

novelty in the final selection. 478
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Dataset Hit_Rate MRR nDCG

hit_rate@10 hit_rate@5 hit_rate@1 MRR@10 MRR@5 MRR@1 nDCG@10 nDCG@5 nDCG@1

Baseline
Embedding 0.7280 0.6232 0.3929 0.4915 0.4775 0.3929 0.5477 0.5138 0.3929
Reranker 0.7876 0.6966 0.4726 0.5671 0.5549 0.4726 0.6197 0.5599 0.4726

Hybrid Ranking 0.7448 0.6513 0.4362 0.5279 0.5154 0.4362 0.5795 0.5493 0.4362

Our Method
Ourembedding 0.8237 0.7326 0.4542 0.5760 0.5638 0.4542 0.6356 0.6062 0.4542
Ourreranker 0.8489 0.7679 0.4982 0.6162 0.6052 0.4982 0.6724 0.6461 0.4982

Table 1: Accuracy comparison of different ranking strategies based on the Top-100 documents, including embedding-
based, reranker-based, and hybrid methods.

Comparison Votes for A Tie Votes for B

Initial Ranking vs. MMR (Fixed λ) 65 56 79
Initial Ranking vs. MMR (Dynamic λ) 60 55 85

Table 2: LLM-as-Judge voting results for pairwise di-
versity comparisons. Each row shows the number of
votes favoring method A, method B, and ties.

• MMR with Dynamic λ: This is our pro-479

posed method, where λ is dynamically ad-480

justed based on the diversity demand of the481

initial Top-K set. The adjustment is guided by482

the average pairwise similarity among top doc-483

uments and the quality of the highest-ranked484

item. When initial results are redundant, the485

algorithm increases diversity emphasis; when486

they are already diverse and relevant, it favors487

preserving top-ranked relevance.488

We evaluate the LLM performance under each489

method by measuring the quality of answers gener-490

ated based on the Top-3 ranked documents.491

5.4 Results492

The experimental results are shown in Table 1 and493

Table 2.494

Experimental results show that, in terms of ac-495

curacy, our method outperforms the current online496

baseline across multiple retrieval metrics. Using497

the same embedding model, it achieves a 10.6%498

improvement in hit_rate@10 compared to Hybrid499

Ranking. In terms of diversity, applying the MMR500

algorithm generally yields better QA performance501

than directly using the top-ranked documents from502

the original ranking. Furthermore, performance503

improves even more when using a dynamic λ in504

MMR.505

5.5 Ablation Study506

Hybrid Ranking Components We extend the507

online baseline by incorporating topic-based score508

(stopic) and entity-based score (sentity) into the hy- 509

brid ranking formula. Based on this extension, we 510

design three configurations to study the impact of 511

these additional components: 1) adding only stopic; 512

2) adding only sentity; 3) adding both stopic and 513

sentity. 514

In all cases, we apply uniform weighting across 515

all used components. For the third setting (adding 516

both), the final hybrid score is computed as: 517

Scorehybrid =
1

6

(
sTdense+sT+B

dense +sTsparse+sT+B
sparse 518

+ stopic + sentity

)
(6) 519

The experiment results are shown in Table 4. 520

The experimental results show that directly incor- 521

porating our topic and entity scores as components 522

into the online hybrid ranking algorithm can also 523

yield significant improvements (a 6.4% increase in 524

hit_rate@10). 525

Fusion Strategy To evaluate the impact of differ- 526

ent fusion strategies on retrieval performance, we 527

conduct a series of ablation experiments compar- 528

ing two commonly used approaches: Reciprocal 529

Rank Fusion (RRF) and weighted sum fusion. In 530

particular, for RRF, we investigate the influence of 531

its key hyperparameter k by testing multiple val- 532

ues—specifically k = 0, k = 30, and k = 60—to 533

better understand how sensitive the method is to 534

this parameter. 535

The experimental results are summarized in Ta- 536

ble 5. From the data, it can be observed that 537

RRF consistently outperforms weighted sum fu- 538

sion across all tested settings, indicating its effec- 539

tiveness in combining ranked lists from different 540

sources. Among the different values of k, setting 541

k = 0 yields the best overall performance, suggest- 542

ing that under our experimental conditions, giving 543
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Metrics qwen-turbo-2025-04-28 qwen-turbo-2025-02-11 qwen2.5-1.5b-instruct

Overall Score Precision 94.96% 93.54% 87.65%
Overall Score Recall 91.04% 86.84% 77.78%

Topic Precision 95.02% 94.24% 88.43%
Topic Recall 94.44% 91.76% 84.08%

Keywords Precision 95.12% 93.08% 88.65%
Keywords Recall 90.26% 86.36% 78.57%

Summary Precision 95.04% 93.1% 86.61%
Summary Recall 91.26% 87.06% 77.92%

Entity Precision 96.02% 95.36% 88.69%
Entity Recall 89.8% 85.98% 74.1%

Attribute Precision 93.68% 91.88% 85.86%
Attribute Recall 89.3% 82.86% 74.29%

Table 3: Comparison of Accuracy and Recall Rates for Topic Structure Extraction by Different Models Against
Manual Inspection (50 Cases)

Dataset Hit_Rate MRR nDCG

hit_rate@10 hit_rate@5 hit_rate@1 MRR@10 MRR@5 MRR@1 nDCG@10 nDCG@5 nDCG@1

Hybrid Ranking 0.7448 0.6513 0.4362 0.5279 0.5154 0.4362 0.5795 0.5493 0.4362
Hybrid Ranking+topic 0.7507 0.6572 0.4404 0.5328 0.5202 0.4404 0.5847 0.5544 0.4404
Hybrid Ranking+entity 0.7900 0.7002 0.4818 0.5749 0.5628 0.4818 0.6261 0.5684 0.4818

Hybrid Ranking+topic+entity 0.7928 0.7037 0.4841 0.5774 0.5655 0.4841 0.6288 0.5999 0.4841

Table 4: Ablation results for hybrid ranking components. Incorporating topic and entity scores leads to noticeable
improvements in ranking performance.

Dataset Hit_Rate MRR nDCG

hit_rate@10 hit_rate@5 hit_rate@1 MRR@10 MRR@5 MRR@1 nDCG@10 nDCG@5 nDCG@1

Ourembedding (RRF k=0) 0.8237 0.7326 0.4542 0.5760 0.5638 0.4542 0.6356 0.6062 0.4542
Ourembedding (RRF k=30) 0.8051 0.6966 0.4482 0.5541 0.5396 0.4482 0.6138 0.5787 0.4482
Ourembedding (RRF k=60) 0.7911 0.6881 0.4468 0.5497 0.5359 0.4468 0.6072 0.5738 0.4468

Ourembedding (Weight 5:5) 0.7716 0.6762 0.4493 0.5458 0.5330 0.4493 0.5996 0.5687 0.4493
Ourembedding (Weight 3:7) 0.7712 0.6759 0.4491 0.5456 0.5328 0.4491 0.5993 0.5684 0.4491
Ourembedding (Weight 7:3) 0.7746 0.6794 0.4520 0.5487 0.5359 0.4520 0.6025 0.5716 0.4520

Table 5: Comparison of fusion strategies. RRF with k = 0 achieves the best performance, outperforming the
weighted sum baseline.

higher weight to items appearing at the top of in-544

dividual rankings significantly improves retrieval545

accuracy.546

6 Conclusion547

In this study, we address the challenges faced by548

Retrieval-Augmented Generation systems when549

handling long documents and specialized domain550

information, such as contextual redundancy and551

poor recognition of domain-specific entities. The552

proposed reranking framework aims to jointly en-553

hance relevance and diversity through a multi-554

channel relevance scoring mechanism that incor-555

porates thematic matching and entity-level signals.556

Additionally, a dynamic Maximal Marginal Rele-557

vance (MMR) algorithm based on thematic struc-558

ture adjusts the trade-off between relevance and559

diversity. 560

Experimental results show that our approach out- 561

performs existing baselines across multiple core 562

metrics, particularly in accuracy and diversity. 563

Ablation studies confirm the effectiveness of the 564

method by evaluating different fusion strategies and 565

model components. Overall, the reranking frame- 566

work provides an effective solution for optimiz- 567

ing RAG systems, especially in handling complex 568

and domain-specific content. Future work will fo- 569

cus on addressing current limitations and exploring 570

broader applicability. 571

Limitations 572

Despite the significant improvements demonstrated 573

by the proposed reranking framework across mul- 574

tiple core metrics, there are several limitations. 575
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Firstly, the method relies on high-quality thematic576

analysis and entity recognition modules, which can577

be challenging to achieve in certain specialized do-578

mains, especially when sufficient training data is579

lacking. Secondly, while dynamically adjusting the580

λ parameter in the MMR algorithm effectively en-581

hances diversity, its effectiveness heavily depends582

on the quality of the initial retrieval results; poor583

initial retrieval quality limits the improvement that584

reranking can achieve in the final output. Addi-585

tionally, the current experiments primarily focus on586

internal benchmark datasets and specific types of587

query tasks, so the generalizability of this approach588

to broader tasks and datasets remains to be further589

validated.590
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