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Abstract
As frontier artificial intelligence (AI) models
rapidly advance, benchmarks are integral to
comparing different models and measuring their
progress in different task-specific domains. How-
ever, there is a lack of guidance on when and
how benchmarks should be deprecated once they
cease to effectively perform their purpose. This
risks benchmark scores over-valuing model ca-
pabilities, or worse, obscuring capabilities and
safety-washing. Based on a review of benchmark-
ing practices, we propose criteria to decide when
to fully or partially deprecate benchmarks, and
a framework for deprecating benchmarks. Our
work aims to advance the state of benchmarking
towards rigorous and quality evaluations, espe-
cially for frontier models, and our recommenda-
tions are aimed to benefit benchmark developers,
benchmark users, AI governance actors (across
governments, academia, and industry panels), and
policy makers.

1. Introduction
Benchmarks are fundamental to evaluating model outputs di-
rectly and remain the dominant form of evaluating artificial
intelligence (AI) systems over time. Within AI risk assess-
ment and mitigation, benchmarks serve as critical indicators
for when frontier models1exhibit dangerous capabilities.
They are becoming standard tools mandated by various reg-
ulations worldwide, notably the European Union’s AI Act
(Article 55 in particular) (European Parliament, 2024) and
China’s proposed AI law (Linghan et al., 2024).

*Core contribution 1AI Standards Lab, Dover, Delaware, United
States 2Institute of Data Science and Digital Technologies, Vilnius
University, Vilnius, Lithuania 3Technical University of Munich,
Munich, Germany 4LMU Munich, Munich, Germany 5Trajectory
Labs, Toronto, Canada. Correspondence to: Rokas Gipiškis
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1We use the definition of frontier models from Anderljung
et al. (2023): “highly capable foundation models that could exhibit
sufficiently dangerous capabilities.”

Yet, many benchmarks in use today are outdated, flawed,
or misaligned with their intended purpose. Some persist
simply because they are historically tied to influential mod-
els, thereby functioning as de facto standards despite their
limitations (e.g. ImageNet with AlexNet, Beyer et al. 2020).
This prevents better alternatives from gaining traction (e.g.
the Benchmark Lottery introduced by Dehghani et al. 2021).

Commercial incentives further entrench this problem. AI
labs have little incentive to deprecate benchmarks that
support the superiority of their models. Flawed or out-
dated benchmarks often inflate model performance, en-
abling easy claims of state-of-the-art results without mean-
ingful progress (Eriksson et al., 2025). A notable exam-
ple is Meta’s LLaMA 4, which was fine-tuned specifically
for conversational benchmarks (Robison, 2025). Changing
benchmarks risks disrupting leaderboard continuity, inval-
idating prior claims, and complicating public messaging
(Campolo, 2025). Furthermore, benchmark developers may
resist deprecation to protect prior work, internal tooling, and
reputational capital (Eriksson et al., 2025). With no regu-
latory mandate to reassess benchmark validity, the market
defaults to inertia, perpetuating benchmarks that no longer
validly measure model capabilities and are broadly applied
to every context (Raji et al., 2021b).

We argue that outdated or flawed benchmarks must be ac-
tively deprecated to prevent distorted capability assessments,
wasted resources on ineffective evaluations (Varoquaux
et al., 2024; Polo et al., 2024), and safety-washing (Ren
et al., 2024). By deprecation, we mean to avoid the use of
the target benchmarks for evaluation of current and future
models. We introduce criteria and a process to deprecate
or partially deprecate (i.e., update) inadequate benchmarks.
While ideally this process involves both benchmark creators
and governance actors (spanning governments, academia,
and industry panels), it can also be initiated independently
by governance actors when creators are unavailable. Our
proposal increases transparency in benchmark evaluations
and complements broader governance efforts across the
benchmark development and usage lifecycle.

2. Review of the Benchmarking Literature
Limitations of Current Benchmarks Numerous studies
have highlighted problems in popular benchmarks or bench-
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marking practices more broadly (Blagec et al., 2023; McIn-
tosh et al., 2024; Ren et al., 2024; Singh et al., 2025; De-
hghani et al., 2021; Anwar et al., 2024). Reuel et al. (2024)
analyzed 24 benchmarks, mainly for foundation models,
and found that even common benchmarks have significant
flaws. Liao et al. (2021) provides a taxonomy of benchmark
failure modes across multiple domains. Rauh et al. (2024)
highlighted the flaws of current benchmarking practices by
evaluating model capabilities separated from its context,
especially with automated benchmarking. Eriksson et al.
(2025) showed that current benchmarks are fragile tools
for risk assessment and mitigation. Importantly, they high-
lighted the problem of determining which benchmarks to
trust. Our paper attempts to answer this via its negation:
deprecation implies that a benchmark should not be trusted
for a particular context.

Qualities of Good Benchmarks Numerous studies have
worked on improving benchmark quality in other fields,
such as software engineering (Miltenberger et al., 2023;
Beyer et al., 2019).

For AI, Reuel et al. (2024) reviewed benchmarking best
practices from other fields and developed criteria to assess
benchmarks targeting different parts of its lifecycle. Alonso
& Church (2025) introduced a set of principles for construct-
ing quality benchmarks. Similarly, Davis (2023) lists the
purposes, requirements, and characteristics of desirable com-
monsense reasoning benchmarks for AI. It acknowledged
the need for model developers to scrutinize the benchmarks
they use, and either abstain, fix, or report flawed benchmarks
they come across.

Dataset Maintenance and Deprecation Version control in
the form of a Direct Object Identifier (DOI) (Paskin, 2010)
has been proposed for datasets to track changes and aid in
the deprecation of them (Luccioni et al., 2022; Ghosh et al.,
2025). Meanwhile, Staufer et al. (2025) argued that evalua-
tions such as benchmarks should include information about
the circumstances under which they become deprecated.

Our work is closest to, and takes inspiration from Luccioni
et al. (2022), which introduced the ideas of a deprecation
framework, reporting, and a central repository for depre-
cated datasets. We build on their findings in light of recent
trends with the rise of frontier models. We provide guidance
to governance actors on their role in aiding developers in the
deprecation process towards a robust evaluation ecosystem.
Notably, we address the possibility of partial deprecation
(which we also refer to as upgrading) and provide criteria
specific to benchmarks.

Furthermore, our focus on benchmarks presents easier depre-
cation compared to datasets in general. For frontier models,
benchmarks have transformed into mainly test-time artifacts,
where there is no need to explicitly train the model, either via

pretraining or fine-tuning, to complete the benchmark task.
This opens the avenue for benchmarks to have a cheaper
and faster deprecation process because they can be immedi-
ately applied to the models that the previous benchmark was
applied to, unlike training datasets. This has implications
for governance, which we discuss in our recommendations.

3. Criteria for Deprecation
Based on our review of benchmarking practices in Section 2,
we present a non-exhaustive list of criteria for benchmark
deprecation. For each criterion, we provide a short descrip-
tion and, where applicable, an illustrative example.2

The criteria could be grouped into two broad categories: (1)
quantitative signals of diminishing utility, such as bench-
mark saturation, memorization or statistical bias, and (2)
qualitative issues stemming from fundamental design flaws
or shifts in the broader context of use. These include an-
notation errors, task obsolescence, invalidated assumptions,
and the evolving relevance of the benchmark’s task. For
each criterion, we provide a short description and, where
applicable, an illustrative example.

We emphasize that the list is intentionally non-exhaustive.
Rather than providing rigid, binary rules, the criteria are
meant to act as a flexible and evolving set of heuristics.
They should be treated more like “soft” guidance, simi-
lar to case law, where precedent, accumulated experience,
and community norms inform which benchmarks should
be deprecated over time. We expect that new criteria will
emerge through ongoing dialogue across the AI evaluation
community, including governance panels, benchmarking
workshops, and participatory audits.

1. Saturation Benchmark saturation refers to benchmarks
reaching or approaching their evaluation ceiling, such
that further improvements provide limited information
about a model’s true capabilities. This has been ob-
served (Barbosa-Silva et al., 2022; Maslej et al., 2025)
in various benchmarks, such as MMLU (Hendrycks
et al., 2020), GSM8K (Cobbe et al., 2021), and Hu-
manEval (Chen et al., 2021). When benchmarks are
close to saturation, they become less effective mea-
sures, where more nuanced capability gains might not
be detected.

2. Contamination When models memorize benchmark
data due to leakage or contamination3, their perfor-

2These examples are intended solely for illustrative purposes,
and we do not claim that benchmarks should be deprecated in all
instances, as determining concrete thresholds for these criteria is
beyond the scope of this paper.

3This paper remains neutral on the usefulness of fully pub-
lic benchmarks or benchmarks without private holdout sets and
considers it out of scope.
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mance no longer reflects true generalization with re-
spect to the measured capabilities. This undermines
the benchmark’s ability to accurately assess those capa-
bilities. Various instances of benchmark leakage have
been observed (Zhou et al., 2023; Xu et al., 2024a;b;
Ravaut et al., 2024).

3. Statistical bias Poorly balanced classes or label distri-
butions can skew benchmark results, leading models
to exploit dataset imbalances rather than demonstrat-
ing the intended capabilities. For example, a model
may perform well on an anomaly-detection benchmark
simply by answering correctly on the majority benign
samples, even though it fails to detect the minority
anomalous samples.

4. High annotation error rate Errors introduced by bench-
mark creators or labelers/annotators, whether human
or automated, can compromise the quality of bench-
mark data. A high error rate leads to unreliable bench-
marks and inaccurate model evaluations. For example,
Gema et al. (2024) found that the Virology subset of the
Massive Multitask Language Understanding (MMLU)
benchmark (Hendrycks et al., 2020) contained errors
in 57% of the analysed questions, and that 6.49% of
all MMLU questions had errors.

5. Task obsolescence A benchmark may become obsolete
if the underlying task is no longer considered relevant
or has effectively been solved. Continued use of such
a benchmark, due to familiarity or research inertia,
can lead to misleading signals of progress and wasted
resources. While related to saturation, this criterion
focuses on the evolving relevance of the task itself
rather than model performance limits. For example,
the BIG benchmark(Srivastava et al., 2022) weighs the
task of generating words given a bag of letters equally
as that of causal reasoning. The former task may be
obsolete for developing reasoning models.

6. Invalidated assumptions Benchmarks often rely on sim-
plifying assumptions that may become inappropriate
as the field evolves. When such assumptions no longer
hold, the benchmark fails to reflect real-world com-
plexity or task diversity. For instance, the commonly
used Needle-in-a-Haystack test (Kamradt, 2024) for
evaluating in-context retrieval in long context LLMs
may not accurately represent many real-world retrieval-
augmented generation (RAG) applications. Unlike the
test’s focus on retrieving a single fact, RAG typically
involves retrieving multiple pieces of information and
reasoning over them (LangChain, 2024).

7. Semantic drift Over time, the meaning or interpretation
of a task or its labels can change, just like how the
meanings of words or cultural associations shift over

time (Kutuzov et al., 2018). For example, Luccioni
et al. (2022) describe datasets as static or frozen in
time at the moment of their creation. As language,
context, or social conventions evolve, benchmarks can
become outdated or unrepresentative.

4. Deprecation Framework
The deprecation framework consists of three phases: assess-
ment, reporting, and notification, with reporting including
a deprecation report that provides key details for bench-
mark users. Deprecation levels range from updating (which
preserves valid components while addressing problematic
elements like annotation errors, copyrighted material, or
outdated task definitions) to complete deprecation.

Deprecation by Governance Actors or Other Entities

Our framework permits benchmark deprecation by gover-
nance actors, such as government agencies or industry pan-
els. Benchmark developers possess crucial knowledge of
its properties, naturally positioning them to identify when
deprecation becomes necessary. However, some depreca-
tion decisions (e.g. invalidated assumptions from Section 3)
are better made by external stakeholders such as users and
researchers (Raji et al., 2021a). Furthermore, some bench-
marks are abandoned and there are no developers to issue a
deprecation notice (Luccioni et al., 2022).

In such cases, third-party deprecation by governance actors—
including government agencies, industry consortia, and
public-interest groups—using the same framework is es-
sential. These actors can create deprecation lists of cu-
rated deprecated benchmarks alongside deprecation reports,
though inclusion requires additional transparency given dif-
fering motivations. We detail specific recommendations in
Section 6 and describe example scenarios in Appendix A.

4.1. Assessment

Assessment determines whether deprecation is necessary by
evaluating potential impacts and examining which bench-
mark components remain valid via the criteria in Section 3.
This process should be performed regularly, including track-
ing performance saturation curves, examining emerging lit-
erature critique, and soliciting feedback from communities
who use or helped curate benchmark data.

Governance actors should establish a formalised appeals
process, allowing benchmark developers or other parties
to contest deprecation decisions. The process should at
minimum provide a contact person, a timeline to resolution,
and enable proposals for partial deprecations as alternatives
to full deprecation. A review board of independent experts
should be integrated to increase accountability, with affected
communities included in the assessment and consultations
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with original benchmark developers when third-party actors
are involved.

The deprecation level (partial versus full) depends on the
nature and severity of identified issues. Benchmarks with
statistical bias or contamination may suit partial deprecation
through corrective measures such as resampling to rebal-
ance class distributions, incorporating random variables,
or removing leaked data. In contrast, task obsolescence
or invalidated assumptions typically require full depreca-
tion, particularly when fundamental misalignment exists
between the benchmark and current use contexts—for in-
stance, benchmarks centred on irrelevant tasks (e.g. word
unscrambling for reasoning evaluation) or outdated design
principles (e.g. single-fact retrieval in complex RAG sce-
narios). For annotation errors, deprecation level depends on
their prevalence and impact: minor, correctable labelling
issues may warrant partial deprecation with documented
corrections, while substantial portions containing flawed
data may require full deprecation of the affected subset or
entire benchmark.

4.2. Reporting

In the second reporting step, the deprecation report should
contain clear rationale and underlying risks that necessitate
the deprecation decision, supported by evidence from the
assessment phase. The report should provide explicit in-
structions regarding future benchmark usage, distinguishing
between full deprecation and partial deprecation of spe-
cific tasks or subcomponents. For upgrading, the report
should clearly delineate which benchmark components re-
main valid and address how past benchmark usage should
be interpreted given the changes.

The reports should outline implementation timelines with
strategies to mitigate potential harms from continued bench-
mark use, identifying an updated version or alternative
benchmarks to facilitate transition if any exist. It should also
include a process to allow authorized use of the deprecated
benchmark, such as for research and archiving purposes
(Luccioni et al., 2022). For a deprecation report made by a
governance actor, it should also include an appeals process
described in Section 4.1.

The report should also include information on the actors
performing the deprecation with their contact information,
details on the benchmark, and its developers. This informa-
tion is important for contextual transparency (Gebru et al.,
2021).

To illustrate the structure and content of a deprecation report,
we provide two partially fictional case studies based on the
SWE-Bench benchmark shown in Appendix B. The first
simulates a partial deprecation of SWE-Bench v1.0 due to
methodological issues, while the second shows a partial

deprecation of the SWE-Bench Lite v1.0, focusing on task
subsets with ambiguous specifications and unreliable test
coverage. A full deprecation process is very similar to the
partial one presented here.

4.3. Notification

The final step of deprecation is notification and prevents con-
tinued use of deprecated benchmarks and reduces disruption
to the evaluation ecosystem. Deprecation notices should
preferably appear in the same channels as the original bench-
mark publication. Clear visual indicators or metadata should
distinguish deprecated benchmarks from active ones when
listed in catalogs or referenced in papers, functioning simi-
larly to academic retraction notices (Barbour et al., 2009).
Key benchmark users whose evaluations may be invalidated
(e.g. in system-critical settings) will benefit from receiving
direct notification of the deprecation. For upgrading, ver-
sion control should be used to differentiate between original
and modified benchmark versions.

5. Adapting the Framework into Practice
We provide a detailed blueprint for adapting deprecation in
the European Union (EU), where the AI Office (AIO) could
create deprecation lists of benchmarks related to safety-
critical and dual-use capabilities such as CBRN capabilities
(Barrett et al., 2024). Under the European Commission, AIO
is mandated by the EU AI Act to manage high-risk model
evaluations (Article 15.2) and supplement benchmarks for
classifying general-purpose AI models with systemic risk
(Article 51.3) (European Parliament, 2024). Providing dep-
recation lists exemplifies both managing evaluations and
supplementing benchmarks, with AIO able to accredit third
parties for less-immediate risks or specialised contexts.

Assessment AIO compiles and periodically reviews bench-
marks commonly used for safety-critical tasks (e.g. biologi-
cal capabilities), determining which require full or partial
deprecation. Decisions are informed by inspecting bench-
mark scores in model cards, weighing research showing
contamination or criticism, directly testing models, or con-
vening expert consultations based on given criteria. This
phase produces a deprecation list containing benchmarks
for full or partial deprecation.

Reporting AIO creates a deprecation report including, for
each benchmark: (i) full or partial deprecation decision and
affected version, (ii) deprecation rationale, (iii) timeline for
the deprecation process, (iv) mitigation details including
alternative benchmarks or upgrade specifications, and (v)
directions for interpreting past results. The report should
permit authorised use for meta-research or legal investiga-
tions and establish an appeals process for developers to
contest decisions, particularly when full deprecation might
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be reduced to partial. A full example appears in Appendix B.

The report should allow authorized use of the deprecated
benchmarks, including for meta-research on benchmarks or
legal investigations. The AIO could set up an appeal process
for developers to contest deprecation, especially in the case
when a full deprecation can be changed to a partial one.

Notification AIO contacts EU member states’ national AI
authorities and affected AI programmes, either via periodic
notifications after scheduled maintenance or immediate no-
tices following critical vulnerabilities. Models deployed
commercially in the EU must update model cards and tech-
nical reports after notification within a timeframe specified
by the AIO. Listing benchmark versions should be standard
practice to enable user scrutiny when immediate updates are
not realised, allowing users to independently verify model
compliance with the latest deprecation list.

6. Recommendations
We reiterate our key insights as recommendations to bench-
mark developers, policymakers, and governance actors:

1. Establish version control for benchmarks. Fol-
lowing Luccioni et al. (2022); Ghosh et al. (2025),
benchmarks require version control to determine when
changes are made and to avoid invalid use and com-
parisons. The version should be immediately visible
alongside the benchmark name in all references (Reuel
et al., 2024) and point towards the updated version,
especially in deprecation lists. We recommend using
the standard versioning system for digital artifacts: the
Digital Object Identifier (DOI) (Paskin, 2010). Version-
ing encourages model providers to remain current with
benchmarking their model. For example, all models
that report being tested before the date of benchmark
version change are assumed to have been tested un-
der the previous version of the benchmark. (Supports
Notification 4.3)

Benchmark developers are essential to deprecation because
they are most familiar with the benchmark. We recommend
the following, as introduced by Luccioni et al. (2022):

2. Have a deprecation plan when creating a bench-
mark. This includes, at a minimum, a plan for archiv-
ing benchmark-related artifacts (e.g. data and code to
generate the dataset). (Supports 4.1 Assessment)

3. Establish a point of contact. They should handle
queries related to the deprecated benchmark, including
access to it for authorized use. (Supports 4.3 Notifica-
tion)

We believe external governance parties (e.g. government
AI authorities, scientific panels, industry consortia) are es-
sential to the enforcement of deprecation and encouraging
a healthy evaluation ecosystem. Therefore, we recommend
the following:

4. Create context-specific deprecation lists. Since
benchmarks are not neutral (Rauh et al., 2024) nor
universal (Raji et al., 2021b), creating deprecation lists
should depend on the context of the evaluation, factor-
ing in both the socio-technical context of the model’s
intended use and the competency of evaluating parties.
For instance, internal development teams may focus
primarily on safety benchmarks, while public model
releases require broader evaluation across diverse de-
ployment scenarios. Deprecation lists creation should
take this context of the evaluation into account.

5. Construct deprecation lists via transparent prac-
tices. They must have verifiable claims for deprecation
and informed thorough analysis of the issues that the
benchmark in question has. (Supports 4.1 Assessment)

6. For every benchmark, clearly communicate the rea-
son for including it in the deprecation list. This is
fundamental in maintaining trust in the deprecation pro-
cess, especially when it is not done by the benchmark
developers themselves, (Supports 4.2 Reporting)

7. As a compliance requirement for model developers,
discourage the use of deprecated benchmarks. Pre-
venting models from being accessed because they are
tested on deprecated benchmarks can accelerate the
retirement of problematic benchmarks. For research
models, this can be facilitated by conference venues
(Luccioni et al., 2022). For internal and commercial
models, this can be managed by both industrial consor-
tia and government agencies (e.g. a safety institute).
For models designed to serve a particular community,
this opens a new avenue for community input on the
evaluation process. (Supports 4.3 Notification)

8. Establish an appeal mechanism for deprecation lists.
This promotes trust by ensuring that the deprecation
list remains responsive to feedback from benchmark
developers, especially in cases where the inclusion
criteria may be flawed. (Supports 4.1 Assessment)
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A. Sample Scenarios of the Deprecation Workflow
For these illustrative examples, we suppose that the benchmark developer is a research group affiliated with a university
(Group), while the governance actor is a safety institute (Institute). The benchmark measures a model’s capabilities to assist
in synthesizing controlled chemical substances, relevant to the safety evaluation of frontier models. Several scenarios may
occur:

1. The Group deprecates the benchmark, while the Institute tracks and records the deprecation. The Group, who developed
the benchmark, discovers problems with the benchmark and decides to initiate the deprecation process themselves.
The Group creates the deprecation report. The safety institute simply records the deprecated benchmark alongside its
deprecation report in their deprecation list.

2. The Group does not deprecate the benchmark, even when requested by the Institute. The Institute deprecates the
benchmark. The Group ran out of funding to maintain the benchmark a few months before receiving the deprecation
request from the Agency. Therefore, there is nobody to maintain it. After a pre-defined period waiting for a reply, the
Agency decides to include the benchmark in their deprecation list and creates the deprecation report.

3. The Institute deprecates the benchmark, and only notifies the Group later. The Institute includes the benchmark in their
deprecation list and creates the deprecation report. In the report, alongside explaining the flaws found in the benchmark,
the Institute reasons that the inclusion of the benchmark in their list was a matter of urgency to maintain appropriate
monitoring for chemical synthesis capabilities of select frontier models. The Group appeals, mentioning that they can
correct the flaws. The Agency responds to the appeal after a pre-defined timeline by saying that the benchmark should
incorporate more data sources and incorporate new synthetic chemical compounds of interest. The Group then presents
an upgraded version of the benchmark following the Agency’s recommendations. The Group notifies the Institute
about the upgraded version and the Institute updates its deprecation report to direct readers to use the upgraded version.
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B. Sample Deprecation Reports
These examples are based on real problems discovered in the benchmarks, while the deprecation process presented here is
purely hypothetical. They are intended to demonstrate how deprecation reports can transparently document scope, rationale,
implications for historical results, and pathways for transition.

Partial Deprecation: SWE-bench (v1.0) Partial Deprecation: SWE-bench Lite (v1.0)
Issuing Authority [governance institution]

deprecation@institution.gov
[benchmark developers]
contact@swebench.com

Benchmark Version SWE-bench v1.0 SWE-bench Lite v1.0
Benchmark Link https://github.com/SWE-bench/

SWE-bench
https://huggingface.co/
datasets/princeton-nlp/
SWE-bench_Lite

Benchmark Developer Jimenez et al.
Princeton NLP Group

Jimenez et al.
Princeton NLP Group

Affected Components Subset mentioned below Subset mentioned below
Justification “38.3% of samples were flagged for under-

specified problem statements, and 61.1% were
flagged for unit tests that may unfairly mark
valid solutions as incorrect. Overall, our an-
notation process resulted in 68.3% of SWE-
bench samples being filtered out due to under-
specification, unfair unit tests, or other issues”
(Chowdhury et al., 2024)

“SWE-bench Lite contains problems with exact
ground truth patch in the description (4.3%),
problems with missing critical information
needed to solve the issue (10.0%), and prob-
lems that include misleading solutions in the
issue description (5.0%)” (Xia et al., 2024)

Deprecation Timeline Announcement: May 2025
Deprecation Effective: November 2025

Announcement: May 2025
Deprecation Effective: August 2025

Alternatives SWE-Bench Verified (Chowdhury et al., 2024) SWE-Bench-Lite-S, a filtered subset.
https://github.com/
OpenAutoCoder/Agentless/tree/
main/classification

Changes in Benchmark
Usage

Recommended to switch to alternative, which
is generally improved. For deprecated tasks:
- Exclude from future evaluations
- Do not use for model comparisons
For remaining tasks:
- Continue usage with caution
- Clearly document any limitations

Recommended to switch to filtered variant. For
deprecated tasks:
- Exclude from future evaluations
- Do not use for model comparisons
For remaining tasks:
- Continue usage with caution
- Clearly document any limitations

Guidance on Historical
Results

Historical results from SWE-Bench v1.0 are no
longer valid for comparison due to identified
flaws. Users should transition to SWE-Bench
Verified for future evaluations.

Historical results should be re-evaluated:
- Exclude deprecated tasks from analyses
- Reassess model performance using SWE-
Bench-Lite-S

Table 1. Sample deprecation reports for SWE-bench Benchmarks. Note that deprecation details are fictional, while the mentioned flaws in
the benchmarks are real.
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