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Abstract

As machine learning models in critical fields in-
creasingly grapple with multimodal data, they
face the dual challenges of handling a wide ar-
ray of modalities, often incomplete due to miss-
ing elements, and the temporal irregularity and
sparsity of collected samples. Successfully lever-
aging this complex data, while overcoming the
scarcity of high-quality training samples, is key
to improving these models’ predictive perfor-
mance. We introduce “FuseMoE”, a mixture-of-
experts framework incorporated with an innova-
tive gating function. Designed to integrate a di-
verse number of modalities, FuseMOoE is effec-
tive in managing scenarios with missing modal-
ities and irregularly sampled data trajectories.
Theoretically, our unique gating function con-
tributes to enhanced convergence rates, leading
to better performance in multiple downstream
tasks. The practical utility of FuseMoE in real
world is validated by a challenging set of clinical
risk prediction tasks.

1. Introduction

Multimodal fusion is a critical and extensively studied
problem in many significant domains (Shaik et al., 2023;
Yang et al.,, 2007; Tsai et al., 2019; Cao et al., 2023),
such as sentiment analysis (Han et al., 2021b; Majumder
et al., 2018), image and video captioning (Karpathy &
Fei-Fei, 2015; Johnson et al., 2016b), and medical predic-
tion (Huang et al., 2020b; Soenksen et al., 2022). Previ-
ous research has shown that embracing multimodality can
improve predictive performance by capturing complemen-
tary information across modalities, outperforming single-
modality approaches in similar tasks (Potamianos et al.,
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2003; Huang et al., 2020a). However, an ongoing chal-
lenge is the creation of scalable frameworks for fusing mul-
timodal data, and in creating reliable models that consis-
tently surpass their single-modal counterparts.

Handling a variable number of input modalities remains
an open challenge in multimodal fusion, due to challenges
with scalability and lack of a unified approaches for ad-
dressing missing modalities. Many existing multimodal fu-
sion methods are designed for only two modalities (Han
et al., 2021a; Zhou et al., 2019; Zhang et al., 2023), rely
on costly pairwise comparisons between modalities (Tsai
et al., 2019), or employ simple concatenation approaches
(Soenksen et al., 2022), rendering them unable to scale to
settings with a large number of input modalities or ade-
quately capture inter-modal interactions. Similarly, exist-
ing works are either unable to handle missing modalities
entirely (Zhang et al., 2023; Zhan et al., 2021) or use im-
putation approaches (Tran et al., 2017; Liu et al., 2023;
Soenksen et al., 2022) of varying sophistication. The for-
mer methods restrict usage to cases where all modalities
are completely observed, significantly diminishing their
utility in settings where this is often not the case (such
as in clinical applications); the latter can lead to subop-
timal performance due to the inherent limitations of im-
puted data. In addition, the complex and irregular tempo-
ral dynamics present in multimodal data have often been
overlooked (Zhang et al., 2023; Tipirneni & Reddy, 2022),
with existing methods often ignoring irregularity entirely
(Soenksen et al., 2022) or relying on positional embedding
schemes (Tsai et al., 2019) that may not be appropriate
when modalities display a varying degree of temporal ir-
regularity. Consequently, there is a pressing need for more
advanced and scalable multimodal fusion techniques that
can efficiently handle a broader set of modalities, effec-
tively manage missing and irregular data, and capture the
nuanced inter-modal relationships necessary for robust and
accurate prediction. We use the term FlexiModal Data to
capture several of these key aspects, which haven’t been
well-addressed by prior works:

“Flexi” suggests flexibility, indicating the possi-
bility of having any combination of modalities,
even with arbitrary missingness or irregularity.

A practical example of FlexiModal data can be seen in clin-
ical applications, where extensive monitoring results in the
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Table 1. We evaluated the characteristics of FuseMoE against various established benchmarks. The pipeline approach by Soenksen
et al. (2022) relies on a simple feature extraction scheme for each modality, followed by concatenation and classification. The approach
doesn’t incorporate irregularities or missing data in its process, but its use of concatenation and zero-imputation for missing modalities
allows it to be adapted to FlexiModal settings. Both Zhang et al. (2023) and Zadeh et al. (2017) tackle multi-modality fusion issues,
but as modalities increase, their method demands exponentially more cross-modal computations and significant model architecture
modifications. Finally, Mustafa et al. (2022) presents MoE for language-image alignment in multimodal learning, yet it also requires
substantial adjustments for the more intricate and universal FlexiModal context we explore.

Method Type Irregularity | Missingness | Num of Mods | Theory | Can Adapt to FlexiModal?
Soenksen et al. (2022) Data Pipeline X X >4 X
Zhang et al. (2023) Modality Fusion X 2 X X
Zadeh et al. (2017) Modality Fusion X X 3 X X
Mustafa et al. (2022) Multimodal MoE X X 2 X X
FuseMoE This Paper >4 Adapted

accumulation of comprehensive electronic health records
(EHRs) for each patient. A typical EHR encompasses di-
verse data types, including tabular data (e.g., age, demo-
graphics, gender), image data (such as X-rays, magnetic
resonance imaging, and photographs), clinical notes, phys-
iological time series (e.g., ECG and EEG) and vital signs
(blood chemistry, heart rate, etc.). In this setting, we ob-
serve variety of modalities, sampled with varying irregu-
larity and a high degree of missingness. These challenges,
coupled with the relevance of predictive models to clini-
cal settings, render ICU predictions an ideal use case to
demonstrate our approach for handling FlexiModal data.

Contributions In this paper, we introduce a novel
mixture-of-experts (MoE) framework, which we call
FuseMoE, specifically designed to enhance the multi-
modal fusion of FlexiModal Data. FuseMoE incorporates
sparsely gated MoE layers in its fusion component, which
are adept at managing distinct tasks and learning optimal
modality partitioning. In addition, FuseMoE surpasses
previous transformer-based methods in scalability, accom-
modating an unlimited array of input modalities. Further-
more, FuseMoE routes each modality to designated ex-
perts that specialize in those specific data types. This al-
lows FuseMoE to adeptly handle scenarios with missing
modalities by dynamically adjusting the influence of ex-
perts primarily responsible for the absent data, while still
utilizing the available modalities. Lastly, another key in-
novation in FuseMokE is the integration of a novel Laplace
gating function, which not only theoretically ensures better
convergence rates compared to Softmax functions, but also
demonstrates better predictive performance. We demon-
strate that our approach shows superior ability, as com-
pared to existing methods, to integrate diverse input modal-
ity types with varying missingness and irregular sampling
on three challenging ICU prediction tasks.

2. Related Works

Multimodal Fusion Initial approaches to multimodal fu-
sion incorporated techniques such as kernel-based methods

(Bucak et al., 2013; Chen et al., 2014; Poria et al., 2015),
graphical models (Nefian et al., 2002; Garg et al., 2003; Re-
iter et al., 2007), and neural networks (Ngiam et al., 2011;
Gao et al., 2015; Nojavanasghari et al., 2016). With the
diverse evolution of deep learning models, numerous ad-
vanced methods have now been employed in the fusion of
multimodal data. In the realm of sentiment analysis, Zadeh
et al. (2017); Liu et al. (2018) employ a low-rank Tensor
Fusion method that leverages both language and video con-
tent. Attention-gating mechanisms are used by Rahman
et al. (2020); Yang & Wu (2021) to generate displacement
vectors through cross-modal self-attention, which are then
added to the input vectors from the primary modality. Tsai
et al. (2019) takes an alternative approach by integrating
multiple layers of cross-modal attention blocks in a word-
level vision/language/audio alignment task.

In the context of clinical prediction, Khadanga et al. (2019);
Deznabi et al. (2021) adopt a late fusion approach to com-
bining vital sign and text data by concatenating embed-
dings from pre-trained feature extractors. Soenksen et al.
(2022) developed a generalizable data preprocessing and
modeling pipeline for EHR encompassing four data modal-
ities, albeit through a direct concatenation of existing fea-
ture embeddings for each modality followed by an XG-
Boost classifier (Chen & Guestrin, 2016). Recently, Zhang
et al. (2023) expanded on the work of Tsai et al. (2019)
by introducing a discretized multi-time attention (mTAND)
module (Shukla & Marlin, 2021) to encode temporal ir-
regularities in time series and text data. Their fusion ap-
proach involves layering sets of self- and cross-modal at-
tention blocks. However, this approach is limited to just
two modalities and is not easily extendable to include ad-
ditional modal components or handle missing modalities.
To the best of our knowledge, existing works are tailored
to application-specific settings that necessitate the compu-
tation of pairwise cross-modal relationships, which are not
scalable to more general settings with arbitrary modalities.
Moreover, these studies typically do not account for sce-
narios where modalities are missing, or rely on imputation
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Figure 1. Addressing the challenge of FlexiModal Data in clinical scenarios: patients in ICUs often have extensive and highly irregular
health status measurements over time; patients with milder conditions only require monitoring across fewer categories. FuseMoE is
adept at handling EHRs featuring any combination of modalities, including those with missing elements. It starts by encoding EHRs
using modality-specific feature extractors, followed by employing a multi-time attention mechanism (Shukla & Marlin, 2021) to address
temporal irregularities. The core of FuseMokE lies the MoE Fusion Layer, where a routing mechanism is trained to categorize multimodal
inputs and direct them to the appropriate combinations of MLPs, each tailored to process specific types of input. The outputs from these
MLPs are weighted through a gating function, resulting in fused embeddings, which are subsequently utilized for further processing.

approaches based on observed data.

Mixture-of-Experts MOoE (Jacobs et al., 1991; Xu et al.,
1994) has gained significant popularity for managing com-
plex tasks since its introduction three decades ago. Un-
like traditional models that reuse the same parameters for
all inputs, MoE selects distinct parameters for each spe-
cific input. This results in a sparsely activated layer, en-
abling a substantial scaling of model capacity without a
corresponding increase in computational cost. Recent stud-
ies have demonstrated the effectiveness of integrating MoE
with cutting-edge models across a diverse range of tasks
(Shazeer et al., 2017; Fedus et al., 2022; Zhou et al., 2023).
These works have also tackled key challenges such as ac-
curacy and training instability (Nie et al., 2021; Zhou et al.,
2022; Puigcerver et al., 2023). Given its ability to assign in-
put partitions to specialized experts, MoE naturally lends it-
self to multimodal applications. This approach has been ex-
plored in fields such as vision-language modeling (Mustafa
et al., 2022; Shen et al., 2023) and dynamic image fusion
(Cao et al., 2023). However, the application of MoE in
complex real-world settings, such as those involving Flexi-
Modal Data, remains largely unexplored. This gap presents
an opportunity to leverage MoE’s potential in handling its
intricate and multifaceted nature such as multimodal EHR,
where reliable multimodal integration is crucial.

MOoE Theory While MoE has been widely employed to
scale up large models, its theoretical foundations have re-
mained nascent. Recently, Nguyen et al. (2023b) provided
convergence rates for both density and parameter estima-
tion of Softmax gating Gaussian MoE. They connected
these rates to the solvability of systems of polynomial equa-
tions under Voronoi-based loss functions. Later, Nguyen
et al. (2024b) extended these theories to top-K sparse soft-

max gating MoE. Their theories further characterize the ef-
fect of the sparsity of gating functions on the behaviors of
parameter estimation and verify the benefits of using top-1
sparse softmax gating MoE in practice. Other theoretical
results include estimation rates of parameters and experts
for multinomial logistic MoE (Nguyen et al., 2023a), for
dense-to-sparse gating MoE (Nguyen et al., 2024a), and for
input-independent gating MoE (Ho et al., 2022).

3. FuseMoE: Enhance Predictive
Performance for FlexiModal Data

In this section, we delve into the fundamental components
of FuseMokE, illustrated in Figure 1. We focus on two criti-
cal elements: the modality and irregularity encoder, and the
MoE fusion layer. These components are pivotal in han-
dling the unique characteristics of FlexiModal data.

3.1. Sparse MoE Backbone

The main components of a sparse MoE layer are a network
G as a sparse gate and an expert network E. Shazeer et al.
(2017) proposed a Top-K gating function that takes as an
input a token representation 2 € R” and then routes it
to the Top-K experts out of the set { £;}_,. The gating
network variable W € RP*N produces logits hy(z) =
Top K(W - x), which are normalized via Softmax:

exp(hs(x);)
> exp(ha(x);)

Each expert network (E; : RP — RP) contains a feed-
forward layer (FFN) and its parameters are independent of
other models. The final output of the expert network y is
the linearly weighted combination of each expert’s output

G(z); = (1)
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on the token by the gate’s output: y = Zle G(z)Ei(x).

Gating Function Softmax gating, commonly used as a gat-
ing function in various tasks, is contrasted with Gaussian
gated MoE, a popular alternative noted for its distinct ad-
vantages. Initially introduced by Xu et al. (1994), Gaus-
sian gating is recognized for its superior qualities in cer-
tain scenarios, as compared to Softmax gating. The non-
linearity of the Softmax function complicates the applica-
tion of the expectation-maximization (EM) algorithm. In
contrast, Gaussian gating overcomes this difficulty with an
analytical solution during the M-step. Additionally, it of-
fers enhanced localization properties, crucial for minimiz-
ing interference among experts, a benefit that becomes in-
creasingly significant as the number of experts in the model
grows (Ramamurti & Ghosh, 1998). The logits of the
Gaussian gating function are formulated as follows:

hg(x) = Top K(=[[W — =[3). 2

The incorporation of Gaussian gating facilitates the conver-
gence of the EM algorithm. Building upon this, our paper
introduces an innovative Laplace gating function. This new
function’s logit is formulated as follows:

hy(z) = Top K(—[|W — zl|2). 3)

The Laplace gating function, characterized by its Euclidean
term exp(—||W — x||2), is less prone to converge towards
extreme weight distributions due to the bounded nature of
this term. In subsequent sections, we will illustrate how this
gating function facilitates faster parameter estimation rates
compared to Gaussian and Softmax gating. Moreover, our
empirical findings indicate that the Laplace gating exhibits
enhanced performance in managing multimodal data.

3.2. Modality and Irregularity Encoder

To encode the irregularity of sampling in each modality, we
utilize a discretized multi-time attention (mMTAND) mod-
ule (Shukla & Marlin, 2021), which leverages a time atten-
tion mechanism (Kazemi et al., 2019; Vaswani et al., 2017)
to discretize irregularly sampled observations into discrete
intervals. Specifically, given a set of [; continuous time
points, t € R, corresponding to the k"™ dimensionality
of a given modality, we employ H embedding functions
¢r(7) to embed each 7, € tj, in a dj, dimensional space.
The *" dimension of the h'" embedding is defined as

ifi=1
if1<i<dp,

on(m)li] =

sin(w; Tk + @4,
where {w;, ¢i}f;1 are learnable parameters. By perform-
ing this for each continuous time point in t;, we create
a d;, dimensional representation of each time point in H
different embedding spaces. We then leverage these em-
beddings to discretize the irregularly sampled observations

into discretized bins. Specifically, we seek to discretize xj
(with [}, corresponding observation times t) into ~y regu-
larly sampled intervals «v. We do this via an attention mech-
anism, which, for each embedding function ¢ (7), takes
~ as queries, t as keys, and xj; as values and produces
Zr,n € RY embeddings for each sequence. Formally,

¢h(’7)Qth¢h(tk)T> .
\/E ks

where Q, and K, are learnable parameters. This formula-
tion allows us to discretize univariate observations x;, into
v regularly-sampled bins. To model irregularity across a
multivariate set of observations for a given modality with
d,, dimensions, we repeat this process for each dimen-
sion of the input. This allows us to obtain an interpola-
tion matrix X, = (21,1, B2y -y Zd,, 1] € RYX4m for each
of the h embedding functions. We then concatenate the
interpolation matrices across all H embedding functions
(e, I = [Xl,Xg,...,Xh} e RY*(Hdm)y and employ a
linear projection to achieve a final, discretized embedding
for each modality, Z € RY*de | where d, denotes the de-
sired dimensionality of each modality’s representation. Ap-
pendix C discusses further details of the embedding.

2k, n = softmax <

Encoding Multiple Modalities The process described
above allows us to discretize an arbitrarily long irregular,
multivariate sequence into a regularly sampled, discretized
embedding with length v and dimensionality d.. We repeat
this for each of the M modalities, to create M embeddings,
{Z;} ?il which are then combined to generate predictions.

3.3. MoE Fusion Layer

Router Design Study Upon obtaining embeddings from
each of the j modalities, we propose multiple complemen-
tary approaches for processing multimodal inputs. Fig-
ure 2 illustrates a range of router design options. The
most straightforward strategy involves employing a com-
mon router that handles the concatenated embeddings of
all 7 modalities, without imposing any gating constraints.
As the complexity increases with additional modalities, we
consider more sophisticated alternatives: deploying sepa-
rate routers for each modality’s embedding and assigning
these embeddings to a shared pool of experts. This al-
lows for distinct processing while maintaining a unified ex-
pert framework. Additionally, we further segregate these
common expert pools, allowing each router to direct its re-
spective embedding to dedicated experts skilled in handling
such specific inputs. These varied router design choices of-
fer users enhanced flexibility, enabling more fine-grained
control of both inter-modal and intra-modal relationships.

We implement an entropy regularization loss to ensure bal-
anced and stable expert utilization, a concept supported
by various previous studies (Mustafa et al., 2022; Meis-
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Figure 2. We present three exemplary designs of the Tok- K router for effective multimodal fusion, considering an input scenario with
three modalities: Time-Series (TS), Text (TXT), and Chest X-Rays (CXR). (a) The joint router design utilizes a concatenated embedding
of all modalities, directing this combined input to selected experts. (b) In the modality-specific router design, each modality’s embedding
is independently assigned to a shared pool of experts. (c) The third design variant also uses modality-specific routers but assigns each
modality’s embedding to separate pools of experts, each pool uniquely tailored to process a specific modality type.

ter et al., 2020; Genevay, 2019). It maximizes the mutual
information between modalities and experts and serves as
an auxiliary loss function in addition to task-specific loss.
Given a total of M modalities, and denoting H as the en-
tropy, we define the loss function £ as follows:

1 M 1 M
= 21 22 Hous (B)) = H(g7 D pm, (E)): )
Jj=1 j=1

where P, (E) is the probability distribution over the ex-
perts {E;}2_ for the j*& modality This distribution can
be approximated by pn,; (E) = 5 ZZ 1pmJ(E | "),
where 17 is the number of observations of the 5" modality.
Intuitively, we actively encourage the input embeddings to
diminish the uncertainty in selecting experts. By incorpo-
rating the loss £, we aim to stabilize the experts’ prefer-
ences within each modality, while concurrently promoting
a diverse range of expert selections across modalities.

Missing Modalities In scenarios where certain modali-
ties are missing throughout the data trajectories, we substi-
tute the original embedding Zyissing With a learnable em-
bedding Z, acting as a “missing indicator”. This strategy
is facilitated by employing per-modality routers, which, in
conjunction with entropy regularization, guide Z predomi-
nantly toward a specific group of less-utilized experts. The
new embeddings Z are dynamically adjusted throughout
the model training process to simultaneously minimize the
task-specific loss and the entropy regularization loss. As a
result, the router will assign lower weights to the experts
responsible for processing these embeddings.

4. Theoretical Justification

In this section, we provide a theoretical guarantee of the
benefits of the Laplace gating function over the standard
softmax gating function in MoE. In particular, we conduct

a convergence analysis for maximum likelihood estimation
(MLE) under the Laplace gating Gaussian MoE and prove
that the MLE in Laplace gating MoE has better conver-
gence behaviors than that in softmax gating MoE.

Notations We denote [n] := {1,2,...,n} for any n € N.
Additionally, the notation |S| indicates the cardinality of
a given set S. For any vector v € R,
its 2-norm value. Finally, for any two probability densi-
ties p, ¢ dominated by the Lebesgue measure 1, we denote
Vp,q) = % J |p — q|dp as their Total Variation distance.

Problem Setup Assume that (X1,Y7),...,(X,,Y,) €
R? x R are i.i.d. samples drawn from the Laplace gat-
ing Gaussian MoE of order k., whose conditional density
function p¢, (Y| X) is given by:

k.
pa. (Y|X) = Zsoftmax(TopK(—HWi* - X||, K; 5]))
i=1

x f(Y(aj i Vi
where f(:|p,0) denotes a univariate Gaussian den-
sity function with mean g and variance o. For
the simplicity of the presentation, we denote
G, = Zf;l exp(BF )§(W1 .ar,brwr) @8 @ true but un-
known mixing measure associated with true parameters
(Br, Wi, af, b, vf) for i € {1,2,...,k.}. Here, §
denotes the Dirac delta measure. In the paper, we specif-
ically consider two settings of the true number of experts

(1) Exact-specified setting: when k, is known; (ii)
Over-specified setting: when k, is unknown, and we
over-specify the model in equation 5 by a Laplace gating
MoE model with k& > k. experts. However, due to the
space limit, we present only the latter setting, and defer the

former setting to Appendix G.

Maximum Likelihood Estimation We use the maximum
likelihood method to estimate the unknown mixing mea-
sure GG,.. Notably, under the over-specified setting, as the
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Table 2. Summary of parameter estimation rates under the softmax and Laplace gating Gaussian MoE models. In this table, the function
7(-) represents for the solvability of a system of polynomial equations considered in (Nguyen et al., 2023b) with a note that 7(-) < 7(-)

and 7(2) = 4, 7(3) = 6. Additionally, A7} :=

A; (@n) denotes a Voronoi cell defined in equation 7.

Gates exp(f;) wx aj b3 vy
Softmax (Nguyen et al., 2023b) | O(n=1/2) | O(n~ Y2 UAIDY | O(n=V/TUATD) | On=1/2UAIDY | O(n=1/TIATD)
Laplace (Ours) O(n=1/2) O(n~14 O(n=4) O(n= Y2 UATDY | O (n=1/TIATD)

true density pg, (Y'|X) is associated with top K experts
which are possibly approximated by more than K fitted
experts, we need to select K > K experts in the formu-
lation of density estimation to guarantee its convergence to
pa. (Y|X). In particular, the MLE is given by

G, e argmax — Zlog D (YilXi)), (6)

Gegr(e)

where gk(@) {G = Zf:l exp(ﬂi)é(Wi,ai,bqy,ui)
(Wi, a;,b;,v;) € O} denotes the set of all mixing mea-
sures with at most k components and

K
Pe(Y1X) = softmax(TopK(—|[W; — X||, K; Bo;))
i=1
X f(Y|(a1)TX + bi, l/l').

Given the MLE defined in equation 6, we first demonstrate
that the conditional density function p also converges to
its true counterpart pg, at the parametric rate.

Theorem 4.1. The density estimation pg (Y|X) con-
verges to the true density pg, (Y| X) under the Total Vari-
ation distance V' at the following rate:

Ex[V(pg, (1X), pa. (-1X))] = O

log(n)/n).

Proof of Theorem 4.1 is in Appendix H.3. The paramet-
ric rate of the conditional density function pg ~indicates
that we only need to determine a loss function between the
MLE and the true mixing measure to lower bound the total
variation distance between pa, and pg, .

Voronoi Loss We now define a loss function between the
MLE and the true mixing measure. Given some mixing
measure G = Zle exp(B:)0(w,,as,b:,01)» We distribute
its components to the following Voronoi cells A; = A;(G)
which are generated by the support of the true mixing mea-

sure G, = Z?Ll exp(B7)0w; a; 050"

@)
where 6; := (W, a;,b;,v;) and 05 = (Wj*,aj,b;‘, J) for
any 1 <i < kand1 < j < k,. Based on these Voronoi

cells, we propose the following Voronoi loss function for

the over-specified setting:

D2(G, Gy) := max “ Z exp(f;) — exp(ﬁij)‘

i€As,;
>

JEIK]| AL, [>T €A,

+ Y > exp(Bi)

JEIK]:|Ary =1 €A,

(A1)
> exp(d) Dir, (2,2.7(14,, ), =5

(I)iTj(lalalvl)‘|7 (8)

where the maximum in the definition of Voronoi loss func-
tion Dy is for {71,72,...,7x} C [k.]. Furthermore, for
any (p1, p2, p3, pa) € R*, we define @, (p1, p2, p3, pa) =
W= W2 172+ las — a2 + by — b3, 92 + v — v7, P
for any ¢ e A, and j € [K]. Additionally, the notation

7(|A,|) stands for the minimum value of € N such that
the following system of polynomial equations:

A, |

2 myi _m3
E g M:O, foreachs =1,2,...,r,
ml!mgl
i=1 mi+2ma=s,
1<mi+mo<r
©))
does not have any non-trivial solutions for the unknown
[Ar; |

variables {(q1i, g2i,93i)};—1 A solution to the above
system is regarded as non-trivial if at least among vari-
ables ¢y, is different from zero, whereas all the variables
¢s; are non-zero. It is worth noting that the function 7(-)
was previously studied in Ho & Nguyen (2016) to char-
acterize the convergence behavior of parameter estimation
under the location-scale Gaussian mixture models. Ho &
Nguyen (2016) also gave some specific values of that func-
tion, namely 7(2) = 4 and 7(3) = 6. Meanwhile, they
claimed that it was non-trivial to determine the value of
7(m) when m > 4, and further techniques should be de-
veloped for that purpose. Since Gaussian MoE models are
generalization of the Gaussian mixture models, we also in-
volve the function 7(-) in our convergence analysis.

Theorem 4.2. When k > k. becomes unknown, the follow-
ing Total Variation bound holds true for any G € G (©):

Ex[V(pe(1X), pa. (1X)] 2 Da(G, Ga).

Consequently, we obtain Do(G,, G,) = O(y/log(n)/n).

)
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Table 3. Comparison of FuseMoE-based methods (gray) and baselines, utilizing vital signs and clinical notes of MIMIC-IV. The best
results are highlighted in bold font, and the second-best results are underlined

. All results are averaged across 3 random experiments.

Task \ Method MISTS MulT MAG TF HAIM Softmax Gaussian Laplace
AS-THM AUROC | 75.06 £1.03 7595+0.84 75.82+0.73 7876+0.79 79.65+0.00 79.494+0.83 80.76+0.56 81.03 +0.25
F1 45.61 =034 3881022 4255+0.82 40.61 £041 39.79+0.00 42.86+0.44 46.86+ 0.24 46.53 £ 0.57
LOS AUROC | 80.56 £0.33 8136 +£1.32 81.13+£0.66 80.71£045 82.584+0.00 82.114+0.39 81.92+0.73 82.91 +1.02
F1 73.01 £0.52 73454059 72514027 7384+0.61 73.18+0.00 7443 +0.88 74464+0.52 74.58+ 0.63
25-PHE AUROC | 69.45+0.72 66.58 £0.41 69.55+0.67 69.18+£0.32 63.394+0.00 70.544+047 7042+026 71.23+0.53
F1 2859+ 046 28554031 27.86+029 2852+022 42.13+0.00 3125+0.18 3044+0.27 31.334+0.19

Table 4. Incorporating CXR and ECG into FuseMoE leads to a noticeable enhancement as compared to their two-modality counterparts.

Task \ Method Vital & Notes & CXR Vital & Notes & CXR & ECG
HAIM Softmax Gaussian Laplace HAIM Softmax Gaussian Laplace

48-THM AUROC | 78.87£0.00 83.13+0.36 83.64+0.47 83.87+0.33 | 78.87 £0.00 82.92+0.22 83.03+0.85 83.55+0.49
F1 39.78 £ 0.00 46.82 £0.28 38.87+0.26 4536+0.46 | 39.78 £0.00 46.87 £0.17 44.04 £0.26 46.88 + 0.42
LOS AUROC | 8246 +£0.00 83.76 +0.59 83.64+0.52 83.51 £0.51 | 8246 £0.00 83.53+0.34 83.47+0.37 83.58+0.78
Fl1 7275 +£0.00 74.32+044 76.59+0.74 75.18£0.77 | 72.75£0.00 75.01 £0.63 7443 +0.64 75.11 £ 0.65
25-PHE AUROC | 63.57+£0.00 73.87+0.71 72.68+0.61 73.65+0.39 | 63.82£0.00 73.64+0.89 73.74+ 041 73.67+0.71
F1 42.80 £0.00 3596023 3509+0.15 36.01 £042 | 43.20£0.00 36.06+0.17 36.46+0.55 35.81 £0.34

Proof of Theorem 4.2 is in Appendix H.4. The results of
Theorem 4.2 together with the formulation of the loss func-
tion D5 in equation 8 reveal that (see also Table 2):

(i) Parameters W, a7, b}, v which are fitted by exactly
one component, ie. |A?| := |4;(G,)| = 1, enjoy
the same estimation rate of order O(n~'/2) (up to some
logarithmic factor), which match those in Nguyen et al.

(2023b).

*

(ii) The rates for estimating parameters WS, a7, b, v;
which are fitted by more than one component, i.e. |A?| >
1, are no longer homogeneous. On the one hand, the
estimation rates for parameters b and v} are of orders
O(n=1/27(A7DY and O(n=1/7(ATD), respectively, both of
which are determined by the function 7(+) and vary with the
number of fitted components |.A7"|. Those rates are compa-
rable to their counterparts in Nguyen et al. (2023b). On
the other hand, gating parameters W;* and expert parame-
ters a share the same estimation rate of order O(n=1%),
which remains constant with respect to the number of fit-
ted components. Meanwhile, those rates in Nguyen et al.
(2023b) depend on the solvability of a different system of
polynomial equations from that in equation 9, which are
significantly slower.

5. Experiments

In this section, we demonstrate empirically that FuseMoE
is capable of providing accurate and efficient predictions
when applied to FlexiModal datasets. The broad applica-
bility of FlexiModal data means that real-world applica-
tions are plentiful. We note that ICU data are particularly
rich in this context, featuring a diverse range of measure-
ments across multiple modalities, motivating our focus on
three tasks highly relevant to critical care settings (Keun-
ing et al., 2020). The urgency of care in the ICU necessi-

tates swift and accurate assessments of patient conditions
to guide decisions, but current methods fail to incorporate
information beyond acute physiology (Awad et al., 2017a).

Experimental Setup We leveraged data from MIMIC-
IV (Johnson et al., 2020) and its predecessor, MIMIC-
IIT (Johnson et al., 2016a). Our tasks of interest include
the 48-hour in-hospital mortality prediction (48-IHM), 25-
type phenotype classification (25-PHE), and length-of-stay
(LOS) prediction. The baselines include HAIM (Soenksen
et al., 2022), multimodal fusion via cross-attention (MulT)
(Tsai et al., 2019), cross-attention combined with irregu-
lar sequences (MISTS) (Zhang et al., 2023), tensor fusion
(TF) (Zadeh et al., 2017), and multimodal adaptation gate
(MAG) (Rahman et al., 2020). All details of the experi-
mental setup can be found in Appendices A - E.

5.1. Primary Results

Table 3 shows the outcomes of combining irregular vital
signs and clinical notes from the MIMIC-IV dataset. The
FuseMoE-based methods surpass baselines in most sce-
narios, often by a non-trivial margin. The Laplace gat-
ing function also outperforms its counterparts, aligning
with our theoretical claims. Furthermore, we observe that
HAIM shows considerable efficacy in extracting features
from time series, resulting in a strong performance in the
48-IHM and LOS tasks, which are heavily reliant on such
data. However, its performance appears more moderate
on the 25-PHE task. Note that, the results derive from
the MIMIC-IV dataset without missing modalities. We
used the “joint experts and router” configuration, given that
alterations to the router design did not significantly im-
pact performance in this context. Overall, the results have
shown the efficacy of integrating the irregularity encoder
with the MoE fusion layer. Additional results on (1) the
MIMIC-III data and (2) combining vital signs with CXR
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Figure 3. Reséﬁ)s of ablation studies: (a) The cc()l:r)lputational efficiency and resource utilization of each method whe(r(li)applied to vital
signs and clinical notes from the MIMIC-IV dataset; (b) The relationship between the number of experts and task performance across
different modalities, including vital signs, clinical notes, and CXR; (c) The impact of each modality on the top-k experts within a disjoint
router structure; (d) The role of per-modality routers and the entropy loss £ in mitigating the impact of missing modalities.

can be found in Appendix F.

Additional Modalities We then expand the FuseMoE
framework to incorporate additional modalities. Note that,
except for HAIM, the baselines were not designed to be
agnostic to the quantity and variety of input modalities.
Therefore, adapting them to manage extra and missing
modalities requires considerable model changes, which
might compromise their performance. Table 4 presents the
revised outcomes after integrating extra modalities, em-
ploying the per-modality router and the entropy loss &
within FuseMoE. This setup was chosen as it slightly out-
performed the joint router with an increase in modalities.
Relative to their two-modality versions, FuseMoE has ef-
fectively harnessed additional information (notably from
CXR), resulting in a significant enhancement in perfor-
mance. Conversely, the addition of new modalities did not
benefit the HAIM method, possibly due to its reliance on
vital signs and clinical notes without adequately addressing
the dynamics between different modalities. Furthermore,
HAIM’s notably high F1 scores on the 25-PHE task can be
attributed to XGBoost’s proficiency in managing missing
minority classes.

5.2. Ablation Studies

We then conducted ablation studies to explore the vari-
ous attributes of FuseMoE and baselines. Figure 3(a) ex-
amines the computational efficiency and resource utiliza-
tion, positioning FuseMoE approximately in the middle of
the comparison. Despite the increase in model parameters
due to the incorporation of the MoE layer, its sparse na-
ture does not significantly escalate the computational load.
Figure 3(b) illustrates the correlation between the number
of experts and task performance across different modali-
ties. Generally, performance improves with the addition of
more experts, plateauing once the count exceeds 16. To
achieve a compromise between performance and computa-
tional expense, we opted to utilize the top 4 experts out
of 16 in our experiments. Figure 3(c) studies the influ-
ence of each modality on the top-k chosen experts. For

every expert selected, we calculate the number of samples
that include a specific modality, weighted by corresponding
weight factors from the gating functions. The outcomes are
subsequently normalized across modalities. The analysis
reveals that predictions across all tasks heavily depend on
vital signs and clinical notes. This reliance is attributed to
the abundant samples in these two modalities. Despite the
notably smaller quantity of CXR, they play more signifi-
cant roles in the 25-PHE and 48-IHM tasks, which aligns
with our findings in Table 4. Lastly, Figure 3(d) illus-
trates the effectiveness of utilizing per-modality routers and
the entropy loss £ in addressing missing modalities. Ini-
tially, we compare the performance of FuseMoE on pa-
tients with fully available modalities against those with
missing components, employing a joint router mechanism
with the importance loss function (Shazeer et al., 2017), to
ensure load balancing. The inclusion of datasets with miss-
ing modalities, while expanding the sample size, resulted
in a decrease in overall performance due to the compro-
mised data quality. However, an enhancement in perfor-
mance was observed upon integrating per-modality or dis-
joint routers with £. Notably, the outcomes for the 48-IHM
and LOS tasks with missing modalities surpassed those
obtained from datasets without any missing data. This is
because the per-modality structure can better separate the
present and missing modalities, reducing the influence of
experts responsible for processing the absent inputs. There-
fore, this leads to a more efficient exploitation of a broader
array of samples.

6. Conclusion and Future Works

In this paper, we introduced FuseMoE, a model adept at
managing multimodal data characterized by random miss-
ingness or irregularity—a crucial yet relatively unexplored
challenge. FuseMoE integrates MoE fusion layers with
modal embeddings and offers multiple router configura-
tions to adeptly handle multimodal inputs across different
complexity levels. FuseMoE also employs an innovative
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Laplace gating function, which provides better theoreti-
cal results. Through empirical evaluation, FuseMoE has
demonstrated superior performance across diverse scenar-
ios. We will focus on identifying more effective modal-
ity encoders that seamlessly integrate with the MoE fusion
layer and extend the application of FuseMokE to other crit-
ical domains.

Impact Statements This paper presents research aimed
at propelling advancements in the broad domain of ma-
chine learning. The implications of our findings are wide-
ranging, with potential applications in sectors including
healthcare, autonomous driving, and recommendation sys-
tems. Based on our current understanding, this research
does not warrant an ethics review, and a detailed discus-
sion of the potential societal impacts is not required at the
current stage.
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Appendix for
“FuseMoE: Mixture-of-Experts Transformers for Fleximodal Fusion”

In this appendix, we provide additional details on the datasets and tasks of interest (in Appendix A), data preprocessing
pipelines (in Appendix B), irregularity encoder (in Appendix C), baseline methods (in Appendix D), computational re-
sources and hyperparameters (in Appendix E), additional experimental results (in Appendix F), exact-specified setting of
Laplace gating (in Appendix G), and proofs for all theoretical results (in Appendix H).

A. Tasks of Interest

In the ICU, where rapid and informed decisions are crucial, accurate mortality prediction is essential to provide clini-
cians with advanced warnings of patient deterioration, aiding in critical decision-making processes (Awad et al., 2017b).
Similarly, the prediction of patient length-of-stay is indispensable for optimizing treatment plans, resource allocation, and
discharge processes (Bertsimas et al., 2022). Further, phenotyping of critical care conditions is highly relevant to comorbid-
ity detection and risk adjustment and presents a more challenging task than binary classification, due to the heterogeneous
presentation of conditions and the larger number of prediction tasks (Zhang et al., 2023).

* 48-IHM In this binary classification task, we predict in-hospital mortality based on the first 48 of the ICU stay for
patients who stayed in the ICU for at least 48 hours.

* LOS We formulate our length-of-stay task similar to that of 48-IHM: for patients who spent at least 48 hours in the
ICU, we predict ICU discharge without expiration within the following 48 hours.

¢ 25-PHE In this multilabel classification problem, we attempt to predict one of 25 acute care conditions (Elixhauser,
2009; Lovaasen & Schwerdtfeger, 2012) (e.g., congestive heart failure, pneumonia, shock, etc.) at the end each each
patient’s ICU stay. Because the original task was designed for diagnoses based on ICD-9 codes, but MIMIC-1V
includes both ICD-9 and ICD-10 codes, we map patients with diagnoses coded using ICD-10 using the conversion
database provided by Butler (2007).

48-1HM LOS PHE
death discharge
' —
. HR
T'"?E{Bp 0o 0o OO0 O OO0 [
SeNeS UGlucose [0 | O O OO O | Ctieal
Note O O O 0 OO OO0 @) conditions
CXR A A A A A
ECG W W w W wove w w
Time (hrs) 0 48 EOS 0 48 96 EOS 0 EOS

Figure 4. Schematic of tasks of interest. Plotted are example vitals/labs, radiological notes, X-rays, and ECGs sampled over the course
of a patient’s ICU stay. The first three rows represent example observations from a single modality consisting of three irregularly
sampled vital signs (HR, BP), and lab values (Glucose). The following three rows represent irregularly sampled radiological notes, X-
rays, and ECGs. Opaque shapes denote observations falling within the observation window (i.e., observations that are used to generate
predictions), while translucent shapes are not used to generate predictions. For the 48-IHM task, we use the first 48 hours of observations
to predict death at any time during the ICU stay. For the LOS task, we use the first 48 hours of observations to predict whether the patient
will be discharged (alive) during the following 48 hours. And in the phenotyping task (PHE), we use all observations to predict one of
25 critical care conditions.

We implement an in-hospital mortality prediction (48-IHM) task to evaluate our method’s ability to predict short-term
patient deterioration. Similarly, an accurate determination of patient discharge times is crucial for optimizing patient
outcomes and hospital resource allocation (Bertsimas et al., 2022), which motivates our length-of-stay (LOS) task. We
frame 48-IHM and LOS as binary classification problems and use a 48-hour observation window (for patients who spent
at least 48 hours in the ICU) to predict in-hospital mortality (48-IHM) and discharge (without expiration) within the
48 hours following the observation window (LOS). Lastly, identifying the presence of specific acute care conditions in
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patient records is essential for various clinical objectives, including the construction of cohorts for clinical studies and the
detection of comorbidities (Agarwal et al., 2016). Traditional methods, often reliant on manual chart reviews or simple
billing code-based definitions, are increasingly being supplemented by machine learning techniques (Harutyunyan et al.,
2019); automating this process requires high-fidelity classifications, motivating our 25-type phenotype classification (25-
PHE) task. In this multilabel classification problem, we attempt to predict one of 25 acute care conditions using data from
the entire ICU stay.

Evaluation In our initial analysis, we focused on patients with no missing modalities, resulting in a dataset comprised
of 8,770 ICU stays for the 48-IHM and LOS tasks, and 14,541 stays for the 25-PHE task. For our analyses with missing
observations, we include a total of 35,129 stays for 48-IHM and LOS, and 71.173 for 25-PHE. To evaluate the single-label
tasks, 48-IHM and LOS, we employ the F1-score and AUROC as our primary metrics. In line with previous studies (Zhang
et al., 2023; Lin et al., 2019; Arbabi et al., 2019), we use macro-averaged F1-score and AUROC to assess the 25-PHE task.

A.1. Dataset

We leveraged data from MIMIC-IV (Johnson et al., 2020), a comprehensive database with records from nearly 300k
patients admitted to a medical center from 2008 to 2019, focusing on the subset of 73,181 ICU stays. We were able to link
core ICU records (containing lab results and vital signs) to corresponding chest X-rays (Johnson et al., 2019b), radiological
notes (Johnson et al., 2023), and electrocardiogram (ECG) data (Gow et al., 2022) taking place during a given ICU stay.
We allocated 70 percent of the data for model training, with the remaining 30 percent evenly split between validation and
testing.

A.2. Missingness rates

The total number of samples for each of our three tasks (i.e., those in which ar least one vital sign was recorded in the
specified observation window), along with the total number of observations per-modality, are shown in Table 5.

Table 5. We present the total number of ICU stays in each task, taking into account observations with missing modalities. The total
number of stays with at least one observation of the corresponding modality are shown in the three right-most columns.

Task(s) \Total \ Text CXR ECG

48-IHM & LOS | 35,129 | 32,038 8,781 18,271
25-PHE 73,173 | 56,824 14,568 35,925

B. Data Preprocessing

In the preprocessing stage, we focused on 30 pertinent lab and chart events from each patient’s ICU record for vital sign
measurements. For chest X-rays, we utilized a pre-trained DenseNet-121 model (Cohen et al., 2022), which was fine-
tuned on the CheXpert dataset (Irvin et al., 2019), to extract 1024-dimensional image embeddings. For radiological notes,
we obtained 768-dimensional embeddings using the BioClinicalBERT model (Alsentzer et al., 2019). ECG signals were
processed using a convolutional autoencoder, adapted from Attia et al. (2019), to generate a 256-dimensional embedding
for each ECG.

Time series We selected 30 time series events for inclusion, following Soenksen et al. (2022). Nine of these were vital
signs: heart rate, mean/systolic/diastolic blood pressure, respiratory rate, oxygen saturation, and Glascow Coma Scale
(GCS) verbal, eye, and motor response. We also included 21 lab values: potassium, sodium, chloride, creatinine, urea
nitrogram, bicarbonate, anion gap, hemoglobin, hematocrit, magnesium, platlet count, phosphate, white blood cell count,
total calcium, MCH, red blood cell count, MCHC, MCV, RDW, platlet count, neutrophil count, and vancomycin. We
standard scale each time series value to have mean 0 and standard deviation 1, based on the values in the training set.

Chest X-rays To incorporate a medical imaging modality into our analyses, we use the MIMIC-CXR-JPG (Johnson
et al., 2019a) module available from Physionet (Goldberger et al., 2000), which includes 377,110 JPG format images
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derived from the DICOM-based MIMIC-CXR database (Johnson et al., 2019b). Following Soenksen et al. (2022), for each
image, we resize each JPG image to 224 x 224 pixels and then extract embeddings from the last layer of the Densenet121
model. We identify X-rays taken while the patient was in the ICU by first matching subject IDs in MIMIC-CXR-JPG with
the core MIMIC-IV database, then limiting these matched X-rays to those with a chart time occuring between an ICU
admission and discharge.

Radiological notes To incorporate text data, we use the MIMIC-IV-Note module (Johnson et al., 2023), which contains
2,321,355 deidentified radiology reports for 237,427 patients that can be matched with patients in the main MIMIC-IV
dataset via a similar approach to chest X-rays. We note that we were unable to obtain intermediate clinical notes (i.e., notes
made by clinicians throughout a patient stay), as those have not yet been publicly released. We extract note embeddings
using Bio-Clinical BERT (Alsentzer et al., 2019).

Electrocardiograms (ECGs) To include ECGs as an additional modality in our models, we utilize the MIMIC-IV-ECG
(Gow et al., 2022) module, which includes approximately 800,000 ECGs (10 seconds, sampled at 500 Hz) collected from
nearly 160,000 unique patients. To transform the ECGs so that they are suitable for input to our model, we adopt a
convolutional autoencoder approach, adapted from Attia et al. (2019), that compresses each ECG into a 256-dimensional
vector. Specifically, each diagnostic ECG contains a 5000 x 12 dimensional vector (5000 time points x 12 ECG leads).
To prepare the ECG for input to the autoencoder, we only include the first 4096 time points. We then train the autoencoder
to compress the ECG into a 256-dimensional latent vector, and then reconstruct the original ECG using upsampling layers,
using mean squared error as our loss function. The architecture is shown in Figure 5.

We train the autoencoder with 90% of the ECGs available in the MIMIC-IV-ECG projection and use the rest for validation.
We selected a batch size of 2048, and reduced the learning rate by a factor of 0.5 is the validation loss had plateaued for
3 epochs. Training stopped if the validation loss had not decreased for 6 epochs. For our encoder, we use filter numbers
of [16, 16, 32, 32, 64, 64], kernel widths of [5, 5, 5, 3, 3, 3] and a dropout rate of 0.1. For the decoder, we use the same filter
numbers and kernel widths in reverse, and maintain a dropout rate of 0.1.

Input ECG Reconstructed ECG

Temporal conv Dropout

Batch norm Batch norm

X6 x 6

Dropout Convolution

Max pooling Upsampling
Flatten Reshape

Dense layer Dense layer

Dropout (0.5) Dropout (0.5)

~ 7

Latent vector
(256-dim)

Figure 5. CNN autoencoder architecture. The encoder consists of six convolutional blocks (temporal convolution, batch normalization,
dropout, and max pooling layers), followed by a dense layer that reduces the dimensionality of the representation of 256. The decoder
then reconstructs the input ECG (dimensionality 4096 x 12) from this latent vector via a dense layer, followed by six upsampling
convolutional blocks (upsampling, convolutional, batch normalization, and dropout layers).

C. Modeling Irregularity
C.1. Unified Temporal Discretization Embeddings

Unlike the embeddings in chest X-rays, clinical notes, and ECGs, vitals/lab values present temporal irregularity across
dimensions. That is, for the former three modalities, each dimension of the corresponding is observed at each irregular
time point 7. By contrast, the sampling for vitals/labs is irregular both within and across dimensions. For example,
we might observe heart rate values sampled at times Tqr = {0,0.2,0.8,1.2,2.8} and glucose values sampled at time
76w = {0.1,0.7,3.4}. Given this unique challenge present in vitals/labs, we adapt the Unified Temporal Discretization
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Embedding (UTDE) approach described in Zhang et al. (2023), which combines the mMTAND approach described in Section
3.2 with a simpler imputation-based discretization scheme. Specifically, given a set of ¢ observations x € R? observed
at irregular times 7 € R?, we a simple imputation scheme to discretize x into target bins 7 (e.g., v = {0,1,2,...,v}.
Specifically, given bin value v; € ~, we apply the following rules:

* If there exists a previously observed value of x (i.e., 37 € 7 st. 7 < ;), we set the imputed value of x at time v, Z,,
to the closest previously observed value.

* If no previously observed value exists, we set the value of Z.,, to the global mean of x.

We do this for each possible vitals/lab, to generate a matrix of imputation embeddings I € RY*dvias | were dyiqs 1S the
number of vitals/labs. We then input this embedding into a 1D causal convolutional layer with stride 1 to obtain our final
imputation embeddings with hidden dimension dj,, Eyp € R7*,

C.2. Unifying imputation and mTAND embeddings

We combined simple imputation and mTAND embeddings via a gating function g. Following Zhang et al. (2023), we let
Entanp € R7*9 denote the mTAND embeddings for vitals/labs derived from the process described in Section 3.2 and
let Epyp € R7*4r denote the simple imputations from the process described above. We use each of these discretization
embeddings to derive a final set of embeddings for vitals/labs Eyis via a one-layer MLP gating function f. Specifically,
we letg = f(EImP @ Entanp ), Where @ denotes the concatenation operator. We then calculate Ey;s as

Evi[als =g O] Elmp + (1 - g) ) EmTAND S R’Yth,

where ® denotes point-wise multiplication.

D. Baseline Comparison

Considering the relatively recent release of MIMIC-IV, there have been limited applications to this dataset. In our study, we
evaluated both FuseMoE and various baselines using the earlier MIMIC-III version, as well as on our processed data from
MIMIC-IV. To our knowledge, the HAIM approach described in Soenksen et al. (2022) represents the only comprehensive
attempt at multimodal modeling on the MIMIC-IV dataset to date.

D.1. MISTS

This approach, from Zhang et al. (2023), casts time series and clinical notes as multivariate, irregularly-sampled time series
(MISTS) and uses layers of self- and cross-attention to fuse modalities. The method uses a Time2Vec (Kazemi et al., 2019)
encoding scheme to represent the irregularity of observation times. We use the same hyperparameters as in the original
paper (e.g., 3 self- and cross-attention blocks, 128-dimensional time embedding, etc.).

D.2. MultT

This model from Tsai et al. (2019) relies on multiple stacks of pairwise and bidirectional cross-modal attention blocks
(without a self-attention mechanism) to attend to low-level features. The results of cross-modal attention are then sent to
modality-specific transformers, concatenated, and used to make predictions.

D.3. MAG

This method introduces the Multimodal Adaptation Gate (MAG) as an extension to BERT and XLNet, allowing these pre-
trained models to incorporate visual and acoustic data during fine-tuning. By generating a modality-conditioned shift in
their internal representations, MAG enables enhanced sentiment analysis performance on multimodal datasets, achieving
human-level accuracy in the field (Rahman et al., 2020).

D4.TF

The proposed Tensor Fusion approach (TF) integrates three core components: Modality Embedding Subnetworks for
generating rich embeddings from unimodal inputs, a Tensor Fusion Layer for capturing all levels of modality interactions
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through a 3-fold Cartesian product, and a Sentiment Inference Subnetwork tailored to perform sentiment analysis based on
the fusion layer’s output (Zadeh et al., 2017).

D.5. HAIM

The multimodal fusion approach detailed by Soenksen et al. (2022) extracts a single set of features for each ICU stay, and
uses this to predict the outcome of interest (in-hospital mortality, etc.). For vitals/lab values, the authors extract a set of
11 generic time series features: signal length, maximum, minimum, mean, median, SD, variance, number of peaks, and
average time-series slope and piece-wise change over time of these metrics. This is done independently for each of the
30 events, leading to 30 x 11 = 330 vital/lab features per ICU stay. To provide a fair comparison with our method, we
only include the most recent five notes and 128 vitals measurements in calculating embeddings. We only include entries
for which all modalities are observed. For note/X-ray/ECG embeddings, we compute the mean embedding across all
observations occurring during the specified time frame (i.e., first 48 hours of 48-IHM and LOS, the entire stay for PHE).
As with our method, we standard scale values based on the training set.

Soenksen et al. (2022) uses an XGBoost (Chen & Guestrin, 2016) classifier to predict the outcomes of interest. We
follow the hyperparameter optimization approach described in the paper. Specifically, we conduct a grid search across
the following sets of hyperparameters: max depth = {5, 6, 7,8}, number of estimators = {200, 300}, learning rate =
{0.3,0.1,0.05}. Hyperparameters are selected based on the maximum AU-ROC from five-fold cross-validation

D.6. Implementation

We integrate D.1 through D.4 into our workflow using the implementation provided by (Zhang et al., 2023). For D.5,
we adapt the time series (e.g., series variance, mean, etc.) feature extraction and model fitting code from the repository
released by the corresponding paper. The original paper doesn’t use ECG waveforms, so we adopt a similar approach to
ECG embeddings as with image and note embeddings, and take the mean value of the latent vector across all included
observations.

Table 6. Hyperparameters used for MoE framework and general architecture.

Hyper-Parameter Type Parameter Name Value
Number of experts 16
FFN hidden size 512
Top k 4
MoE Disjoint top k 2
Hidden activation function GeLU
Number of MoE layers 3
Random seed [32, 42, 52]
Training epochs 8
Training batch size 2
Eval batch size 8
CNN kernel size 1
Gradient accumulation steps 16
BERT update epochs 2
Other Parameters BERT learning rate 2.00E-05
Time series encoder learning rate 4.00E-04
Number of notes to include for a patient 5
Get notes from beginning or last Last
Attention embedding dimension 128
Number of attention heads 8
Maximum time for irregular time series 48
Time embedding dimension 64
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E. Computational Resources and Hyper-Parameters

E.1. Computational resources

We train models using a Lambda Workstation with four A550 GPUs with 24 GB of memory. We are able to train models
using a single GPU. An analysis of computation time and memory requirements is shown in Figure 3.

E.2. Hyper-Parameters

All parameters can be found in Table 6 and the codebase submitted in the zip file.

F. Additional Results

Below are additional results on comparing FuseMoE with baselines on the MIMIC-III data (Table 7) that only has vital
signs and clinical notes, and the vital signs and CXR of the MIMIC-IV data (Table 8). All experiments are based on the
“joint experts and router” configuration. FuseMoE also shows noticeable advantages in these settings.

Table 7. Comparison of FuseMoE-based methods (gray) and baselines, utilizing vital signs and clinical notes of MIMIC-III. The best
results are highlighted in bold font, and the second-best results are underlined. All results are averaged across 3 random experiments.
Since HAIM is not designed for the MIMIC-III dataset, we use the concatenation method from e.g. Khadanga et al. (2019) as a
replacement.

Task \ Method MISTS MulT MAG TF Concat Softmax Gaussian Laplace
AS-THM AUROC | 89.14 £0.57 8726+035 86.53+121 8722+0.89 86.724+0.76 90.254+0.74 90.77+£0.18 91.19 £+ 0.52
F1 5645+ 130 54.13+1.20 53204213 51.44+£0.66 5277+£0.70 56.41+0.98 56.21+0.17 57.36+0.73

AUROC | 86.06 £0.06 85.96+0.07 8594+0.07 84.74+£0.16 8594+021 86.41+0.75 8596=+0.64 86.72+0.27
F1 5484 +031 5420£033 53.73+0.37 49.84+0.83 5330£035 55.02+0.23 5529+0.45 55.38+0.69

25-PHE

Table 8. Comparison of FuseMoE-based methods (gray) and baselines, utilizing vital signs and CXR of MIMIC-IV. The best results are
highlighted in bold font, and the second-best results are underlined. All results are averaged across 3 random experiments.

Task \ Method MISTS MulT MAG TF HAIM Softmax Gaussian Laplace
AS-THM AUROC | 8136 £0.24 77.70+0.44 81.19+1.25 7692+0.65 80.87+0.00 82.084+ 026 81.26+0.18 82.97+0.49
F1 43354039 2840+0.75 3959 +043 46.59£0.33 40.88+0.00 38.14+0.31 44.59+024 47.48+0.23
LOS AUROC | 82.07 £0.82 81.94+0.26 81.86+0.76 81.47+0.89 81.69+0.00 82.96+047 82.74+0.85 83.22+0.68

F1 74.07 £0.18 7446 £0.17 73.894+0.93 7339+0.14 7293 +£0.00 75.67+0.59 7516042 7543 +0.19
AUROC | 71.50 £0.22 71.20+£0.76 70.89 £0.47 70.554+0.29 6343 £0.00 71384031 70.87+0.67 71.44+0.24
F1 3352+0.39 32.80£0.18 33.144+0.61 3356+0.74 4245+0.00 33.49+0.15 31.94+£0.09 34.13+0.56

25-PHE

G. Exact-Specified Setting

In this appendix, we study the theoretical behaviors of the MLE under the exact-specified setting, i.e., k = k., of the
Laplace gating Gaussian MoE. We demonstrate that under the exact-specified setting, the rate of estimated conditional
density function pg, PG, is parametric O(n~"'/2) (up to some logarithmic factor).

Theorem G.1. The density estimation pg (Y|X) converges to the true density pg. (Y|X) under the Total Variation
distance V at the following rate:

Ex[V(pg, (1X), pa. (1X))] = O(/log(n)/n).

Proof of Theorem G.1 is in Appendix H.1. The result of Theorem G.1 indicates that as long as we can establish the lower
bound of the total variation distance between ps and pg, based on certain loss function between the MLE G, and the
true mixing measure G, we directly achieve the rate of the MLE under that loss function.

Voronoi Loss We now define that loss function between the MLE and the true mixing measure. Given some mixing
measure G := Zle exp(3:)0(w, ai,b:,11)» We distribute its components to the following Voronoi cells which are generated
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by the support of the true mixing measure G, := Zk 1€XP(B7) (W= ax be vy

Aj = Aj(G) = {i e [k] : [|0: — 03] < [16: — 01|, V¢ # j},

where 0; := (Wi, a;, b;,v;) and 07 := (W}, a},b5,v}) forany 1 <i < kand 1 < j < k.. Based on these Voronoi cells,

we propose the following Voronoi loss function for the exact-specified setting:

Dy (G, G,) = max U > exp(Bi) —exp(BE)|+ Y > exp(Bi) i, (1,1,1,1) |, (10)
€A JE[K]:|Aj|=1i€ A,
where the maximum in the definition of Voronoi loss function D; is for {71, 72,...,7x} C [k«]. Furthermore, for any

(p1: P2, p3, pa) € RY, we define @i, (p1, p2, p3, pa) = [|[Wi = W |1t + [la; — af [|P2 + [b; = b% |7 + |v; — v} | for any
i € A, and j € [K]. We demonstrate in the following theorem that the rate of MLE to the true mixing measure under the
Voronoi loss function Dy is O(n~'/2) (up to some logarithmic factor).

Theorem G.2 (Exact-specified setting). When k = k. is known, the following Total Variation bound holds guarantetrue
forany G € Gi(©):

Ex[V(pa(1X), pa. (-|X))] 2 Di(G, Gy).
Therefore, we have Dy (G, G..) = O(y/log(n)/n).

Proof of Theorem G.2 is in Appendix H.2. The convergence rate of MLE under the Voronoi loss function D; implies that
the rates of estimating the true parameters W, o}, b¥, v are also O(n —1/2) (up to logarithmic factors). These rates are

s Mg Y Py

comparable to those under the exact-specified setting of softmax gating Gaussian MoE (cf. Theorem 1 in (Nguyen et al.,
2023b)).

H. Proof of Theoretical Results

In this appendix, we provide proofs for all theoretical results in the paper. Throughout this appendix, for any vector v € R?

and o := (ay,@9,...,a4) € N, we denote v = v{vy? .. 94 vl i=v 4 ve 4.+ vgand of = aqlas! . agl.

H.1. Proof of Theorem G.1

In this appendix, we employ results for M-estimators in (van de Geer, 2000) to establish the density estimation rate under
the top-K sparse Laplace gating Gaussian mixture of experts (MoE).

Firstly, we introduce some necessary notations and fundamental results. In particular, let Py, (0) = {pe(Y|X) :
G € G, (Q)} be the set of all conditional density functions w.r.t mixing measures in Gy, (2). Next, we denote by
N(e,Pr, (), - |l1) the covering number of metric space (P, (€2),] - ||1). Meanwhile, Hg(e, Py, (2), h) stands for

1/2
the bracketing entropy of Py, (€2) under the Hellinger distance h where h(p, q) := (% J(/p— \/ﬁ)zd,u) for any prob-

ability densities p, ¢ dominated by the Lebesgue measure y. Then, we provide in the following lemma the upper bounds of
those terms.

Lemma H.1. [fQ is a bounded set, then the following inequalities hold for any 0 < n < 1/2:
(i) log N(n, Pr. (), | - [l1) < log(1/n);
(ii) Hp(n, Pr. (), h) < log(1/n).

Proof of Lemma H.1 is in Appendix H.1.2. Subsequently, we denote

Pr.(Q) == {pg1c.y2(Y]X) : G € G ()}
Pal2(Q) = {pGrc) p(VIX) : G € G ().
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In addition, for each 6 > 0, we define a Hellinger ball centered around the conditional density function p¢, (Y|X) and
intersected with the set 77,1 f 2 () as
P2 (Q,8) = (p/? € P/*(Q) : h(p,pa.) < 8}
To capture the size of the above Hellinger ball, (van de Geer, 2000) suggest using the following quantity:
s
T (8, P %(0,6)) == / HY? (6, Py (,t), ] - [Ddt v o, (11)
52/213

where ¢t V 0 := max{t,0}. Given those notations, let us recall a standard result for density estimation in (van de Geer,
2000).

Lemma H.2 (Theorem 7.4, (van de Geer, 2000)). Take W(8) > Jp(8, P,/ *(2,8)) such that W(6) /6% is a non-increasing
function of 6. Then, for some sequence (3,,) and universal constant c which satisfy \/nd> > c¥(J), we obtain that

P (Ex [hlpg, (1X),pa. (1X))] > 6) < cexp(-ns?/c?),
forany § > 6,

Proof of Lemma H.2 can be found in (van de Geer, 2000). Now, we are ready to provide the proof for convergence rate of
density estimation in Theorem G.1 in Appendix H.1.1.

H.1.1. MAIN PROOF

It is worth noting that for any ¢ > 0, we have
Hp(t, P2 (1), || - 1I) < Hp(t, Pr, (2,1),h).

Then, the integral in equation 11 is upper bounded as follows:

)

H;/z(t, Pr. (Q,t),h)dt Vi < / log(1/t)dt V 6, (12)
§2 /213

)
T (5, PL/2(,0)) < /

52/213
where the second inequality follows from part (ii) of Lemma H.1.

As aresult, by choosing ¥(8) = 6-+/log(1/6), we can verify that ¥(§)/d? is a non-increasing function of §. Furthermore,
the inequality in equation 12 indicates that ¥(J) > Jpg(J, 75,1/ %(€,0)). Next, let us consider a sequence () defined as

8y = y/log(n)/n. This sequence can be validated to satisfy the condition \/nd2 > ¢¥(§) for some universal constant c.
Therefore, by Lemma H.2, we reach the conclusion of Theorem G.1:

P(Ex[h(pg, (1X).pc.(1X))] > CVlog(n)/n) S n™",
for some universal constant C' depending only on 2.

H.1.2. PROOF OF LEMMA H.1

Part (i). In this part, we will derive the following upper bound for the covering number of metric space (Px, (2), ] - ||1)
for any 0 < n < 1/2 given the bounded set 2

log N (1, Pr. (), || - [[1) < log(1/n).

To start with, we denote © := {(a,b,v) € R? x R x Ry : (8, W,a,b,v) € Q}. As Q is a bounded set, the set © is also
bounded. Therefore, we can find an n-cover of O, denoted by ©,,. Additionally, we also define A := {(5, W) € R x RY .
(B,W,a,b,v) € Q}, and A, be an n-cover of A. Then, it can be validated that

‘@nl < O(n_(d+2)k*)’ |Zn| < O(n_(d+1)k*)-
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Next, for each mixing measure G' = Z 21 exp(Bi)d(wiai,b;.0) € G (€2), we take into account two other mixing mea-

sures. The first measure is G’ = Zle exp(Bi)dw, z, 5..7,)» Where (@i, bi, ;) € O, is the closest points to (a;, b;, v;) in

this set for all i € [k.]. The second one is G := Y%, exp(8:)0 77, @, 5,5, N Which (B;, W) € A, forany i € [k.].

Next, let us define
T .= { S Pk ( ) : (waz) S E’Z’ (ai,gi,Pi) € én,Vi S [k’*}},

then it is obvious that pz € 7. Now, we will show that 7 is an n-cover of metric space (P, (€2), || - |[1) with a note that it
is not necessarily the smallest cover. Indeed, according to the triangle inequality,

lre — el < llpe — parll + lper — pel- (13)

Since the softmax function is no greater than one, the first term in the right hand side can be upper bounded as follows:

K
e = perln <Y [ |FOV1TX 4 biw) = (VI X 45w |aCX.Y)
i=1

K
Y [ (s =l + e =l + s -l X, )
=1

ks
= (las =@l + b = ll + s 7

i=1
S (14
Subsequently, we show that [|pc: — pg |1 < 1. For that purpose, we consider g := (%) K-element subsets of {1, ..., k. },
which are assumed to take the form {7y, 72,..., 7k} for any 7 € [g]. Additionally, we also denote {Tx 41,...,7k, } =

{1,...,k}\ {m,..., 7k} for any 7 € [¢]. Then, we define

X, = {l’ cX: —||W,' —JCH > —HWfL‘/ —1‘” RS {Tl,...,TK},i/ S {TK+1,...,T1€*}},
Xo={e e X —|[W; —a| > ~[[Wy —z| i€ {r,....,7x},7" € {Tt1,- -, T }}-

By using the same arguments as in the proof of Lemma 1.1 in Appendix I, we achieve that either X, = /'?T or X, has
measure zero for any 7 € [¢]. As the softmax function is differentiable, it is a Lipschitz function with some Lipschitz
constant L > 0. Next, we denote

K _\K
mo(X) = (=W = X0+ 8,) 0 w0 = (=W =X +B.)
for any K -element subset {71,...7x} of {1,...,k.}. Then, we get
|lsoftmax(m, (X)) — softmax(7,(X))|| < L - ||7T.,-(X) -7 (X)|

<L Z (Jiw, = x 0= 7=, = x| + 18-, - B-,

)

@
Il
-

IA
™
M=

>~ (IWr =Wl 18- B

> (n+n)

N
Il
-

A
e
M=

1

-
Il
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Back to the proof for ||[pe — pg|[1 S 7, it follows from the above results that

e — palls = / Iper (Y1X) — pg(Y1X)] d(X,Y)

IN

;1 /My Ipar (Y|X) — pg(YX)| d(X,Y)

q K
< Z:l / Z‘softmax(ﬂ'T(X)i)—softmax(fT(X)i)

XXV =1

S, 15)

. ‘f(Y|EIiX +b,,,7,)| d(X,Y)

It follows from the results in equation 13, equation 14 and equation 15 that ||[pg — pgl[1 < 7. This result indicates that 7
is an n-cover of the metric space (Py, (), || - ||1). As a consequence, we obtain that

N, Pe. (0] ) £ 184] x [8y] < O(1/n2H+F),

which leads to the conclusion of this part: log N (n, P, (), || - [[1) < log(1/n).

Part (ii). In this part, we provide an upper bound for the bracketing entropy of Py, (2) under the Hellinger distance h:

Hp(n, Pk, (), h) < log(1/n).

Since © and X are bounded sets, there exist positive constants 7, £, u such that —y < ¢ X +b < yand £ < v < u. Let
us define

L_¢ (—Y—27 for |[Y|>2
B(Y|X) = { V2t P ) Y1=2y

m, f0r|Y| < 2’)/

Then, it can be validated that f(Y]a™ X + b,v) < B(Y|X) forany (X,Y) € X x ).

Next, let ¢ < n which will be chosen later and {p1,...,pn} be an {-cover of metric space (P, (), || - ||1) with the
covering number N := N (7, Py, (Q), | - |1). Additionally, we also consider brackets of the form [UL (V] X), ¥V (Y|X)]
where

TE(Y|X) = max{p;(Y|X) — 7,0}

U7 (Y]X) = max{p;(Y|X) + 7, B(Y|X)}.
Then, we can check that Py (Q2) € N, [WE(Y|X), ¥V (Y]X)] and OV (Y|X) — WL(Y|X) < min{2n, B(Y|X)}.
Let S := max{2vy, v/8u} log(1/¢), we have for any ¢ € [N] that

Y wt = [ X - R axay + [ @l (v]x) - wHYO] dXdy
IYl<2y IY1>2y
2

S
< S¢+exp (- 5-) < 5%
2u
where S’ is some positive constant. This inequality indicates that

Hp(S'¢, Pr. (), [ - 1) < log N(¢, Pr. (), || - 1) < log(1/7).

By setting ¢ = n/.S’, we obtain that Hg (1, P, (), ] - [|1) < log(1/n). Finally, since the norm || - ||1 is upper bounded by
the Hellinger distance, we reach the conclusion of this part:

Hp(n, Pr, (), h) < log(1/n).

Hence, the proof is completed.
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H.2. Proof of Theorem G.2
First of all, we need to establish the following bound:

Ex[V(pa(1X), pa.(1X)] 2 Di(G, Gx).

For that sake, it is sufficient to demonstrate two following inequalities:

Ex[V(pc(1X), pe. (1X))]

. Inequality A. il’lfGegk* (Q)lDl (G,G.)<e’ Dl (G G ) > 0;
. . E V p . X ’p ne X
¢ Inequality B. infocg, (), (G,6.)>e x[V( %(1(|0)GC)¥ (1X))] >0,

for some constant £’ > 0.

Proof of inequality A: The inequality A is equivalent to

lim inf ]EX[V(pG('lX),pG*(-IX))]

> 0.
=0 GeGy, (sz) D1 (G,G.)< D1 (G,Gy)

Assume that the above inequality is not true, then, there exists a sequence of mixing measure G, :=
Zf;l exp(B7")0(wr ar br vy € Gi. () such that both D1 (G, G.) and Ex [V (pe, (+1X), pa. (-|X))]/D1(Gn, G+) go
to zero as n — co. Now, we define

Af = Aj(Gr) = {i € [k] 2 107 = 07| <167 = 07|, V7 # j},
for any j € [k.] as Voronoi cells with respect to the mixing measure G,,, where we denote 07 := (W, al*, b, 1) and
o = (WJ*, aj, by, v; ). In this proof, since our arguments are assymptotic, we can assume without loss of generality

(WLOG) that these Voronoi cells does not depend on 7, that is, A; = A}L. Next, it follows from the hypothesis Dy,, :=
Di1(Gp,G.) — 0asn — oo that each Voronoi cell contains only one element. Therefore, we may assume WLOG that
A;j = {j} for any j € [k.], which implies that (W, a,b},v7) — (W7, a}, b}, v7) and exp(B}) — exp(5}) as n — oo.
Subsequently, to specify the top K selection in the formulations of p¢g,, (Y|X) and pg, (Y|X), we divide the covariate
space X into some subsets in two ways. In particular, we first consider q := (’;;) different K -element subsets of [k, ], which
are assumed to take the form {7y, ..., 7x }, for 7 € [¢]. Additionally, we denote {7x41,..., 7k, } = [k«] \ {71, ., 7K }.
Then, we define for each 7 € [g] two following subsets of X':

Xl = {:17 eEX:—|W, —z| > —||Wy —z|| :Vj€{r,...,7x},j € {TK+1,...,T1§*}},
X = {x EX:—|W; —al| > —|Wj —x|:Vj € {n,..., 7k}, 5 € {TKH,...,T,C*}}.

Since (W', B7) — (W7, B5) asn — oc for any j € [k.], we have for any arbitrarily small 7); > 0 that || W} — W} || < n;
and |8} — B;| < nj; for sufficiently large n. By applying Lemma 1.1, we obtain that X7 = X for any 7 € [q] for
sufficiently large n.

WLOG, we assume that

K
Di(Gn, G.) = Y |exp(B) (IAWF |+ 1 Aar | + A6 + [Av]) + | exp(8) — exp(5))

i=1

where we denote ASY, = 1, — 81, Aal == a} —af, Ab} := b — b and Av]' :=v] — v}

K3

|

Let 7 € [q] such that {7y,...,7x} = {1,...,K}. Then, for almost surely (X,Y) € X* x ), we can rewrite the
conditional densities p¢, (Y]X) and pg, (Y]X) as

i exp(—||W} — X|| + B
S exp(—|[Wp — X+ B7)

K
exp(— W7 = X|| + ;) S
YX) = fy X +0b;,v]).
po. (V1) = X e e e gy 1) )

pa, (Y[X) = Y I(@]) T X 4670,
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Now, we break the rest of our arguments into three steps:

Stage 1 - Density decomposition:

In this step, we aim to decompose the term Q,, := [Zfil exp(—||W;} — X|| + ﬂ;‘)] [pa, (Y|X) — pa, (Y|X)], which
can be represented as follows:

717@71 717Z’Z

Zexp Bi') [ (Y| X; WP al, b, vl — F(Y|X; W) al, b; *)}
‘ie"pm[ H(YIX W) = HYIXG 07|

+ f} [exp(87) — exp(8))]| [POV13: W7 a7, b7, w0) = HOYIX,W7)]

= A, — B, + E,, (16)

where we denote F(Y|X;W,a,b,v) = exp(—|W — X|)f(Y|a"X + b,v) and HY|X;W) = exp(—||W —
X|)pa, (Y]X). By applying the first-order Taylor expansion, we can rewrite A,, as

glail+lazl+as+os p

eXp n\o1 a2 n\a3 n\oq * *
Z Z AW ) (ACL ) (Abz) (Ayz) : OW @1 Ha 2 Obs Jra (Y|X W 7az7b7,a 7,>+R1(X7Y)
i=1 |a|=1
exp nyai n\ag n\o n\ oy a‘allg * 8|a2|+a3+a4f €k
—Z > H(AWR)*H (Aa?)* (A7) (Avy)™ - o (X W) - o gen (Y l(a DX b7 v)
=1 |a|=1
+R1(Xa Y)a

where R1(X,Y) is a Taylor remainder that satisfies Ry (X,Y)/D;(X,Y) — 0as n — oo and g(X, W) := exp(||W —
X|). Recall that f is the univariate Gaussian density, then by denoting h;(X;a,b) := a' X + b, we can verify that
9% f 1 gPuf
oo 204§ h%m

(Y[(a}) "X +b,v]) = (Y(a7) " X + b, 7).

Consequently, we get

K n
A= 50 SROD Ay (g (an) s (A

a1
Pt 22¢l
o 8|‘11\g 3\042|+0t3+2044f - .
XX2'8WQI( Wi -W(Yl( i) X +bi,v]) + Bi(X,)Y)
1 1-]ai|2(1—]ai]|—|ez]) exp(B7)
=22 > X > D (AW (Aap) e (AR (A
i=1|a;|=0]az|=0 =0 as+204=1, '
0<az+tas<l—|ai|—|az|
v Dlg plasling o
XX2'8WQI( ; i)'W(YK 7)) X +07,v) + Ra(X,Y), 17)

where we denote = ag + 2a4 € N.

Subsequently, we also apply the first-order Taylor expansion to the term B,, defined in equation 16 and get that

K n Y
B, =3 Y I (s O w4 Ry

! oW~
==
K
n ol
=X > Lp(,ﬁl >(AW2»")” : .gY(X;Wi*)pGn (Y[X) + Rao(X,Y), (18)
i=lpy=1 ow
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where Ro(X,Y) is a Taylor remainder such that R (X,Y)/D1(G,,, G.) — 0asn — oo.

From the above results, the term ()., can be rewritten as

K 1 1-|oa|2(1—]oa|—|az]) dlealg plealtn g
— n @ . * T * *
Q"*Z Z Z Z 5101701271 X 2'8W0¢1 (X’Wi).ah\aan(Y'( ) X+bza 1)
i=1 |a1|=0 | |=0 n=0 1
Ko ahlg §
i=1 |y=0

in which we respectively define for each ¢ € [K] that

n exp(ﬁn) n 1 ] n
S s amy = Z 72%0;! (AT (A2 (ABT) (Apr)*s
az+2a4=mn,
0<astas<l—|ai|—|az|
. . exp(8l) n
Tm = A1 (AW)7,

for any (a1, a2,m) # (04,04,0) and v # 04. Otherwise, 7'y, o,.0 = 10, = exp(B]') — exp(5;).
Stage 2 - Non-vanishing coefficients:

Moving to the second step, we will show that not all the ratios S}* /D1(Gr, Gy) and T}, /D1 (G, G) tend to zero

i,001,Q2,1
as n — o0o. Assume by contrary that all of them approach zero when n — oo, then for (a1, as, 17) (04,04, 0), it follows

that

1

‘ 1,01, |
DG ) 27’ 1 0, 20)

D1(Gr, Gy)

K
Z ‘ exp(B}') —exp(B])| =
i=1

Additionally, for tuples (a1, a2, 1) where oy € {e1,€a,...,eq} withe; :==(0,...,0, 1 ,0,...,0), g =0gandn =0,

parrt
j—t
we get
1 K K |gn |
aiA exp(B || AW |1 = haeanl g
AR I COILUA TSIy e
For (a1, a2, n) where oy = 04, ag € {e€1,€2,...,¢eq} and n = 0, we have

1 K =Sy
L N a8 A = ST Phavaeml
'Dl(Gn’ G*) ; Xp(ﬁz )” ) ”1 ; DI(G7L7 G*)

For (a1, ae,m) where ai; = ag = 04 and 7 = 1, we have
1 K § § K S o]
DG Gy 2 P =3 pree o
For (a1, aa, ) where ai; = ag = 04 and 7 = 2, we have
1 K

K
- . n A n Zal azn .
N (ehten ;exp(mu vl = Z D ig oy 0

As a result, we achieve that

K
1
. E n AW™ |1 + |Aa||l1 + |ADY| + |AVY|| — 0.
Dl(Gn, G*) pat eXp(Bz )|:H i ||1 H a; ||1 | z| I Vi ‘
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Due to the topological equivalence between norm-1 and norm-2, the above limit implies that

1

K
— . AW+ | Aaz] + 1207| + vy = o, 21
Dragy e 1AW+ 1A 186+ 18] - e
Combine equation 20 with equation 21, we deduce that D (G,,, G.)/D1(Gp, G«) — 0, which is a contradiction. Conse-
quently, at least one among the ratios .S} /D1(Gr, Gy) and T}, /D1 (G, G) does not vanish as n tends to infinity.

1,01,02,1

Stage 3 - Fatou’s contradiction:

In this step, we use the Fatou’s lemma to point out a contradiction to the results achieved in Step 2. In particular, we denote
by m,, the maximum of the absolute values of S’ . . /Di(Gn,Gx) and T}, /D1(Gp, Gx). Since at least one of the
previous ratios does not converge to zero, we deduce that 1/m,, /4 oo.

Recall from the hypothesis that Ex [V (pe, (| X), pa, (-|1X))]/D1(Grn,Gx) — 0as n — oo. According to the Fatou’s
lemma, we have

i inf lpc, (Y1X) —pa, (Y|X)]

= 1.
0= i Dy (G, G)

Ex[V(pc,([X),pe. (|1 X)] 1 [
nt60 - D1 (Gn, Gy) 25'/ dX,¥) 20

This result indicates that |pg,, (Y]X) — pa, (Y|X)|/D1(Gr, G«) tends to zero as n goes to infinity for almost surely
(X,Y). As aresult, it follows that

lim @n ~ i P (Y1X) —pe, (Y]X))]

B o (AR e Sy s N re R B

Next, let us denote S7,,. , ,/[MnD1(Grn, G+)] = &iay.a0.m and T} /[mn,D1(Gr, Gi)] — ki, With a note that at least
one among them is non-zero. From the formulation of @,, in equation 19, we deduce that

1-lax| 2(1—|o|—|az|)

. a\mlg N a|a2|+nf . ..
Y Y Do G X G (W) e (VD)X )

i=1 a1 |=0 |o2]|=0

K 1

5|v|g .
YD Ry iy K Wipe, (Y1X) =0, (22)
i=1 |y|=0

for almost surely (X, Y"). The above equation is equivalent to

1 I—|ea]2(1—ou | —[az])

K
Heztn Hleal
PIDINDY Z Eoanman X 3@ X 8, 07) + i pe, (V1) | S (X W7) =0,

az+n
i=1 |a1]|=0 [|az|=0 ahl

for almost surely (X,Y). It is worth noting that parameters Wy, ..., W}, are pair-wise distinct, thus, the set
glaal

{ 6W‘f (X;Wr) i€ [K], 0<]ai| < 1} is a linearly independent, which implies that

I—]aq] 2(1—|oa|—|ez]) go-tn f . .

DX G XU g (VEDTX ) + iapo. (V1K) =0

‘Ckzl 0 1
forany i € [K],0 < || < 1and for almost surely (X, Y"). Moreover, since (aj, b7, v7), . .., (a%, by, Vi) have pair-wise
distinct values, those of ((a}) " X + b%,v5), ..., ((a}) " X + b%, v} ) are also pair-wise different. Therefore, the set

« 80‘2+77f T * *
(X S (V1@ X b, 07), 0, (V1) 0 < Jaa] S 1= Jan], 0.2 < 20~ Jan| = foal)

is also linearly independent. Consequently, we obtain that &; o, .y = iy = 0forany i € [K], 0 < |ou| + a2 < 1,
0<n<2(1-]oz|— |az]) and 0 < |y| < 1, which contradicts the fact that at least one among those terms is different
from zero.
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Hence, we can find some constant €’ > 0 such that

i Ex[V(pc(-|X),pc. (1X))]
GEGy, (2):D1(G,G.)<e’ D, (G, G,)

> 0.

Proof of inequality B: Assume by contrary that the inequality B does not hold, then there exists a sequence of mixing
measures G, € Gy, (2) such that D1 (G, G.) > £’ and

1o Ex V(g (1), pa. (1X)]

ntco D1 (G, G,) =0

This result leads to Ex [V (pa: (-|X), pa. (-|X))] — 0as n — oo. Recall that € is a compact set, therefore, we can replace
the sequence G, by one of its subsequences that converges to a mixing measure G’ € Gy, (). Since D1 (G,,, G.) > €',
this result induces that D1 (G’, G.) > €’

Subsequently, by means of the Fatou’s lemma, we achieve that
0= lim Ex[2V(pey, (-1X),pa. (1X))] = /lilrggf ’pG'ﬂ (YX) = pe. (Y[X)| d(X,Y).

It follows that pe (Y|X) = pa, (Y]X) for almost surely (X,Y). According to Lemma 1.3, the noisy top-K sparse
softmax gating Gaussian mixture of experts is identifiable, thus, we obtain that G’ = G,. As a consequence, we obtain
that D1 (G’, G..) = 0, which contradicts to the fact that D1 (G',G.) > &’ > 0.

Hence, the proof is completed.

H.3. Proof of Theorem 4.1

In this appendix, we leverage proof techniques in Appendix H.1 to derive the density estimation rate under the over-
specified setting in Theorem 4.1. Recall that under this setting, the MLE G,, belongs to G (€2), i.e. the set of all mixing
measures with at most k& > k, components, where & is unknown.

It is worth noting that if we can adapt the result of part (i) of Lemma H.1 to the over-specified settings, then other results
presented in Appendix H.1 will also hold true. Therefore, our main goal is to establish following bound for the covering
number of the metric space (P (), || - [|1):

log N'(n, P (), [| - [l1) < log(1/n),

forany 0 < n < 1/2, where Pr(Q2) := {p(Y|X) : G € G,()}.

To facilitate the presentation, we reuse the notations defined in Appendix H.1 with G (€2) being substituted by G ().
Next, let us recall other essential notations for this proof.

Firstly, we define © = {(a,b,v) € R x R x Ry : (8, W, a,b,v) € Q}, and O, is an n-cover of ©. Additionally, we also
denote A := {(8,W) € R x R?: (8, W, a,b,v) € Q}, and A,, be an 5-cover of A. Next, for each mixing measure G' =
PO exp(B:)0(w,,ai,bs0:) € Gr(§2), we denote G’ = PO exp(Bi)dw, . 5,.7,) it Which (a@;, b;, 7;) € ©, is the closest
point to (a;, b;, ;) in this set for any i € [k]. We also consider another mixing measure G := Zle exp(8:)017, 7, 5;,71) €
Gr () where (8, W) € A, is the closest point to (/3;, W;) in this set for any i € [k].

Subsequently, we define
L= {ﬁa c Pk(Q) : (Banz) c Zy]’ (Ei,Ei,ﬁi) S @77}

We demonstrate that £ is an 7-cover of the metric space (P (£2), || - ||1), that is, for any P € Py (£2), there exists a density
Pg € L such that ||[pg — Dgll1 < 7. By the triangle inequality, we have

IPe — Pgll < IP¢ — Perllx + [Per — Palh- (23)
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From the formulation of G’, we get that

Pe — Per 1 <Z/ FOVIaT X + b, vs) — F(V[ET X +B:,7)|d(X, V)

S ;/Xxy (Hcli — @il + [bi — bi| + [ —ﬁi|>d(X7 Y)

S0 (24)

Based on inequalities in equations equation 23 and equation 24, it is sufficient to show that ||pg, — Pgll1 < 1. For any
7 € [q], let us define

??Z: {x e X —||W1 —.Z‘H > —||Wil —x||, Vi € {?1,...,?f},i/ S {?erl?""?]f}}?
XTL = {SIJ eX: _”Wz —LC” > —HWZ/ —{,C”, Vi € {?1,...,??},2', S {??_,'_1,...,?]@}}.

Since the softmax function is differentiable, it is a Lipschitz function with some Lipschitz constant . > 0. Additionally,
let us denote

ne(X) = (=W =2l +87) i w0 = (= IWe — 2l +57,) .
for any K -element subset {71, ... 7} of {1,...,k}. Then, we have

|[softmax(m=(X)) — softmax(7=(X))|| < L - [m=(X) — 7=(X)]|

<L ﬁ(inwn—xn—Wn—X\+|ﬂﬂ— 5.
gL-i(HWn Wnl\+6n—ﬁnl)
1=1
K
SL-Z(n+7l>
S .

By arguing similarly to the proof of Lemma I.2 in Appendix I, we receive that either XY= = X~ or X= has measure zero for
any 7 € [g]. As aresult, we deduce that

1B - Pe. ||1<Z / [P (YX) — 5 (Y [X)ld(X, V)

| V1L X 4 b7, [d(X,Y)

<Z/

Z ‘softmax m7(X);) — softmax(7=(X);)

XexY i
S -
Thus, L is an n-cover of the metric space (P (£2), ]| - ||1), which implies that
N Pr(), 11 1) S [By] x [8,] < O~ TFIR) x O(n~ HDF) = Oy~ CHIE), (25)

Hence, we reach the conclusion that log N (1, Py (2), || - 1) S log(1/n).

H.4. Proof of Theorem 4.2

In order to establish the following Total Variation lower bound under the over-specified settings, i.e. when & > k, is
unknown:

Ex[V(Pa(1X), pa.(1X)] 2 Da2(G, Ga),

we need to prove two following inequalities:
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. Inequality A. infGng (Q):D2(G,Gy)<e’ DQ(G G > 0’
i 3 Ex|V yZely X ,Pa, X
¢ Inequality B. infocg, (0):p,(6,6.)>e x[V( D(Q(|G)G ([X))] >0,

for some constant ¢’ > 0. As the inequality B can be achieved in the same fashion as in Appendix H.2, we concentrate on
showing the inequality A in this proof. For that purpose, it suffices to prove that

L ExlV@UX).pe. (1Y)
=0 GEGL(0):D2(G,Gx)<e Dy (G, Gy)

> 0. (26)

Assume that the above claim does not hold true, then there exists a sequence of mixing measures G, :=
Zf 1 exp(f] )(5(Wn arbrwmy € Gr(€) such that both Dy (G, G,) and Ex [V (pg, (-|X),pa, (-1X))]/D2(Gy, Gs) go
to zero as n — 0o. Since DQ(G,L,G ) — 0, we deduce that EieA]- exp(B8) — exp(B;) and (W}, al', b, v}) —
(Wr,az,b7,vr) foralli € Aj and j € [k.]. WLOG, we may assume that

Do(Gn, G = > 3 exn(B7) AW + | Aa|* + A6 P + [Avs ¥ ]

JE[K], i€A;
|.Aj|>1

Z S exp(B0) [|AWE ] + 1 Aag | + 1A65 | + vy +Z‘ S () —exp(8)]. @D
], €A, j=1 i€A;
| |:1

Regarding the top-K selection in the conditional densny pa,, we partition the covariate space X’ in a similar fashion to
Appendix H.2. More specifically, we consider ¢ = ( ¢) subsets {71,..., 7} of {1,...,k.} for any 7 € [g], and denote
{41, Tk, } :== [ke] \ {71, ..., Tk }. Then, we define

XX = {x eX: —||WF —af| > W}, — x| ,Vje{n,....,7x},j € {TK+1,...,Tk*}},

for any 7 € [g]. On the other hand, we need to introduce a new partition method of the covariate space for the weight
selection in the conditional density pg,,. In particular, let K € N such that Max , 1K g, 2511 AL | < K < kand
=

q = (%) Then, for any 7 € [q], we denote (71, ...,7%) as a subset of [k] and {77z, 1,...,7x} = [K]\ {T1,..., T}
Additionally, we define

xri={aex W —ol = —IWp —al Vi€ {71, Frhd € frpy o i

Let X € X forsome 7 € [g] suchthat {r,...,7x} ={1,..., K}. If {71,... T} # A1U.. .UAg forany 7 € [g], then
Ex[V(pg, (-|X),pa. (:|X))]/D2(Grn, Gx) # 0asn tends to infinity. This contradicts the fact that this term must approach
zero. Therefore, we only need to consider the scenario when there exists 7 € [g] such that {71, ... 75} = A U... U Ak.
Recall that we have (W[, 8') — (W7, 87) asn — oo for any j € [ki] and i € A;. Thus, for any arbitrarily small
n; > 0, we have that [|[W* — WZ|| < n; and [8]' — 37| < n; for sufficiently large n. Then, it follows from Lemma 1.2 that
X} = A2 for sufficiently large n. This result indicates that X € AT,

Then, we can represent the conditional densities p¢, (Y| X) and pg,, (Y| X) for any sufficiently large n as follows:

K exp(— *— *
pe. (710 = 3 o P Z T Iy o 05,0,
>

K * *
j/=1 eXp(—”W-/ - x” + Boj/)

=Y
3 exp *HW”*CF/HJrﬂ")

(VX)) =
j= leAJZ’ 121 EA/eXp(_H 13”4—5&/)

FY I TX 4+ 5.

171,

Now, we reuse the three-step framework in Appendix H.2.
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Stage 1 - Density decomposition:

Firstly, by abuse of notations, let us consider the quantity

K
= {Zexp(*lle = X[I+87)| - Pe, (YIX) = pa. (Y[X)].

Similar to Step 1 in Appendix H.2, we can express this term as

Qn = Z S exp(B7) [FOVIXG WP af, b7, 00 = P(YIX; W a3, 0, 07)]
1i€Aj
jK
=303 e [HY X W) — H(Y X W)
j=1i€A;
K
+ 30 [ D exw(8) — exp(8))] [F(YIX: WS a3, b5.07) = HY X, W)
J=1 i€A;
::An_Bn_'_En;

Next, we proceed to decompose A,, based on the cardinality of the Voronoi cells as follows:

= 53 ew(d)) { (YIX; WP a0, i) — F(Y|X; Wi, al, b5, v ;)}
i Ay |=1i€A,

DD exp (B [FYIX Wl b v = F(YIX5 Wy a0,
JilAj|>1i€A;

By applying the Taylor expansions of order 1 and 7; to the first and second terms of A,,, respectively, and following the
derivation in equation 17, we get that

I—]an|2(1—|as|—|az]) exp(B7)
Y YY Y > 2 pmar " (AW (Daf)e2(Ab ) (Avy)"
il Aj|=19€A; |a1|=0 |o2|=0 as+2a4=mn, :
0<aztas<l—|ai|—|az]
0, Ol™lg . Olealtn g T .
XX2'aWa1( W .Wm( 7)) X+, v)) + R3(X,Y)
—la| 2(7j —|a1|—|az|) exp(ﬂ”)
Y Y Y Y > S SO gy aag) Ak A
Ji)Aj|>1i€A;  |a1]|=0 |az]|=0 az+2a4=n,
0<ag+as<7;—|ai|—|az|
0, Ol™lg . Olealtn g T .
<X Gy W) S e NG X 4 8) 4 Ra(X,Y)

where R;(X,Y) is a Taylor remainder such that R;(X,Y)/D2(Gr,Gy) — 0asn — oo for i € {3,4}. Next, we apply
the Taylor expansions of order 1 and 2 to the first and second terms of B,,, respectively, and following the derivation in

equation 18, we get that

ol

JilAj|=1i€A; M 1

ol
> 2 Z ) AWZ-?)”an (X5 Wi)pe, (VIX) + Re(X, V),

JilAj1>1i€A; |v]=1
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where R5(X,Y) and Rg(X,Y") are Taylor remainders such that their ratios over Dy (G, G.) approach zero as n — oo.
Subsequently, let us define

exp(f7') ‘
SIEDY > SRt (AWE)™ (Aafy)™ (Ab)* (Avjy)™
iEAj az+204=n, '
0<az+as<7j—|o1|—|az|

=Y 7‘3}“’(5?)@14/3)7,

Vel |
1€EA; v

for any (a1, az,n) # (04,04,0) and v # 04. Otherwise, ST, 0,0 = Tjl0, = D ica, exP(B') — exp(B). Asa
consequence, it follows that

=l 2(7j —|ar|—|az])

Hleal Hlazl+n
Sy Y D, S X g W) S 0GR +807)

|2 [+n
J=1|a1]|=0 |a2|=0 ahl

K 1tlga;sn

allg
+Z Z 17, - BT (X5 Wipa, (YX) + R3(X,Y) + Ra(X,Y) + R5(X,Y) + Re(X,Y). (28)
J=1  |v|=0

Stage 2 - Non-vanishing coefficients:

In this step, we demonstrate that not all the ratios S7, ., ,/D2(Gn,G+) and T}' /Do(G,, G) converge to zero as
n — 00. Assume by contrary that all these terms go to zero. Then, by employing arguments for deriving equation 20 and

equation 21, we get that

TSP —

n j=1 i€A;

> e (1AW + 1 Aag ] + A6y + av])| - o.

i Ay | =1 €A,

. A S'IL
Taking the summation of Ej:lAj|>1 % for all (a1, a2, m) where oy € {2e7,2e2,...,2e4}, ag = 04 and n = 0,
we have

2,
T DI S CAIICET
™ JilAj|>1i€A;

. . ST
Taking the summation of Zj:lAj|>1 ‘D;(ﬁgi"é) for all (a1, iz, n) where ai; = 04, g € {2e1,2e9,...,2e4} and n = 0,
we have

Gn &) S exp(B)[|Aa|? —

J:|Aj|>1i€A;

Combine the above limit with the formulation of Dy (G,,, G) in equation 27, we have that
1 j
_ . M |AbE Ti 4+ |AUR ) 0.
A AP (146517 + [Avs 7 ) A
jilAj|>13i€A;

This result implies that we can find some index j' € [K] : |4;/| > 1 that satisfies

m' Z exp(f] )(|Ab ‘Tﬂ' +|AV@3/ <+ ) £ 0.

€A
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For simplicity, we may assume that j* = 1. Since ST, o,.,/DP2(Gn, G«) vanishes as n — oo forany 1 < n < 7;, we
divide this term by the left hand side of the above equation and achieve that

exp(B}")
ZzeAl Z 0t3+20¢4 1, 71

(Xg +(X4<7 1 2&4

2iea, exp(ﬁf)(lAb \ﬁ +lAvy T )

(Ab7) ™ (Avjy)™

=0, (29)

forany1 <n <7y

Subsequently, we define M,, := max{|AbY |, |AvE |2 : i € A1} and 7, := max{exp(B}) : i € A;}. As a result,
the sequence exp(S}")/m, is bounded, which indicates that we can substitute it with its subsequence that admits a positive
limit 22, := lim,,_, o, exp(B7)/m,. Therefore, at least one among the limits 22, equals to one. Furthermore, we also denote

From the above definition, it follows that at least one among the limits z3; and z4; equals to either 1 or —1. By dividing both
the numerator and the denominator of the term in equation 29 by 7, M]!, we arrive at the following system of polynomial
equations:

2 a3 o0y
Z Z Z5iZ3i *ai _
Olg!O[4! o
i€ A1 azt+2aa=n,
1<az+ays <7

for all 1 < n < ;. Nevertheless, from the definition of 71, we know that the above system does not admit any non-trivial
solutions, which is a contradiction. Consequently, not all the ratios S}, ,, ,/D2(Gn,G+) and T} /D2(Gr, G+) tend to
Z€r0 as n — 0o.

Stage 3 - Fatou’s contradiction:

Recall that Ex [V (Bg, (-|X),pa. (| X))]/D2(Gr, G+) — 0 as n — co. Then, by applying the Fatou’s lemma, we get
o Ex Vg, C1X)pe. (XD 1 [P, (Y]X) —pa. (Y]X)]
0= lim > — - [ liminf

n—0oo D, (Gna G*) 2 n—00 Dy (G’ru G*)

which implies that [pg (Y| X) — pa, (Y[X)|/D2(Grn,G+) — 0as n — oo for almost surely (X,Y").

Next, we define m,, as the maximum of the absolute values of 7, . ,,/D2(Gy, G+). It follows from Step 2 that 1/m, />
00. Moreover, by arguing in the same way as in Step 3 in Appendix H.2, we receive that

d(X,Y),

as n — oo. By abuse of notations, let us denote

S7 [mnDa(Gn, Gi)] — Ehran,00,m>

J,0e1,0e2,M

T3, /[mnDa(Gy Gi)] = K-

Here, at least one among §; o, ,a,,ns K,y 1S non-zero. Then, by putting the results in equation 28 and equation 30 together,
we get

7 Ti—|ai| 2(7; —|a1|=|az])

Hloal glozl+
Z Z Z Z fj,al,ozzm - X2 aW‘fl] (X;W;) . J(Y“ )TX + b;7 ]*)

|az|+n
=1 far|=0 as]=0 Ohy

K MH1lga;>1

g
D D R gy (W pa, (Y]X) =0,
j=1 |v|=0

Arguing in a similar fashion as in Step 3 of Appendix H.2, we obtain that &; o, a,y = Kj, = 0 for any j € [K],
0 < fay| + |ag| <274, 0 < < 2(7j — |ou| — |az|) and O < |y| < 1+ 144,51} This contradicts the fact that at least
one among them is non-zero. Hence, the proof is completed.
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I. Auxiliary Results

Lemma L1. Forany i € [k.], let W;, W} € R such that |W; — W}|| < n, for some sufficiently small n; > 0. Then, for
any T € [q|, unless the set X* has measure zero, we obtain that X* = X, where

Xy ={zeX :—||W,—z| >—||Wiy —x|,Vi€{r,....,7k},7 € {Ti1, - Tk, }}-

Proof of Lemma I.1. Letn; = M;e, where ¢ is some fixed positive constant and M; will be chosen later. For an arbitrary
T € [g], since X and 2 are bounded sets, there exists some constant ¢ > 0 such that

min [~ W7 — | + W5 o] = ete, G1)
T,0,10

where the minimum is subject to x € X*,i € {7y,...,7x} and i’ € {Tk41,...,7k, }. We will point out that ¢& > 0.
Assume by contrary that ¢ = 0. For x € X¥, we may assume for any 1 <14 < j < k, that

=Wz =2l = =W — =],

Since ¢; = 0, it follows from equation 31 that [|W, — z|| = [|[W}_ — z||. In other words, X" is a subset of Z := {z €
X WE—al| = Wr . — |} As W) # W7 | and the distribution of X is continuous, it follows that the set Z

has measure zero. Since X C Z, we can conclude that X’* also has measure zero, which contradicts the hypothesis of
Lemma I.1. Thus, we must have ¢} > 0.

As X is a bounded set, we assume that ||z|| < B forany x € X. Let z € X, then we have forany ¢ € {r,...,7x} and
= {TK+17 . 7Tk*} that
= Wi = zf| = =[[Wi = W7 = [[W} — 2|
> —Mie — |W) —z|| + cle

Mg+ e — Wi — Wl - W - a
—2M;e + cie — ||Wi — z||.

v

. cx . . .
By setting M; < ET’ we get that x € &, which means that X C X,. Similarly, assume that there exists some constant

¢, > 0 that satisfies

min | — Wi — o + [We — ]| = cje.

T,1,0
.. . . . . c
Here, the above minimum is subjectto € X, € {7y,..., 7k} and ¢’ € {Tg41,..., 7%, }. H M; < 57, then we also
. . 1. .
receive that X7 C X', Hence, if we set M; = 3 min{ck, ¢, }, we reach the conclusion that X = X, O

Lemma L.2. Forany j € [k.] and i € Aj, let W;, W} € R that satisfy ||W; — Wil < nj for some sufficiently small
n; > 0. Additionally, for max;, yx . Zjil |A- | < K < k, we assume that there exist T € |q] and T € [q] such that
G j=1=1Fx*

{F1,.. .7} = Ar, U...U A Then, if the set X does not have measure zero, we achieve that X} = X

Proof of Lemma 1.2. Let n; = Mje, where € is some fixed positive constant and M; will be chosen later. As X’ and €2 are
bounded sets, we can find some constant ¢; > 0 such that

min, [ — W7 — o]l + [W}, - o] = cie,
z,5,5'

where the above minimum is subject to z € X*,j € {Ty,...,7x } and j' € {7k t1,..., Tk, }. By arguing similarly to the
proof of Lemma I.1, we deduce that ¢; > 0.
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Let z € X' and 7 € [q] such that {7y,..., 7%} = A; U...UA;.. Then, forany i € {7y,..., 7%} and i’ €
{T&41s- -+ Tk} we have that
Wi =l = Wi = W = W 2]
> —Mie — W}, -l + ;2
= —Mie + cze — [ Wi = Wy || = [Wir — ]
> —2Me + cle — |[Wir — ],

c
where j € {7y,..., 7k} and j' € {Tx41,..., 7k, } suchthati € Ajand i € Ay. If M; < 57, then we get that z € X,

which leads to X* C X=.

Analogously, assume that there exists some constant ¢, > 0 such that

min, [(81)Te — (81;) T2 = cie,

5,5’
.. . . - . _ _ . _ _ . C .
where the minimum is subjectto x € X7, ¢ € {T1,..., T} andd' € {T?H, ..., Tr}. Then, if M; < 57, then we receive
= . 1 . . . =
that X= C X*. As a consequence, by setting M; = 3 min{ck, ¢, }, we achieve the conclusion that X'z = X ]

Lemma L.3. For any mixing measures G and G in Gi,(©) that satisfy pc(Y|X) = pa, (Y|X) for almost surely (X,Y) €
X x Y, we have that G = G..

Proof of Lemma 1.3. First, we assume that two mixing measures G and G, take the following forms: G =
Zle exp(Bi)0(w;,ai,b;,v;) and Gy = Zf;l exp(B7)0(w = ax br vr)- Recall that pe (Y| X) = pg, (Y|X) for almost surely
(X,Y), then we have

k
Zsoftmax(TopK(—HWi —X|I,K;8)) - f(Ya] X + bs, v5)
i=1
k.
=) " softmax(TopK (|| Wy — X||, K; 57)) - f(Y](a) " + b}, v5). (32)
i=1

Due to the identifiability of the location-scale Gaussian mixtures (Teicher, 1960; 1961; 1963), we get that k = k. and
{softmax(TopK(—HWZ- - X|,K;8:)) :i € [k:]} = {softmaX(TopK(—HWi* —X|I,K;8])) i€ [k]},
for almost surely X. WLOG, we may assume that
softmax(TopK(—||W; — X||, K; ;) = softmax(TopK(—||W; — X||, K; 5])), (33)

for almost surely X for any ¢ € [k]. Since the softmax function is invariant to translations, it follows from equation 33
that W; = W;* and 8; = 3] + v, for some vy € R. Notably, from the assumption of the model, we have Sy, = 5, = 0,
which implies that vy = 0. As a result, we obtain that 8; = S for any i € [k.].

Let us consider X € X, where 7 € [¢] such that {71,...,7x} = {1,..., K}. Then, equation 32 can be rewritten as
K K
> exp(Bi) exp(— Wi = XN f(Y]ai X +biyvi) =Y exp(B;) exp(—[|W; — X[ f(Y[(a})T X +b},07),  (34)
i=1 i=1

for almost surely (X,Y’). Next, we denote Jy, Ja, ..., J,, as a partition of the index set [k], where m < k, such that

exp(fB;) = exp(By) for any 4,4’ € J; and j € [m]. On the other hand, when ¢ and ¢’ do not belong to the same set .J;, we
let exp(53;) # exp(Bir). Thus, we can reformulate equation 34 as

Y > (B exp(= Wi = XIDF(Ylal X +bi,vi) =D D exp(By) exp(=[|Wi = X[) f(Y(a]) "X + b7, 07),

j=licJ; j=1ieJ;
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for almost surely (X, Y). This results leads to {((a;) " X + b;,v;) 1 i € J;} = {((a}) "X + b}, v}) : i € J;}, for almost
surely X for any j € [m]. Therefore, we have

{(ai, by, vi) i€ Jj} = {(a7, 07, v7) vi € Jj},

for any j € [m]. As a consequence,

G = Z Z exp(ﬂi)d(wi,ai,bi,ui) = Z Z eXp(ﬂz{)(s(Wi*,a;‘,bf,y:) = G*

j=1ieJ; j=14i€J;

Hence, we reach the conclusion of this lemma. O

35



