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Abstract

Out-of-distribution (OOD) or domain generalization is the problem of generalizing
to unseen distributions. Recent work suggests that the marginal difficulty of
generalizing to OOD over in-distribution data (OOD-ID generalization gap) is due
to spurious correlations, which arise due to statistical and geometric skews, and can
be addressed by careful data augmentation and class balancing. We observe that
after constructing a dataset where we remove all conceivable sources of spurious
correlation between interpretable factors, classifiers still fail to close the OOD-ID
generalization gap.

1 Introduction

Out-of-distribution (OOD) or domain generalization is the problem of improving the ability of
machine learning prediction models to generalize to unseen test domains. A key challenge in OOD
generalization is to remove spurious correlations in the training data; patterns that discriminate
between classes within the training domain, and not necessarily in the test domain [3)]. To this end,
a myriad of approaches that learn environment-invariant models have been proposed, see e.g., [0,
Chapter 3].

However, recent work has questioned the efficacy of current OOD methods and reported sobering
experimental results under rigorous examination [3} [10]. Nagarajan et al. [8]] analyzed OOD failure
modes, and found that spurious correlations induce two kinds of skews in the data: geometric and
statistical skew. Geometric skew occurs when there is an imbalance between groups of types of data
points (such as data points from different environments) which induces a spurious correlation, and
leads to misclassification when the balance of groups changes. This understanding has motivated
simply removing data points from the training data to balance between groups of data points [2].
Statistical skew occurs whenever there is a feature that is spuriously predictive of the label in the
training data, yet there already exist invariant features in the training data which are fully sufficient to
perfectly predict the label.

Based on this understanding, we would expect that a model trained on training environments without
geometric and statistical skews would yield in-distribution-like generalization capabilities when tested
in OOD domains. In other words, if we removed spurious correlations by accounting for geometric
and statistical skews, our model’s performance should not differ between in-distribution (ID) and
OOD test data.

Surprisingly, we observe empirically that this does not hold, and we observe gaps between ID and
OOD generalization, even after balancing object categories and environmental changes. We conduct
experiments with synthetic yet photorealistic images, generated by text-to-image diffusion models [9],
with human-interpretable factors in the data-generating process. We observe that removing spurious
correlations from the data may not be enough for OOD generalization, we conjecture that the model
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Figure 1: Examples from TILO : We generate data according to three interpretable generating
factors, time of day, location and object (class label).

fails to extrapolate to unseen feature values, even if these features are themselves not predictive of
the label [12].

2 Problem Setup

We formalize the problem of out-of-distribution generalization from a causal perspective [6, Chapter
3]. Imagine a dataset D := {(X°,Y¢)}ecs,,, With images X© and labels Y@ collected under training
environments ;. We assume that each environment-specific distribution p(x€, y©) corresponds
to an interventional distribution from a structural causal model (SCM), i.e., p(z€,y¢) := p (=, y |
do(e)), where E describes the environment-specific components, M := (S, p(€)) is an SCM with

structural assignments S := { fl}fil and M := Maoe) = g, p(e)) is its modified variant with
modified structural equations S after interventions took place [6} Chapter 2].

Now, imagine we want to learn a classifier fo(X) &~ Y with parameters 8 € © using the training
environments such that it generalizes well to novel interventional distributions (test environments) Eeg
corresponding to unseen E. In general, we refer to this as the out-of-domain (OOD) generalization
problem. Methods addressing this problem typically aim to identify environment-invariant features
that are causal parents of Y and predictive under all interventional distributions [6, Chapter 3].

3 Data-Generating Process over Time, Location, and Object

The goal of our investigation is to measure a classifier’s performance on OOD test data after accounting
for common skews in the training data. Further, we impose three desiderata for the distribution shifts:

1. Realistic: We wish to study distribution shifts that are directly relevant to real-world impact.

2. Unambiguous: For debugging purposes, we wish to understand them clearly. For example, some
existing OOD test datasets assume distribution shifts across different hospitals or countries [7].
Yet, it is difficult to qualitatively examine these shifts’ characteristics and their severity.

3. Controlled: We wish to be able to control the environment’s influence on the training dataset.

To this end, we design the following data-generating process (DGP) over images generated with
text-to-image models [9]. We present the DGP in Figure [2] and image examples in Figure [T We
consider three generative factors (object =Y, location = L and time of day = T') causing the data X.
We will refer to this DGP as TIme Location Object (TILO ).

Further, we study two types of confounding bias [6, Chapter 2]:

1. Full confounding: In Figure |2Ka), the environment node F is a confounder of all three factors, thus
X ~p(x|y,l,te)py,l,t|e). We construct a statistical skew between location and object by
inserting object imbalances: removing fractor examples from city locations, and removing bicycles,
cars and buses from snow and grass locations. We induce a group imbalance by imbalancing the
training data between fime of day groups not present in the test data (see Figure [3|for an illustration
of the object imbalancing).



OOD. accuracy

| ERM  gDRO | | ERM  gDRO

Cnx,Gp,Dp | 99%  92% | Sp,Sx | 93.37% 72.65%
Cn.Gp,Sv | 98% 83% | Dp,Dn | 76.77% 56.99%
Cn,Sp,Gn | 99%  84% | Dp,Dn | 82.87% 61.52%
Gn,Dn.Sp | 99%  87% | Cp,Cn | 73.25% 70.98%

Avg. | 99%  87% | Avg. | 81.57% 65.53%

(a) Object and time imbalanced: spurious correlations exist between location and objects, and there is a
geometric skew between time of day groups

Trainenv. | ID.accuracy | Testenv.

Trainenv. | ID.accuracy | Testenv. | OOD. accuracy
| ERM  ¢DRO | | ERM  ¢DRO

Cp.Gp,Dp | 99%  95% Sp | 96.31% 90.62%
Cp,Gp,Sp | 100%  98% Dp | 94.47% 80.67%
Cn,Sn.Gn | 99%  97% Dx | 96.42% 89.92%
Gp,Dp,Sp | 99%  98% Cp | 93.01% $8.13%

Avg. | 99%  97% | Avg. | 95.05% 87.34%

(b) Object and time balanced: any statistical and geometric skew among the interpretable factors has been
removed

Table 1: Empirical results for generalization performance of ERM and gDRO on ResNet-18:
We denote our data distributions in the format Locationiime of day: ity (C'), grass (G), desert (D), city
(C); day (D), night (N). In all three tables, we train on three locations and test on a held-out location.
The validation distribution is the same as the training distribution.

2. No confounding: In Figure[2)), all factors have been intervened upon, removing any environmental
influence from the generation process, and X ~ p(x | do(y),do(1), do(t)). Hence, there exist no
geomebtric and statistical skews among the interpretable factors in the DGP.

These two variants (a-c) reflect common assumptions about potential sources of real-world distribution
shifts throughout the OOD generalization literature: in environment b) of Figure[2] there exists a
causal generating factor whose distribution is invariant to the environment, and fully predictive of the
label. Throughout all experiments, we kept the number of objects the same across environments, such
that the number of samples in any object, location, and time combination is the same across the whole
dataset. This was done to control the sources of confounding in our dataset as much as possible.

Our data-generating process relies on the text-to-image diffusion model stable diffusion [9]. Thereby,
we can produce a dataset satisfying all three desiderata by intervening on the prompts. The prompts
followed the following template:

"a/an [object], in a [location], at a [time of day], highly detailed, with cinematic lighting, 4k
resolution, beautiful composition, hyperrealistic"

4 Results

We conduct tests in which we aim to evaluate the impact of statistical and geometric skews on
the performance of a vision classifier. To achieve this, we use a ResNet-18 [4] as our base model
architecture and construct four generalization tasks for each skew regime given in Figure 2] Further,
we compare the performance of ERM against gDRO: while ERM shuffles all the data in its training
domain, gDRO assigns an environment label e to each environment and optimizes the worst-case
loss. Results are shown in Table([I] and experiments were performed using NVIDIA 3090 GPUs.

We observe that removing the sources of statistical and geometric skews positively impacts general-
ization performance, as we would expect. In the case where both geometric and statistical skews have
been removed (Table[T]b)), we still observe a generalization gap, where the OOD average accuracy
(95.05%) is below the ID average accuracy (99%). We suspect that such a gap remains because of the



failure of the model to extrapolate to unseen values of location features, similar to how a regression
model can succeed at interpolation within the support of the data points, and fail at extrapolating
away from the support.

5 Future Work

More object categories. We would like to conduct experiments with a greater number of object
categories and understand how the diversity of object categories affects generalization performance.

Evaluating the problem of unseen feature values Further, we would like to evaluate the impact of
including a sample of the test domain in the training data in improving generalization performance.
In such a setting, the problem morphs from an OOD generalization problem to a multi-environment
generalization problem, since the test distribution will have been observed in the training environments.
Yet, this will allow us to reason about the impact of including full support of feature values in the
training data on the test domain performance.

Dataset cleaning. Finally, we would like to improve our method of generating from TILO by
removing failure modes of our generative model, including poor quality images and confusion in the
generative factors. We illustrate such examples in the appendix (??).

6 Related Work

Arjovsky et al. [1] propose the colored MNIST benchmark, which altered the colors of MNIST
digits and introduced a spurious correlation between colors and classification labels in the training
data that was switched in the test data. Nagarajan et al. [§] introduced modifications on CIFAR10
images to isolate the effect of geometric and statistical skews on the performance of classifiers. The
Causal3DIdent dataset [[11] is similar to our dataset in its construction, due to their effort to model the
data generating process with a causal DAG, yet we suggest that our dataset comes closer to real-world
examples of distribution shifts while maintaining a controlled DGP.

Koh et al. [[7] propose a selection of benchmarks for approaches to OOD generalization by compiling
real-world data examples. However, we note that the data generating process is unknown in these
examples, thus they do not provide insights into isolated types of distribution shift.

Recently, there has been a growth in interest in Counterfactual Data Augmentation [6, Chapter 4],
where some data augmentations can be viewed as generating counterfactuals from a causal data
generating process. Indeed, in this work, we can view moving from object imbalanced data to object
balanced data as performing just that: sampling counterfactual data points, eg. what would an image
of a tractor look like if it had been generated in a city rather than on a grassy field?, and appending
them to training distributions to remove any spurious correlation between location-time and object
distributions.
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5. If you used crowdsourcing or conducted research with human subjects...

(a) Did you include the full text of instructions given to participants and screenshots, if
applicable? [N/A]

(b) Did you describe any potential participant risks, with links to Institutional Review
Board (IRB) approvals, if applicable? [N/A ]
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spent on participant compensation? [N/A]



figs/stable_diff_project_DAG_1.pdf.pdf

Figure 2: DAG of the data generating process: the generating factors are object, denoted by Y,
location (L) and time of day (T'), which causes of the data X. The environment variable F varies in
how it influences the generating factors depending on how we subsample the dataset, which simulates
the effect of interventions.
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Figure 3: The images we present in each location distribution: We vary the location and time of day
in our training distribution as a means of simulating new environments. Within the object-balanced
regime, we maintain the same distribution of objects within each time and location combination. In
contrast, we specify a selection rule for the object imbalanced regime: cities have no examples of
tractors, while grass and snow have no examples of cars, bicycles, or buses. Within this regime, the
number of samples between each combination of object, location, and time is identical.
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