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ABSTRACT

While Long Chain-of-Thought (CoT) reasoning significantly improves Large Lan-
guage Models (LLMs) performance on complex reasoning tasks, the substantial
computational and memory costs of generating long CoT sequences limit their ef-
ficiency and practicality. Existing studies usually enhance the reasoning efficiency
of LLMs by compressing CoT sequences. However, this approach conflicts with
test-time scaling, limiting the reasoning capacity of LLMs. In this paper, we pro-
pose an efficient reasoning framework that models the reasoning process of LLMs
as a state-transition process. Specifically, we first apply a linear attention mecha-
nism to estimate the LLM’s reasoning state, which records the historical reasoning
information from previous reasoning steps. Then, based on the query prompt and
the reasoning state, the LLM can efficiently perform the current reasoning step
and update the state. With the linear attention, each token in the current reason-
ing step can directly retrieve relevant historical reasoning information from the
reasoning state, without explicitly attending to tokens in previous reasoning steps.
In this way, the computational complexity of attention is reduced from quadratic
to linear, significantly improving the reasoning efficiency of LLMs. In addition,
we propose a state-based reasoning strategy to mitigate the over-thinking issue
caused by noisy reasoning steps. Extensive experiments across multiple datasets
and model sizes demonstrate that our framework not only improves the reasoning
efficiency of LLMs but also enhances their reasoning performance.

1 INTRODUCTION

Chain-of-Thought (CoT) (Wei et al., 2022; Kojima et al., 2022) has become a core technique for en-
hancing the reasoning ability of large language models (LLMs) on complex tasks. Through prompt-
ing step-by-step reasoning, CoT enables LLMs to decompose complex problems into simpler sub-
tasks, thus improving their problem-solving capabilities (Yao et al., 2023; Wang et al., 2023; Zhou
et al., 2023). Recent studies, including OpenAI o1 (OpenAI et al., 2024), QwQ (Team, 2024), and
DeepSeek-R1 (DeepSeek et al., 2025), demonstrate that scaling up CoT length can further enhance
the reasoning abilities of LLMs. However, since most current LLMs are built on the Transformer
architecture (Vaswani et al., 2017b), the computational complexity of their attention grows quadrat-
ically with context length, and the memory overhead of their KV-cache increases linearly with
context length. Hence, generating long CoT substantially increase the computational and memory
cost of LLMs, limiting their practical efficiency on complex reasoning tasks.

To improve the reasoning efficiency of LLMs, previous studies employ prompting (Han et al., 2024;
Ma et al., 2025a), supervised fine-tuning (SFT) (Liu et al., 2024; Munkhbat et al., 2025), or re-
inforcement learning (RL) (Aggarwal et al., 2025; Shen et al., 2025) to encourage LLMs toward
generating shorter CoT sequences. However, these methods often impair the reasoning ability of
LLMs (Jin et al., 2024; Merrill et al., 2024), since CoT shortening conflicts with test-time scaling
(OpenAI et al., 2024). To preserve the reasoning ability of LLMs, some studies (Ma et al., 2025b;
Kang et al., 2025; Xia et al., 2025) express the CoT in more concise text (e.g., by removing less
important tokens or rewriting with GPT-4) to reduce its length. However, they risk losing critical
reasoning information or reducing interpretability when simplifying long CoT (Wang et al., 2025b).

In this paper, we propose an efficient reasoning framework for LLMs, which models the reasoning
process of LLMs as a state-transition process. We regard a long CoT as a sequence of reasoning

1



054
055
056
057
058
059
060
061
062
063
064
065
066
067
068
069
070
071
072
073
074
075
076
077
078
079
080
081
082
083
084
085
086
087
088
089
090
091
092
093
094
095
096
097
098
099
100
101
102
103
104
105
106
107

Under review as a conference paper at ICLR 2026

steps, where LLMs perform a specific thinking pattern in each step, such as induction or reflection.
Notably, each reasoning step contains two types of information: substantial linguistic information
to ensure its fluency, and limited reasoning information to support subsequent reasoning or answer
generation (Zhang et al., 2025; Xia et al., 2025). Thus, our framework (Figure 1) first compresses
the reasoning information from previously generated reasoning steps into a matrix, termed as the
reasoning state matrix. Then, based on the query prompt and the state matrix, LLMs can efficiently
generate the current reasoning step and updates the state matrix accordingly. Specifically, tokens
in the current reasoning step can directly retrieve relevant historical reasoning information from the
reasoning state, without explicitly attending to tokens in previous steps. In this way, we effectively
reduce both the computational complexity of attention and the memory overhead of the KV-cache.
Crucially, our framework does not shorten or simplify the CoT sequences generated by LLMs, thus
preserving their reasoning ability and interpretability.

To efficiently obtain the state matrix, we design a Mixed Attention Module (MAM) to replace the
original attention module in LLMs, which consists of a Softmax-Attention (SA) submodule and
a Linear-Attention (LA) submodule. We use the original attention module of LLMs as our SA
submodule, where each token can only attend to the tokens in the query prompt and those in its
current reasoning step. In the LA submodule, we adopt a linear-attention mechanism (Katharopoulos
et al., 2020) to capture the reasoning state of LLMs. Meanwhile, with the linear attention, each token
can directly retrieve relevant historical reasoning information from the reasoning state. Compared
with other methods, such as CNN (Krizhevsky et al., 2012) and Q-Former (Li et al., 2023), linear
attention offers the following advantages in capturing the model’s reasoning state: (1) As a variant
of softmax attention, linear attention is naturally compatible with it, thereby reducing the risk of
losing critical reasoning information during compression and ensuring the stability and efficiency
of model training. (2) Recent studies (Yang et al., 2024b; 2025c) have demonstrated that the state-
update process of linear attention is essentially a gradient-descent learning procedure (i.e., test-time
training), revealing its strong potential for handling complex reasoning tasks (Zhu et al., 2025).

Another challenge is that LLMs often produce noisy reasoning steps, which may mislead subsequent
reasoning steps and lead to the overthinking issue (Chen et al., 2025b; Yang et al., 2025b). To
mitigate this issue, we propose a state-based reasoning strategy. Given the model’s state-transition
process is a gradient-descent process, we first apply the momentum method to accumulate gradients
from completed reasoning steps, obtaining a global gradient. The global gradient indicates the
global reasoning direction of LLMs. Thus, we employ it to guide LLMs in completing the current
reasoning step, ensuring they do not significantly deviate from the global direction.

To validate the efficacy of our framework, we conduct experiments on seven widely-used benchmark
datasets. Experimental results show that our framework not only improves the reasoning efficiency
of LLMs but also enhances their reasoning performance. Extensive ablation studies further demon-
strate the effectiveness of various components in our framework.

2 PRELIMINARY

We first present a brief background on linear attention, which lays the foundation for our proposed
framework. Meanwhile, we outline the specific form of the CoT sequences in our framework.

2.1 LINEAR ATTENTION

Softmax Attention (SA). Popular LLMs, such as Qwen 3 (Yang et al., 2025a) and Llama 4 (Meta,
2025), adopt a decoder-only Transformer architecture composed of repeated blocks of multi-head
softmax attention followed by feed-forward networks (FFNs) (Vaswani et al., 2017a). Given the
input sequence X=[x1, · · · , x|X|], the softmax attention can be formulated as follows:

ot =

∑t
i=1 exp

(
qtk

⊤
i /

√
d
)
vi∑t

i′=1 exp
(
qtk⊤

i′ /
√
d
) ; qt,kt,vt = xtWQ, xtWK , xtWV , (1)

where WQ, WK , WV are learnable weight matrices. The computational complexity of the soft-
max function increases quadratically with the length of the context sequence. Moreover, softmax

2



108
109
110
111
112
113
114
115
116
117
118
119
120
121
122
123
124
125
126
127
128
129
130
131
132
133
134
135
136
137
138
139
140
141
142
143
144
145
146
147
148
149
150
151
152
153
154
155
156
157
158
159
160
161

Under review as a conference paper at ICLR 2026

Figure 1: A comparison of traditional token-based reasoning with our state-based reasoning. thinkt

denotes one reasoning step. In state-based reasoning, LLMs can efficiently generate thinkt only
based on the query prompt and the reasoning state St−1.

attention heavily depends on the growing KV-cache to recall historical information for sequence
modeling, leading to substantial memory overheads, particularly in the long context setting.

Linear Attention (LA). Linear attention is a variant of softmax attention, designed to reduce its
computational complexity and memory costs. Here, we first replaces the exponential function exp(·)
in softmax attention with a simpler kernel function ϕ(·): exp(qtki/

√
d) → ϕ(qt)ϕ(ki)

⊤. Next,
based on the associative property of matrix products, linear attention can be written as

ot =

∑t
i=1 ϕ(qt)ϕ(ki)

⊤vi∑t
i′=1 ϕ(qt)ϕ(ki′)⊤

=
ϕ(qt)

∑t
i=1 ϕ(ki)

⊤vi

ϕ(qt)
∑t

i′=1 ϕ(ki′)⊤
. (2)

Moreover, recent studies (Sun et al., 2023; Yang et al., 2024a) have shown that linear attention can
perform well even when ϕ(·) is set to the identity function and the normalizer is removed:

ot = qt

t∑
i=1

k⊤
i vi = qtSt; St=

t∑
i=1

k⊤
i vi, (3)

where St is the state matrix storing historical information. By using St, linear attention can perform
sequence modeling in linear time while maintaining constant memory overhead.

The Test-Time Training (TTT) Perspective of LA. Recent works (Sun et al., 2024; Chen et al.,
2025b) treat the state matrix St in linear attention as a fast-adapting parameter, updated at every
token via lightweight gradient descent. They further introduce an online learning objective for linear
attention and provide its closed-form gradient descent solution:

Objective: L(S) = −⟨Skt,vt⟩,
SGD update: St = St−1 − β∇Lt(St−1) = St−1 + βvtk

⊤
i ,

(4)

where ⟨·, ·⟩ denotes the inner product, and β is the learning rate. When β is set to 1, the state update
process of linear attention is equivalent to training the state matrix St using the learning objective
L(S). While current studies have yet to provide direct evidence that linear attention can improve the
model’s reasoning ability, its theoretical properties suggest significant potential (Zhu et al., 2025).

2.2 LONG COT SEGMENTATION

A long CoT sample (Q,T ,A) usually comprises three parts: a query prompt Q, a thinking sequence
T , and a final answer A. Given the query prompt Q, LLMs first perform complex reasoning (T ),
and then generates the final answer A. During reasoning, LLMs engage in various thinking patterns
(e.g., reflection and result verification) and switch between them using common transitional tokens
(e.g., “Wait”, “Hmm”) (Yang et al., 2025b; Wang et al., 2025c). Recent work (Wang et al., 2025a)
further shows that LLMs usually transition thinking patterns at some high-entropy tokens, such as
“Alternatively” and “Maybe”. Here, we refer to the completion of a thinking pattern by LLMs
as a reasoning step. Notably, when performing the current reasoning step, LLMs only consider
the reasoning information (e.g., conclusion) of previous completed steps without their linguistic
information (e.g., grammar).

Following Wang et al. (2025a), we first extract high-entropy transition tokens from the long CoT
training set, which occur at the start of a sentence. Next, we use these tokens to segment the thinking

3



162
163
164
165
166
167
168
169
170
171
172
173
174
175
176
177
178
179
180
181
182
183
184
185
186
187
188
189
190
191
192
193
194
195
196
197
198
199
200
201
202
203
204
205
206
207
208
209
210
211
212
213
214
215

Under review as a conference paper at ICLR 2026

Figure 2: In our framework, the original softmax attention module in LLMs is replaced with our
mixed attention module (MAM), thus improving reasoning efficiency and reducing memory cost.

sequence T in each training sample into a sequence of reasoning steps. Meanwhile, we cluster all
reasoning steps in the entire training set, with each cluster corresponding to a thinking pattern (i.e.,
type). Finally, for each thinking pattern, we introduce two special tokens to enclose its corresponding
reasoning steps, as shown in Figure 1. With the reconstructed training set, the trained LLMs can
generate more structured thinking sequences. Meanwhile, these special tokens allow us to track and
control the reasoning processes of LLMs more accurately.

3 OUR FRAMEWORK

In this section, we provide a detailed description for our proposed framework. In our framework, we
first design a mixed attention module (MAM) to replace the original attention module in LLMs, as il-
lustrated in Figure 2. Using MAM, we can model the reasoning process of LLMs as a state-transition
process (see Section 3.1). Then, we further introduces our state-based reasoning strategy in Sec-
tion 3.2. Finally, our training strategy is presented in Section 3.3.

3.1 MIXED ATTENTION MODULE

Our framework aims to improve the reasoning efficiency of LLMs without sacrificing reasoning
ability by modeling their reasoning process as a state-transition process. To achieve this, we design
a MAM to replace the softmax attention module in LLMs, which consists of a Softmax Attention
(SA) submodule and a Linear Attention (LA) submodule. To avoid the performance loss caused
by this replacement, we use the original softmax attention module of LLMs as our SA submodule.
However, in the SA submodule, each token can only attend to the tokens in the query prompt Q
and the previously generated tokens in its reasoning step. By doing so, we reduce the computa-
tional complexity of attention from quadratic O(C2) to linear O(C) and the memory usage of the
KV-cache from linear O(C) to constant O(1), where C denotes the context length. This significantly
improves the reasoning efficiency of our model, especially in complex scenarios requiring longer
thinking sequences. Moreover, the LA submodule applies a linear attention mechanism to obtain the
LLM’s reasoning state matrix, which records the reasoning information from previously completed
reasoning steps. Therefore, each token in the current reasoning step can access relevant historical
information from the state matrix without attending directly to tokens in previous reasoning steps.

Given our LLM generates each token in every reasoning step using the same procedure, we take the
generation of the i-th token xt,i in the t-th reasoning step as an example. Specifically, at the l-th
layer of our model, we first feed h

(l−1)
t,i−1 , the output feature of the input token xt,i−1 at the (l-1)-th

layer, into the MAM of the current layer. Then, h(l−1)
t,i−1 is passed to the two submodules in MAM:

In the SA submodule, the KV-cache retains only the KV vectors of the query prompt tokens and
ones of the previously generated tokens in the current reasoning step, while those of tokens in com-
pleted reasoning steps have been removed. Through the softmax attention mechanism (seen Eq. 1),
the input token xt,i−1 attends to tokens retained in the KV-cache, yielding an updated feature ĥ(l)

t,i−1.
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Figure 3: Illustration of our reasoning and training strategies. SAM is the softmax attention module.

In the LA submodule, after completing the first t−1 reasoning steps, our model state is updated to
S

(l)
t−1. Then, we use this state as the initial state S(l)

t,0=S
(l)
t−1 for the current reasoning step and update

it token-by-token, yielding the current model state S
(l)
t,i−1=S

(l)
t,0+

∑i−1
j=1 k

(l)⊤

j v
(l)
j . Next, we utilize

the query vector q(l)
i−1 of the input token xi−1 to extract the relevant historical reasoning information

o
(l)
i−1 from S

(l)
t,i−1: o(l)

i−1=q
(l)
i−1S

(l)
t,i−1. In the current reasoning step, the model usually relies more on

historical reasoning information to generate token in the early stage, and this dependence gradually
decreases as more tokens are generated. Therefore, we obtain the output of this submodule via a
gating mechanism: ȟ(l)

t,i−1=σ(Wgh
(l−1)
t,i−1) ∗ o

(l)
i−1, where σ(·) denotes the sigmoid function and Wg

is a learnable weight (see Figure 2).

Finally, we combine the outputs of the two submodules and apply a linear output layer to yield the
final output of MAM: h̃(l)

t,i−1=Wo(ȟ
(l)
t,i−1+ĥ

(l)
t,i−1). As shown in Figure 2, the two submodules have

identical structures, except that the LA submodule incorporates an additional gating weight Wg . To
control its parameter size, we implement the LA submodule via the LoRA strategy (Hu et al., 2022).

Subsequently, we further process h̃
(l)
t,i−1 using the FFN module to produce the output h(l)

t,i−1 for
the l-th layer of our model. By repeating the above process L times, we obtain the final output
feature h

(L)
t,i−1 of the input token xt−1, where L denotes the number of layers in our model. Next,

h
(L)
t,i−1 is fed into the model’s prediction layer to produce the predicted distribution p(x) of the

next token. Finally, our model generates the i-th token xi of the t-th inference step according to
xi=argmaxx p(x).

Following the above procedure, our model sequentially generates tokens in the current reasoning
step until reaching its end token ⟨\et⟩, which corresponds to the thinking pattern of the step (see
Figure 1). After generating ⟨\et⟩, the state matrix of our model at the l-th layer is updated to S

(l)
t,nt

,

which we denote as S(l)
t and use as the initial state for the next reasoning step, where ni denotes the

number of tokens in the i-th reasoning step. Meanwhile, we clear the KV vectors of all tokens in the
current inference step from the KV-cache.

3.2 THE STATE-BASED REASONING STRATEG

During reasoning, LLMs often produce noisy reasoning steps that may mislead subsequent ones,
thus resulting in overthinking problems (Chen et al., 2025b; Yang et al., 2025b). In our framework,
such noisy reasoning step can deviate the model’s state transitions from the correct reasoning trajec-
tory, resulting in erroneous results (see Figure 3(a)). To mitigate this issue, we propose a state-based
reasoning strategy, which guides model reasoning with a global reasoning direction to reduce the
bias from noisy reasoning steps.

In the reasoning process, the state transition of our model at the l-th layer can be formalized as:
Sl
0→Sl

1→· · ·→Sl
|T |, where Sl

0 denotes the model state after the LA submodule processes the token

5



270
271
272
273
274
275
276
277
278
279
280
281
282
283
284
285
286
287
288
289
290
291
292
293
294
295
296
297
298
299
300
301
302
303
304
305
306
307
308
309
310
311
312
313
314
315
316
317
318
319
320
321
322
323

Under review as a conference paper at ICLR 2026

in the query prompt Q. Considering that the state transition process in the line attention is a gradient
descent process (see Section 2.1), we represent the total gradient contributed by each reasoning step
as [∇l

1,∇l
2, · · · ,∇l

|T |], where ∇l
t=Sl

t−Sl
t−1 indicates the reasoning direction of the t-th step. The

reasoning direction of a noisy reasoning step often deviates substantially from those of other steps.

Therefore, we first aggregate the reasoning directions of all previous steps into a global reasoning
direction ∇̄l

t−1 using momentum accumulation: ∇̄l
t−1=(1− 1

t−1 )∇̄
l
t−2+

1
t−1∇

l
t−1=

1
t−1

∑t−1
i=1 ∇l

i,
where ∇̄l

0 is initialized as a zero matrix. Then, once the t-th reasoning step is completed, we em-
ploy the global direction ∇̄l

t−1 to correct its reasoning direction ∇l
t: ∇̂l

t=(1−α)∇l
t+α∇̄l

t−1, where
α=max{αmax,

t
|T |} and |T | denotes the maximum number of reasoning steps (default: 40). Since

more prior reasoning steps yield a more accurate global reasoning direction, we linearly increase the
correction coefficient α up to a predefined threshold αmax. In this way, our model can fully explore
diverse reasoning directions during the early stages of reasoning and then gradually converge toward
the global reasoning direction. Finally, we use the corrected reasoning direction ∇̂l

t to update the
model state, Sl

t=Sl
t−1+∇̂l

t, alleviating the negative impact of the noisy step on subsequent steps.

To enhance the diversity of thinking patterns during reasoning, we apply special markers indicating
thinking patterns to guide the model toward adopting different thinking patterns across consecutive
steps. By doing so, we can further enhance the robustness and overall performance of our model.

3.3 MODEL TRAINING

We train our model using the long CoT training set constructed in Section 2.1. To improve training
efficiency while preserving the original reasoning ability of LLMs, we fine-tune only the parameters
of the newly added LA submodule and ones of the special tokens corresponding to thinking patterns.
As shown in Figure 3(b), we jointly optimize our model with two loss terms: (1) the autoregressive
loss LAR of our model on the training samples, and (2) the knowledge distillation loss LKD between
the base model (the original LLM with softmax attention module) and our proposed model. Finally,
our training objective is defined as L=LAR+βLKD, where β denotes a hyperparameter.

Specifically, we first input a long CoT sample into our model to obtain the predicted probability
distribution P (A,T |Q) over the thinking sequence T and the final answer A conditioned on the
query prompt Q. To maintain the consistency between training and testing, we apply a customized
mask matrix in the SA submodule to ensure that each token attends only the tokens in the query
prompt A and those from its corresponding reasoning step. Next, our autoregressive loss term LAR

is defined as follows: LAR=− logP (A,T |Q).

Meanwhile, the same long CoT sample is fed into the base model to produce the predicted probabil-
ity distribution P̂ (A,T |Q). Notably, our model is built upon the base model by replacing its soft-
max attention module with our MAM. In the base model, each token attends to all previous tokens.
Subsequently, we use the Kullback–Leibler (KL) divergence between P (A,T |Q) and P̂ (A,T |Q)

as our distillation loss term LKD=KL(P̂ (A,T |Q)||P (A,T |Q)). The LKD loss term is designed
to effectively train our LA submodule for capturing global reasoning information.

4 EXPERIMENTS

4.1 EXPERIMENT SETTINGS

Implementation Details. Our experiments are primarily conducted on the Qwen-2.5 series models
(Hui et al., 2024). Meanwhile, we extract 95K high-quality samples from OpenR1-Math-220K to
construct our training set using the method described in Section 2.1. We initialize Qwen-2.5 using
its corresponding distilled version of DeepSeek-R1 (DeepSeek et al., 2025), and then train it on the
training set to obtain our base model. Finally, our framework is built upon this base model.

Baselines. We compare our framework with two types of baselines: efficient reasoning methods and
KV-cache reduction approaches. In the first category, LightThinker (Zhang et al., 2025) uses learn-
able special tokens to compress the reasoning information of completed reasoning steps, improving
the reasoning efficiency of LLMs. INFTYTHINK (Yan et al., 2025) compresses the information
from previous reasoning steps into a concise summary. In the second category, H2O (Zhang et al.,
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Method GSM8K MATH-500 AMC23 AIME24 AIME25 AVG.
Acc↑ Tok ReL↓ Acc↑ Tok ReL↓ Acc↑ Tok ReL↓ Acc↑ Tok ReL↓ Acc↑ Tok ReL↓ Acc↑ ReL↓

Qwen2.5-1.5B Series

Ours (Base) 80.1 2086 76.2 78.8 3958 139.4 62.5 6392 242.9 20.0 13765 536.8 16.7 12684 504.7 51.5 300.0
+H2O 76.1 2116 71.7 75.4 3835 128.5 55.0 6230 209.7 13.3 13921 462.2 10.0 12802 428.6 46.0 260.1
+SepLLM 77.3 2230 75.8 76.0 3890 130.3 57.5 6573 220.2 13.3 13690 452.6 13.3 12690 423.9 47.5 260.6

LightThinker 78.8 2109 69.6 77.6 4060 134.8 60.5 6312 214.6 16.7 13827 461.6 13.3 12934 434.6 50.1 263.0
INFTYTHINK 79.5 2503 89.3 78.0 4750 170.2 62.5 7605 263.5 16.7 16318 566.2 16.7 15020 501.0 50.7 318.0
Ours 82.1 2116 69.7 81.2 3812 125.8 67.5 6460 213.2 26.7 13610 440.13 23.3 12910 416.0 56.2 253.0

Qwen2.5-7B Series

Ours (Base) 89.4 2649 96.4 87.4 4253 161.6 82.5 6704 242.9 40.0 12901 522.1 30.0 13204 548.1 65.9 314.2
+H2O 83.5 2730 92.0 82.6 4389 147.1 77.5 6843 209.7 30.0 13274 448.9 23.3 13204 443.7 59.4 268.3
+SepLLM 84.9 2582 92.3 84.2 4244 144.3 80.0 6511 220.2 33.3 13100 484.7 23.3 12972 435.9 61.1 275.5

LightThinker 85.6 2779 90.0 84.8 4321 145.2 80.0 6790 214.6 33.3 13307 449.0 26.7 13250 443.9 62.1 268.5
INFTYTHINK 87.9 3237 117.0 86.2 5050 184.8 82.5 8061 254.3 36.7 15094 508.7 30.0 15448 530.5 64.7 319.0
Ours 90.9 2603 87.2 90.0 4196 140.6 85.0 6665 213.2 43.3 13017 434.8 33.3 13191 440.6 68.3 263.3

Table 1: The results of our model and baselines on mathematical reasoning benchmarks.

2023) reduces KV-cache by only retaining the KV vectors for a small set of heavy-hitter tokens and
recent tokens with a greedy eviction strategy. SapLLM (Chen et al., 2025a) only stores the KV vec-
tors of the initial, neighboring, and separator tokens into the KV-cache of LLMs. These baselines
are trained using the LoRA strategy and have the same number of trainable parameters as our model.

Dataset & Metric. We evaluate our framework on seven benchmarks, including five mathematical
reasoning benchmarks (GSM8K (Cobbe et al., 2021), MATH-500 (Hendrycks et al., 2021), AMC23
(AMC, 2023), AIME24 (AIME, 2024), AIME25 (AIME, 2025)), a scientific reasoning benchmark
(GPQA Diamond (Rein et al., 2024)), and a code reasoning benchmark (HumanEval (Chen et al.,
2021)). We use greedy decoding to generate the output of the target LLM. We report three metrics to
assess the performance and efficiency of various methods: (1) Accuracy (Acc) denotes the percent-
age of correct answers generated by the target model; (2) Token Number (Tok) refers to the average
length of the CoT sequence; (3) Reasoning Latency (ReL) is defined as the average inference time
per sample. Moreover, we measure reasoning latency on a single NVIDIA A100 GPU with a batch
size of 1, while enabling FlashAttention-2 (Dao, 2023) with BF16 (Kalamkar et al., 2019).

4.2 MAIN RESULTS

The experimental results on mathematical benchmarks are presented in Table 1. As shown in the
AVG. column, our framework outperforms all baselines in reasoning efficiency and attains the best
overall performance. After carefully analyzing these results, we draw several conclusions:

First, our model significantly outperforms the base model in reasoning speed, particularly on bench-
marks requiring longer CoT. On the AIME24 benchmark, our model achieved a 16−18% improve-
ment in reasoning speed over the base model. This is mainly attributed to the lower computational
complexity of our MAM relative to the softmax attention module of the base model. Furthermore,
our model consistently achieves superior performance over the base model across all benchmarks.
These results highlight the strong potential of linear attention mechanisms for efficient reasoning.

Second, the baselines (except INFTYTHINK) and our model generate CoT sequences with similar
length on each benchmark, as they are trained on the same dataset. While these baselines achieve
higher reasoning efficiency than the base model, they exhibit worse reasoning performance. For in-
stance, on the AIME25 benchmark, LightThinker improves reasoning efficiency by 10–12% over the
base model, but its performance decreases by 3–6 points. These results suggest that naive KV-cache
compression methods risk losing important reasoning information, thus limiting model performance.

Third, unlike other baselines, INFTYTHINK uses text summaries of previous reasoning steps to
record their reasoning information. While enhancing interpretability, this method reduces reasoning
efficiency because it requires generating longer CoT sequences. Moreover, such discrete summa-
rization may omit part of the implicit reasoning information within the model, leading to a slight
performance drop for INFTYTHINK compared to the base model. However, we effectively avoid
these two issues by utilizing the model’s reasoning states to record reasoning information, enabling
our model to outperform INFTYTHINK in both efficiency and performance.
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Method GSM8K MATH-500 AMC23 AIME24 AIME25 AVG.
Ours 82.1 81.2 67.0 26.7 23.3 56.2

(1) w/o The state-based reasoning strategy 79.3 78.8 65.0 20.0 20.0 52.6
(2) w/o Thinking patterns diversity 80.9 80.0 65.0 23.3 20.0 53.8
(3) w/o The distillation loss LKD 77.0 77.6 62.5 20.0 16.7 50.8
(4) w/o The model reasoning state 76.4 76.2 62.5 20.0 16.7 46.8
(5) w/o The gating mechanism 80.1 79.4 65.0 23.3 23.3 54.2

Table 2: Ablation results of our model on mathematical reasoning benchmarks.

4.3 ABLATION STUDY

We further conduct extensive ablation studies by removing different components from our frame-
work to investigate their different impacts. As shown in Table 2, we only compare our model with
the following variants in terms of performance, as they share the same reasoning efficiency.

w/o The state-based reasoning strategy. In this variant, we remove the state-based reasoning strategy
from our framework. We observe an average performance drop of 3.54 points across all benchmarks
for this variant. These results suggest that our reasoning strategy can indeed enhance the robustness
of LLMs to noisy reasoning steps, improving their overall performance. Moreover, this also indi-
cates that, with suitable processing, our model states can intuitively reflect the quality of reasoning
steps, which offers an interesting insight for future exploration (e.g., process-reward-based RL).

w/o Thinking patterns diversity. We guide LLMs to use different thinking patterns in adjacent rea-
soning steps via corresponding special tokens, thus ensuring diversity of the thinking patterns in
the reasoning process. To test its effectiveness, we remove this operation from our framework. As
shown in Line (2), this variant exhibits a consistent decline in performance across all benchmarks.
These findings imply that more diverse thinking patterns can enhance LLMs’ exploration ability,
thereby improving the accuracy of their generated answers.

The distillation loss LKD. As described in Section 3.3, we use LKD to train our LA submodule so
that it can better capture global reasoning information. In this variant, LKD is excluded from our
training objective. From Line (3) in Table 2, we note that this variant results in a performance drop
of 3.6–6.6 points across all benchmarks. The main reason is that the autoregressive loss LAR may
struggle to train the LA submodule to capture the global correlations between reasoning steps.

w/o The model reasoning state. In this variant, we replace the model states in our framework with a
sliding window of size 64 to store historical reasoning information. Although this approach is also
compatible with the original softmax attention in LLMs, this variant yields the most significant per-
formance drop compared with other variants. This is mainly because this approach lacks reasoning
capability as strong as that of linear attention.

w/o The gating mechanism. This variant removes the gating mechanism from our LA submodule
and directly sums the outputs of the two submodules in the MAM. This change leads to a slight per-
formance drop across all benchmarks. This confirms that our gating mechanism can more precisely
control the amount of historical reasoning information each token requires.

4.4 FURTHER ANALYSIS

Analysis of Computational and Memory Costs. We conduct experiments to further compare
the computational and memory efficiency of our model and the base model across varying CoT
lengths. The experimental results are presented in Figure 4(a). Although our model exhibits similar
reasoning efficiency to the base model for shorter CoT, it significantly surpasses the base model once
the CoT length exceeds 4K. In particular, when the CoT length reaches 32K, our model achieves over
40% faster reasoning speed than the base model. Moreover, our model maintains a nearly constant
memory usage across varying CoT lengths, whereas that of the base model increases linearly with
CoT length. Theoretically, our model’s advantages in computational and memory efficiency would
become even more significant when FlashAttention-2 is disabled.

Analysis of Hyper-Parameters. We also investigate the impact of the two key hyper-parameters,
β and αmax, on the performance of our model. As illustrated in Figure 4(b)–(c), our model exhibits
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Figure 4: (a) shows the computational and memory efficiency of our model and the base model.
(b) and (c) present our model’s performance with different values of hyper-parameters β and αmax,
respectively. These experiments are conducted on Qwen2.5-1.5B.

low sensitivity to these two hyper-parameters. Meanwhile, our model attains the best performance
when β and αmax are set to 0.2 and 0.4, respectively.

In Appendix A, we further analyze both the domain generalization capability of our framework and
the gating mechanism within our LA submodule.

5 RELATED WORK

Efficient Reasoning. Although long CoT enhances the reasoning ability of LLMs, it introduces sig-
nificant computational overhead. To alleviate this challenge, existing methods for CoT compression
can be roughly divided into three categories. The first category leverages prompting (Han et al.,
2024; Ma et al., 2025a), supervised fine-tuning (SFT) (Liu et al., 2024; Munkhbat et al., 2025), and
reinforcement learning (RL) (Aggarwal et al., 2025; Shen et al., 2025) to encourage LLMs to gen-
erate shorter CoT sequences. Since such CoT reductions conflict with test-time scaling (OpenAI
et al., 2024), these methods often impair the reasoning ability of LLMs (Jin et al., 2024; Merrill
et al., 2024). The second category compresses information from multiple text tokens into a single
hidden vector, converting longer discrete CoT sequences into shorter continuous ones to improve the
reasoning efficiency of LLMs (Hao et al., 2024; Su et al., 2025). However, such methods typically
require altering the input/output patterns of LLMs, increasing their vulnerability to catastrophic for-
getting and limiting their performance. The third category expresses the CoT in more concise text
to reduce its length while preserving the reasoning ability of LLMs (Ma et al., 2025b; Kang et al.,
2025; Xia et al., 2025). Nevertheless, when simplifying long CoT, these methods risk losing critical
reasoning information or reducing interpretability (Wang et al., 2025b).

Linear Attention. To address the quadratic computational cost of softmax attention, many linear
attention methods have been proposed to improve training and inference efficiency. Early studies
primarily investigated kernel functions for linear attention (Kasai et al., 2021; Peng et al., 2021).
Subsequently, several studies introduced gating mechanisms into linear attention to more effectively
control the information in the model state (Yang et al., 2024a; Qin et al., 2024; Lan et al., 2025).
Recent studies has provided theoretical evidence for the Test-Time Training (TTT) property of linear
attention (Yang et al., 2024b; Sun et al., 2024; Liu et al., 2025; Chen et al., 2025b). They focus on
exploring online learning objectives for linear attention to enhance its sequence modeling capability.

6 CONCLUSION

In this paper, we propose an efficient reasoning framework that models the reasoning process of
LLMs as a state-transition process to enhance their reasoning efficiency. In our framework, we de-
sign an MAM to replace the original attention module in LLMs. The MAM uses a linear attention
mechanism to capture the model’s reasoning state that stores reasoning information from previous
reasoning steps. By utilizing the model state, we can significantly reduce the computational com-
plexity and memory cost of attention, thereby improving the reasoning efficiency of LLMs. Further-
more, we design a state-based reasoning strategy to avoid the overthinking issue caused by noisy
reasoning steps. Extensive experiments across multiple benchmarks and model sizes demonstrate
the efficiency and robustness of our framework.
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A FURTHER ANALYSIS

Figure 5: (a) shows the performance of our model and the baselines on the GPQA Diamond and
HumanEval benchmarks. (b) illustrates the average gating scores in the LA submodule for tokens at
different positions within each reasoning step. These experiments are conducted on Qwen2.5-7B.

Analysis of Domain Generalization. As stated in Section 4.1, our training set contains only mathe-
matical reasoning data. To examine the domain generalization of our framework, we further test our
model on the scientific reasoning benchmark GPQA Diamond and the code reasoning benchmark
HumanEval. As shown in Figure 5(a), our model consistently outperforms all baselines on these two
benchmarks. These results demonstrate that our model state can effectively store domain-agnostic
important historical reasoning information, which ensures the accuracy of subsequent reasoning.

Analysis of Gating Scores. Here, we further investigate how much historical reasoning information
is required by tokens at different positions within each reasoning step. To achieve this, we calculate
the average gating scores of these tokens in the LA submodule. As illustrated in Figure 5(b), tokens
occurring earlier in a reasoning step generally require more historical reasoning information from
the model state than those occurring later. The main reason is that later tokens can directly obtain
more information from earlier tokens via the SA sublayer, reducing their reliance on the model state.

B IMPLEMENTATION DETAILS

We train both our model and the baselines for 2 epochs on the training set, with a batch size of 32.
The learning rate is set to 2e−4, with a warmup ratio of 0.03. The learning rate follows a cosine
decay schedule to reach zero. We set the learnable LoRA parameters for both our model and the
baselines to approximately 66.5M on Qwen2.5-1.5B and 147.3M on Qwen2.5-7B, respectively. To
control training cost, we limit the maximum length of long CoT samples in the training set to 16,384
tokens. Meanwhile, we train our model and the baselines on 8 NVIDIA A100 GPUs, each with
80GB of memory.

C ETHICS STATEMENT

This work adheres to the ICLR Code of Ethics. In this study, no human subjects or animal exper-
imentation was involved. All datasets used, including OpenR1-Math-220K, GSM8K, MATH-500,
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AMC23, AIME24, AIME25, GPQA Diamond, and HumanEval, were sourced in compliance with
relevant usage guidelines, ensuring no violation of privacy. We have taken care to avoid any biases or
discriminatory outcomes in our research process. No personally identifiable information was used,
and no experiments were conducted that could raise privacy or security concerns. We are committed
to maintaining transparency and integrity throughout the research process.

D REPRODUCIBILITY STATEMENT

We have made every effort to ensure that the results presented in this paper are reproducible. The ex-
perimental setup, including training steps, model configurations, and hardware details, is described
in detail in the paper. Additionally, we use publicly available datasets, such as OpenR1-Math-220K,
GSM8K, MATH-500, and HumanEval, to ensure consistent and reproducible evaluation results. We
believe these measures will enable other researchers to reproduce our work and further advance the
field.

E LLM USAGE

In the preparation of this paper, we use Large Language Models (LLMs) solely to aid in writing
and polishing the text, including improving clarity, grammar, and readability. LLMs are not used
for generating scientific content, experimental design, analysis, or conclusions. All technical ideas,
experiments, and results reported in this paper are entirely the work of the authors.
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