EpiAttend: A transformer model of gene regulation combining single cell epigenomes with DNA sequence
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Abstract

Understanding cell type specific gene expression regulation requires models that integrate information across long genomic distances, such as enhancer-gene interactions spanning many tens of kilobases. Neural network models using deep convolutions and self-attention have achieved highly accurate prediction of cell type specific gene expression and other functional genomics measurements based on DNA sequence in local windows [Avsec et al., 2021, Kelley, 2020]. By contrast, leading models for linking enhancers with target genes take advantage of cell type specific epigenomes [Nasser et al., 2021]. Here, we propose a framework for combining DNA sequence with epigenetic data from single cell sequencing within a neural network to predict cell type specific functional readouts such as mRNA expression. This approach has the potential to identify long-range gene-regulatory interactions, linking enhancers with genes based on both the epigenome and DNA sequence binding motifs.

Single cell epigenome and transcriptome sequencing can finely resolve cell types within complex tissues such as the mammalian brain [Armand et al., 2021]. Using techniques for multimodal data integration, these data can estimate gene expression and epigenetic features such as open chromatin (using single nucleus ATAC-seq) and DNA methylation (single nucleus methylC-seq, snmC-seq) in the same cell types [Yao et al., 2021]. A recent study by the BRAIN Initiative Cell Census Network combining data from over 500,000 cells from the mouse primary motor cortex identified over 50 fine-grained neuronal and glial cell types, with matching functional data tracks across modalities. These data have the potential to reveal the regulatory networks that control cell type specific gene expression and define the mature identity of brain cell types. For example, correlations between peaks of chromatin accessibility can link enhancers with their target promoters [Pliner et al., 2018, Nasser et al., 2021]. However, methods for linking cis-regulatory elements such as enhancers with their target genes based on epigenetic signals alone are limited, and may lead to substantial false-positives [Xie et al., 2021].

Here, we propose to combine epigenomic data from single-cell sequencing with rich representations of DNA sequence-based regulatory grammar learned by neural networks [Avsec et al., 2021, Kelley, 2020]. The Enformer architecture leverages multi-headed attention layers to learn long-range interactions between sequence features in order to predict functional output tracks. The model was originally trained using a broad range of sequencing assays applied to bulk tissues and cell cultures [Avsec et al., 2021]. We extend this approach to single cell data by applying it to pseudo-bulk tracks.

from mouse primary motor cortical neurons and glia [Yao et al., 2021]. The single-cell data include specialized cell types with distinct mRNA expression and epigenetic identities, which potentially use different DNA sequence motifs and exhibit different modes of regulation compared with cultured cells or bulk tissues. We reasoned that training an Enformer network using these data tracks could help to identify sequence motifs and enhancer locations relevant to brain cell types.

The original Enformer network use self-attention to predict regions of particular importance for predicting functional outputs based on the sequence itself. The single nucleus ATAC-seq and snmC-seq data provide additional, cell type-specific information about the activity of enhancers that could enhance the attention mechanism’s ability to focus on relevant regulatory regions. We therefore extended the Enformer framework by adding cell type-specific epigenetic data as additional inputs to the network. The model summarizes the epigenetic data in 128bp bins, which are processed by several layers of convolution before concatenation with the outputs of the Enformer sequence-processing network. The combined representation is then passed through additional layers of convolution and concatenated with sequenced-derived representations. The combined sequence and epigenetic representation is then input to several additional layers of convolution and multi-headed attention.

Our initial studies show that the Enformer architecture is capable of accurately predicting brain cell-type specific genomic signals, including mRNA expression and multiple epigenetic features. By using network interpretation methods, such as gradients or attention-based weights [Avsec et al., 2021], our model will enable a new approach to predicting enhancer-gene links. This framework may help to advance beyond simple motif-based analyses, using long-range and non-linear dependencies between sequence and chromatin features across genomic regions to improve models of gene regulation.
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