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ABSTRACT

It is well known that the finite step-size (h) in Gradient Descent (GD) implic-
itly regularizes solutions to flatter minima. A natural question to ask is "Does
the momentum parameter β play a role in implicit regularization in Heavy-ball
(H.B) momentum accelerated gradient descent (GD+M)?" To answer this ques-
tion, first, we show that the discrete H.B momentum update (GD+M) follows a
continuous trajectory induced by a modified loss, which consists of an original
loss and an implicit regularizer. Then, we show that this implicit regularizer for
(GD+M) is stronger than that of (GD) by factor of ( 1+β

1−β ), thus explaining why
(GD+M) shows better generalization performance and higher test accuracy than
(GD). Furthermore, we extend our analysis to the stochastic version of gradient
descent with momentum (SGD+M) and characterize the continuous trajectory of
the update of (SGD+M) in a pointwise sense. We explore the implicit regular-
ization in (SGD+M) and (GD+M) through a series of experiments validating our
theory.

1 INTRODUCTION

Deep neural networks (NN) have led to huge empirical successes in recent years across a wide va-
riety of tasks, ranging from computer vision, natural language processing, autonomous driving to
medical imaging, astronomy and physics (Bengio & LeCun, 2007; Hinton et al., 2006; Goodfellow
et al., 2016). Most deep learning problems are in essence solving an over-parameterized, large-
scale non-convex optimization problem. A mysterious phenomenon about NN that attracted much
attention in the past few years is why NN generalizes so well. Indeed, even with extremely over-
parametrized model, NNs rarely show a sign of over-fitting (Neyshabur, 2017). Thus far, studies
along this line have successfully revealed many forms of implicit regularization that potentially lead
to good generalization when gradient descent (GD) or stochastic gradient descent (SGD) algorithms
are used for training, including norm penalty (Soudry et al., 2018), implicit gradient regularization
(Barrett & Dherin, 2020), and implicit Hessian regularization (Orvieto et al., 2022a;b) through noise
injection.

In contrast, the family of momentum accelerated gradient descent methods including Polyak’s
Heavy-ball momentum (Polyak, 1964), Nesterov’s momentum (Sutskever et al., 2013), RMSProp
(Tieleman et al., 2012), and Adam (Kingma & Ba, 2014), albeit being powerful alternatives to SGD
with faster convergence rates, are far from well-understood in the aspect of implicit regularization.
In this paper, we analyze the implicit gradient regularization in the Heavy-ball momentum acceler-
ated SGD (SGD+M) algorithm with the goal of gaining more theoretical insights on how momentum
affects the generalization performance of SGD, and why it tends to introduce a variance reduction
effect whose strength increases with the momentum parameter.

2 RELATED LITERATURE

It has been well studied that gradient based optimization implicitly biases solutions towards models
of lower complexity which encourages better generalization. For example, in an over-parameterized
quadratic model, gradient descent with a near-zero initialization implicitly biases solutions towards
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having a small nuclear norm (Arora et al., 2019; Gunasekar et al., 2017; Razin & Cohen, 2020),
in a least-squares regression problem, gradient descent solutions with 0 initial guess are biased
towards having a minimum ℓ2 norm (Soudry et al., 2018; Neyshabur et al., 2014; Ji & Telgarsky,
2019; Poggio et al., 2020). Similarly, in a linear classification problem with separable data, the
solution of gradient descent is biased towards the max-margin (i.e., the minimum ℓ2 norm) solution
(Soudry et al., 2018). However in (Vardi & Shamir, 2021), the authors showed that these norm-based
regularization results proved on simple settings might not extend to non-linear neural networks.

The first general implicit regularization for GD discovered for all non-linear models (including neu-
ral networks) is the Implicit Gradient Regularization (IGR) (Barrett & Dherin, 2020). It is shown
that the learning rate in gradient descent (GD) penalizes the second moment of the loss gradients,
hence encouraging discovery of flatter optima. Flatter optima usually give higher test-accuracy and
are more robust to parameter perturbations (Barrett & Dherin, 2020).

Implicit Gradient Regularization was also discovered for Stochastic Gradient Descent (SGD) (Smith
et al., 2021) Li et al. (2019) , as one (but perhaps not the only one) reason for its good generalization.
SGD is believed to also benefit from its stochasticity, which might act as a type of noise injection
to enhance the performance. Indeed, it is shown in (Wu et al., 2020) that, by injecting noise to
the gradients, full-batch gradient descent will be able to match the performance of SGD with small
batch sizes. Besides injecting noise to the gradients, many other ways of noise injections have
been discovered to have an implicit regularization effect on the model parameters, including noise
injection to the model space (Orvieto et al., 2022b) and those to the network activations (Camuto
et al., 2020). However, how these different types of regularization cooperatively affect generalization
is still quite unclear.

The effect of generalization in momentum accelerated gradient descent has been studied much less.
Li et al. (2019) analyzed the trajectory of SGD+M and found that it can be weakly approximated
by solutions of certain Ito stochastic differential equations, which hinted the existence of IGR in
(SGD+M). However, both the explicit formula of IGR and its relation to generalization remain un-
known. Recently, in (Wang et al., 2021), the authors analyzed the implicit regularization in momen-
tum (GD+M) based on a linear classification problem with separable data and show that (GD+M)
converges to the L2 max-margin solution. Although this is one of the first proposed forms of im-
plicit regularization for momentum based methods, it fails to provide an insight on the implicit
regularization for momentum in non-linear neural networks.

Recently, (Jelassi & Li, 2022) has shown that the (GD+M) increases the generalization capacity
of networks in some special settings (i.e., a simple binary classification problem with a two layer
network and part of the input features are much weaker than the rest), but it is unclear to which
extent the insight obtained from this special setting can be extended to practical NN models.

To the best of our knowledge, no prior work has derived an implicit regularization for (SGD+M) for
general non-linear neural networks.

3 IMPLICIT GRADIENT REGULARIZATION FOR GRADIENT DESCENT AND ITS
RELATION TO GENERALIZATION

We briefly review the IGR defined for GD (Barrett & Dherin, 2020) which our analysis will be based
on. Let E(x) be the loss function defined over the parameters space x 2 Rp of the neural network.
Gradient descent iterates take a discrete step (h) opposite to the gradient of the loss at the current
iterate

xk+1 = xk � hrE(xk). (1)

With an infinitesimal step-size (h! 0), the trajectory of GD converges to that of the first order ODE
x′(t) = �rE(x(t)) (2)

known as the gradient flow. But for a finite (albeit small) step size h, the updates of GD steps off the
path of gradient flow and follow more closely the path of a modified flow:

x′(t) = �rÊ(x(t)), where Ê(x) = E(x) +
h

4
krE(x)k2. (3)
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It is shown (Barrett & Dherin, 2020) via the so-called classical backward analysis that when GD
and the two gradient �ows 2 and 3 all set off from the same pointx k , the next gradient updatex k+1

is O(h2) close to the original gradient �ow (2) evaluated at the next time pointtk+1 = h + tk , but
is O(h3) close to the modi�ed �ow (3) evaluated attk+1 . So, locally, the modi�ed �ow tracks the
gradient descent trajectory more closely than the original �ow. To discuss the global behaviour of
GD, we need the following de�nition of closeness between two trajectories.
De�nition 3.1 (O(h� )-closeness in the strong sense). Fix someT > 0, we call the trajectory of the
discrete GD-updatex k and a continuous �ow~x(tk ) to beO(h� )-close in the strong sense1 if:

max
k2K

kx k � ~x(tk )k2 � ch� ; K =
�

1; :::
�

T
h

��
;

wheretk = hk, andc is some constant independent ofh andk

De�nition 3.1 quanti�es the global closeness of a discrete trajectory and a continuous one. By
accumulating the local error, one can show that setting off from the same locationx0, the original
gradient �ow equation 2 isO(h)-close to the GD trajectory while that of the modi�ed �ow 3 is
O(h2)-close. Based on this observation, the authors de�ned theO(h) term h

4 kr E(x)k2 in the
modi�ed �ow as the IGR term and concluded by stating that it guides the solutions to �atter minima
in a highly non-convex landscape.

To justify why minimizingkr E(x)k2 is a good idea and why it encourages �at minimizers (which
seems to be missing from the original paper), we borrow an argument from (Foret et al., 2020) that
was originally developed for a different purpose.

Due to the PAC-Bayes analysis (Neyshabur, 2017), a simpli�ed generalization bound for NN derived
under some technical conditions can be stated as (Foret et al., 2020)

L D (x) � max
k� k� �

L S (x + � ) + ĥ
�

kxk2

�

�
; for any� > 0;

whereL D is the population loss (i.e., the generalization error),L S is the empirical/training loss,
andĥ : R+ ! R+ is some strictly increasing function. One can try to minimize this upper bound

in order to minimize the generalization errorL D . The termĥ
�

kx k2

�

�
in the upper bound can be

controlled by activating a weight decay penalty during training, and the �rst term in the bound is
usually written into

max
k� k� �

L S (x + � ) = max
k� k� �

(L S (x + � ) � L S (x))
| {z }

sharpness

+ L S (x)
| {z }

training loss

which consists of the training loss and an extra term called sharpness, minimizing which will help
with generalization. Since directly minimizing the sharpness is dif�cult, one can then use the fol-
lowing �rst-order Taylor approximation

max
k� k� �

(L S (x + � ) � L S (x)) � max
k� k� �

� T rL S (x) = � krL S (x)k:

Using our notation,rL S (x) is r E (x), so the sharpness is approximately proportional tokr Ek
which is the square root of the IGR term.

4 IMPLICIT GRADIENT REGULARIZATION FOR HEAVY BALL ACCELERATED

GRADIENT DESCENT

The main mathematical challenge in studying the IGR in momentum updates is that we now need
to perform global error analysis instead of the local backward analysis, as the momentum updates
utilizes the entire update history.

1Weak-sense approximation as studied in Li et al. (2019) only requires the distributions of the sample
processesx and~x to be close, whereas our strong-sense approximation requires each instance ofx and~x to be
close. The strong-sense IGR found using the latter is valid for trainings with any �xed random-batch sequence
and any �xed initialization, while the former only characterizes the mean trajectory taking expectation over
many different trainings (each with a random batch-sequence and initialization).
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The IGR for Heavy-ball momentum was previously analyzed in (Kovachki & Stuart, 2021) through
studying its relationship with the damped second order Hamiltonian dynamic

mx0(t) +  x00(t) + r E(x(t)) = 0

which has been well-known as the underlying ODE for the momentum updates. However, only
O(h) closeness is proven between the momentum updates and this ODE trajectory under general
step size assumptions2, which is not enough since the implicit regularization termh

4 kr Ek2 itself
is of orderO(h). In addition, this approach is dif�cult to be applied to the stochastic setting.

In this paper, we circumvent the use of the second order ODE (as it only givesO(h) closeness) and
directly obtain a continuous path that isO(h2)-close to the momentum update for both GD and SGD.
This is achieved by linking the momentum updates with a �rst order piecewise ODE, proving that the
ODE has a piece-wise differentiable trajectory that isO(h2)-close to the momentum updates, and
then using its trajectory to study the IGR. The detailed argument can be found in the appendix. Here
we provide the �nal mathematical formula for the implicit regularization of (Heavy-Ball) momentum
based gradient descent method (IGR-M).
Theorem 4.1. (IGR-M): Let the loss for the full-batch gradientE be smooth and 4-times differen-
tiable, then the (GD+M) updates

x k+1 = x k � hr E (x k ) + � (x k � x k � 1) 8k = 1 ; 2; :::; n

areO(h2) close to the �ow of the continuous trajectory of the piecewise �rst-order ODE

ex
0
(t) = �

1 � � k+1

1 � �
r E (ex(t)) �

h (1 + � )
2(1 � � )3 r 2E(ex(t)) r E (ex(t)) ; t 2 [tk ; tk+1 ] (4)

wheretk = kh and

 = (1 � � 2k+2 ) � 4(k + 1) � k+1 (1 � � )
(1 + � )

:

Since� k quickly decays to 0 ask grows, for a suf�ciently large iterationk, equation 4 reduces to:

ex
0
(t) = �

1
1 � �

r Ê (ex(t)) ; t 2 [0; T] (5)

driven by the modi�ed losŝE (ex(t)) := E(ex(t)) + (1+ � )h
4(1 � � )2 kr E(ex(t))k2

2. More speci�cally, for a
�xed timeT, there exists a constantC, such that for any learning rate0 < h < T , we have

kex(tk ) � x k k2 � Ch2; tk = kh; k = 1 ; 2; :::; b
T
h

c: (6)

Comparing the continuous trajectory traced with 5 and the one without momentum 3, we immedi-
ately have a few important observations:
Remark 4.1. Ignoring theO(h) terms in 5 and 3, we see that the momentum trajectory is driven by
a force that is 1

1� � times as large as that for GD. Therefore, using the same learning rate, (GD+M)
is expected to converge1

1� � times as fast as GD. Alternatively, (GD+M) with a learning rateh has

roughly the same convergence rate as GD with a learning rateh
1� � . From now on, we call h

1� � the
effective learning rate of (GD+M).
Remark 4.2. In terms of the IGR, we can see that adding the momentum ampli�es the strength of
the IGR (the coef�cient in front of the IGR term increased from theh

4 in (GD) to the h
4

1+ �
(1 � � )2 in

(GD+M). Even when letting the effective learning rates of the two methods equal (i.e.,hGD + M

1� � =

hGD ), the implicit regularization in (GD+M) is still1+ �
1� � times stronger.

Remark 4.3. The IGR for (GD+M) reduces to the IGR for GD when� = 0 .

With an additional momentum parameter� , the strength of the implicit regularizer increases by a
factor of 1+ �

1� � . Hence for increasing values of momentum parameter� , the strength of the regular-
ization increases, thus preferring more �atter trajectories through its descent.

2An O(h2) closeness is proven under very stringent conditions on the learning rate, which excludes the
interesting regime where momentum has an advantage over plain GD in terms of the convergence rate and
stability
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4.1 IGR-M IN A 2D LINEAR MODEL

We �rst show the impact of IGR-M in a very simple setting that minimizes a loss function
with two learnable parameters, i.e.,(ŵ1; ŵ2) = arg min w1 ;w 2

E(w1; w2) where E(w1; w2) =
1
2 (y � w1w2x)2. Herex; y; w1; w2 are all scalars and mimics a simple scalar linear two-layer net-
work. For a given scalar(x; y), the global minima ofE(w1; w2) are all the points on the curve
w1w2 = y

x . The continuous gradient �ow of the parameters arew0
1(t) = � @E

@w1
andw0

2(t) = � @E
@w2

.

Figure 1: Implicit regularization for (GD+M) is
stronger than that of (GD) for the same effective learn-
ing rate h

(1 � � ) . As � increases the optima seems to
�nd solution with a lower norm. This con�rms Remark
4.2 that the strength of implicit regularization increases
with � . The background color denotes the magnitude
of the norm of the gradient, i.e. ,kr Ek2

2

The IGR for this problem is
hGD

4 kr Ek2
2 = hGD

4 (w2
1 + w2

2)E ,
which will regularize the trajectory to �nd
minima with a smaller value(w2

1 + w2
2)

(towards the cross) among all the global
minima lying onw1w2 = y

x . We inten-
tionally chose the same experiment as in
(Barrett & Dherin, 2020) to compare the
effect of implicit regularization for (GD)
and (GD+M).

For a fair comparison between (GD) and
(GD+M), we set the effective learning
rates to be the same, i.e,hGD = hGD + M

1� �
as in Remark 4.1. With the same initial-
ization (w0

1 ; w0
2) = (2 :8; 3:4) we explore

and track the path of four trajectories with
(hGD + M ; � ) being(5 � 10� 3; 0:5), (2 �
10� 3; 0:8), (10� 3; 0:9) and (10� 2; 0:0).
In all the four cases, the effective learn-
ing rates are the same, i.e,hGD + M

(1 � � ) =
hGD = 10 � 2. We make the following
observations: a) For all the four trajec-
tories, the converged weight parameters
w� = ( w�

1 ; w�
2) lie on the global minima

curve. b) With increasing value of� , the
converged solutions have decreasing value
of `2 norm (or increasing strength of im-
plicit regularization), i.e,kw�

(10 � 3 ;0:9) k2 < kw�
(2 � 10� 3 ;0:8) k2 < kw�

(5 � 10� 3 ;0:5) k2 < kw�
(10 � 2 ;0:0) k2.

This observation supports Remark 4.2, that the strength of implicit regularization increases with� ,
even with the effective learning rate.

5 IMPLICIT REGULARIZATION IN SGD WITH MOMENTUM

In SGD, the full-batch gradient is replaced by it's sampled unbiased estimator. Assume that the loss
functionE(x) has the following form

E(x) =
1

M

MX

j =1

E ( j ) (x) (7)

whereE ( j ) is thej th mini-batch loss. In thekth iteration, we randomly pick a mini-batch, whose
loss is denoted byEk , and update the parameters accordingly. The heavy-ball accelerated SGD
iterates as 8

><

>:

x k+1 = x k � hr Ek (x k ) + � (x k � x k � 1) k = 1 ; 2; :::; n

x1 = x0 � hr E0(x0)

x0 = x � 1 = 0

(8)

For each iterationk, the update is driven by the current mini-batch lossEk . Its continuous approxi-
mation is

x0(t) = �r Ek (x(t)) +
�
h

(x(tk ) � x(tk � 1)) for tk < t < t k+1 (9)
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during the time[tk ; tk+1 ]. As a result, the trajectory ofx is continuous but piece-wise differentiable
as it is easy to see that the left and right-side derivatives are not equal at a transit pointtk from one
batch to another,x0(t+

k ) 6= x0(t �
k ). Therefore, we expect the implicit regularization term to also

have discontinuous derivatives on different intervals. Below we present the mathematical formula
for IGR-M in the stochastic setting.

Theorem 5.1. [IGR-M stochastic version (IGRMs)] Let the loss for each mini-batchEk be 4-times
differentiable, then the Heavy Ball momentum updates 8 areO(h2) close to the trajectory of the
gradient �ow with the modi�ed loss,

ex0(t) = �r Êk (ex(t)) for tk � t < t k+1

where, Êk (ex) = Gk (ex)
| {z }
force

+
h
4

(kr Gk (ex)k2
2 + 2

k � 1X

r =0

� k � r kr Gr (ex)k2
2)

| {z }
IGRM s

(10)

with Gk (ex(t)) =
P k

r =0 � k � r E r (ex(t)) . Speci�cally, there exists a constantC such that

kex(tk ) � x k k2 � Ch2; k =1,2,...,n:

The theorem tells us that the IGR for momentum is in the form of`2 norms ofr Gk which is
a weighted sum of the historical gradientsr Ek , k = 0 ; :::; n, by powers of� and evaluated at
the current location~x(t). In addition, the stochastic IGR-M has different expressions on different
intervals, caused by the abrupt changes between adjacent batches. Some further remarks about the
(SGD+M) algorithm are listed below.

Remark 5.1. The �ow of the continuous trajectory is governed by the driving-force�r Gk (x(t))
and the negative gradient of an implicit regularizerIGRM s(ex) = h

4 (kr Gk (ex)k2
2 +

2
P k � 1

r =0 � k � r kr Gr (ex)k2
2 which depends on both the learning rateh and momentum� .

Remark 5.2. When� = 0 , 10 reduces to

ex0(t) = �r

0

B
@Ek (ex(t)

| {z }
force

+
h
4

kr Ek (ex(t))k2
2)

| {z }
IGR

1

C
A ; t 2 [tk ; tk+1 ]; (11)

which is the modi�ed loss for SGD.

Remark 5.3. Taking expectation over the random selections of batches, we getE(IGRMs)(x) =
h(1+ � )
4(1 � � )3 kr Ek2 + h

4(1 � � )2 F , whereF := EkEn � Ek2 (appendix Th 3.1). In comparison, the IGR

term in SGD after taking expectation ish
4 (kr Ek2 + F ) (Smith et al., 2021), which is much weaker.

Even with the adjusted learning rate, the IGR in (SGD+M) is still about1=(1 � � ) times stronger
than SGD.

Remark 5.4 (Variance reduction). We notice that momentum has a variance reduction effect. Ex-
plicitly, suppose the effective learning rate (Remark 4.1) is used so that the force terms in (SGD)
and (SGD+M) have the same expectation, and then we can compare their variance. Let the covari-
ance matrix ofr Ek at a �xed pointx beC := E(r Ek (x) � r E (x))( r Ek (x) � r E (x))T . Here
r E(x) denotes the full-batch gradient. Then the covariance matrix of the force� Ek driving (SGD)
is exactlyC, while that of the force� Gk driving (SGD+M) is only (1 � � )

1+ � C (appendix Th 4.1),

which is about(1 � � )
(1+ � ) times smaller.

Remark 5.5. It is observed and con�rmed by many literature that a larger variance of SGD iterations
(caused by either a small batch size or a larger learning rate (Smith & Le, 2017; Li et al., 2017))
increases the generalization power. Larger variance in mini-batch gradients increases the escape
ef�ciency of SGD from bad local minimas (Ibayashi & Imaizumi, 2022) [See Appendix section-7
for detailed discussion], hence increasing generalization power. Therefore, the variance reduction
effect of (SGD+M) hurts generalization. On the other hand, the fact that (SGD+M) has a stronger
IGR (Remark 5.3) and that (SGD+M) is more stable than (SGD) to the use of large effective learning
rates (see e.g., (Cohen et al., 2021)) tend to help with its generalization. This explains why in practice
we usually observe that (SGD+M) is only slightly better than (SGD).
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(a) Accuracy (b) Loss

Figure 2: (GD): Classi�cation results of ResNet-18 on MNIST dataset performed with full-batch gradient
descent. Figure shows the effect of implicit regularization due to the �nite learning rateh. Test accuracy
improves with higher learning rate tillh = 0 :2. Forh = 0 :2, the best test-accuracy is achieved at95:72%

(a) Accuracy (b) Loss

Figure 3: (GD+M): Classi�cation results of ResNet-18 on MNIST dataset trained with various values of
momentum parameter� for full-batch gradient descent. The best test-accuracy is reported to be96:22%

6 NUMERICAL EXPERIMENTS

Our �rst experiment is to compare the full-batch (GD) with (GD+M). For a linear least-squares
problem with a Hessian matrix bounded byL in the spectral norm, it is well-known that (e.g., (Cohen
et al., 2021)) (GD+M) is stable as long ash � 2+2 �

L , and GD is stable as long ash � 2
L . This means,

the maximum achievable effective learning rate by (GD) is2
L , while that by (GD+M) can be as large

as 2(1+ � )
L (1 � � ) . Since larger effective learning rates means a stronger IGR, (GD+M) clearly bene�ts from

its large stability region. To con�rm this, ResNet-18 is used to classify a uniformly sub-sampled
MNIST dataset with 1000 training images. All external regularization schemes except learning
rate decay and batch normalization have been turned off. We perform the following experiments
: 1) Full-batch gradient descent with� = 0 (i.e., GD) for various learning rateh and the best
test accuracy is noted (in Figure 2) to be95:72%. 2) Full-batch gradient descent with momentum
(GD+M) performed for various� with a �xed step-sizeh = 0 :1 and the best test-accuracy is noted
(in Figure 3) to be96:22%. Our observation is that the best performance of GD (across all learning
rates) is worse than the best performance of (GD+M) (across all� 's). This observation failed to
be explained by the known theory of edge of stability3 but can be well-explained by our implicit
regularization theory for (GD+M) as adding momentum increases the strength of the IGR.

To study the effect of implicit regularization (SGD+M), a series of experiments have been per-
formed on an image classi�cation task. Four well-known and popular network architectures

3“edge of stability” (EOS) Cohen et al. (2021) is a phenomenon that shows during network training by the
full batch gradient descent, the sharpnessjjr 2E jj 2 tends to progressively increase until it reaches the threshold
2
h and then hovers around it. For GD+M, the sharpness will hover around a large value2(1+ � )

h . Since larger
sharpness usually means worse generalization, the EOS theory then predicts that adding momentum hurts the
generalization.
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