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Abstract

The abundance of vision-language (VL) under-
standing benchmark datasets for English, such
as MS-COCO and Flickr30K, has largely fa-
cilitated the evaluation of new vision-language
models (VLMs) across diverse tasks. How-
ever, despite the rapid development of Chinese
VLMs, most existing Chinese VL datasets are
constructed by re-annotating the images from
English VL datasets, limiting the source of im-
ages to English-speaking cultures only. Some
others are limited to a few fundamental tasks,
like image-text retrieval. Such cultural bias and
limitation of task types make these datasets un-
suitable and inadequate for evaluating VLMs
in Chinese culture. To remedy this issue, we
present a new Chinese Vision-Language Un-
derstanding Evaluation (CVLUE) benchmark
dataset, where the selection of object categories
and images is entirely driven by Chinese native
speakers, ensuring that the source images are
representative of Chinese culture. The bench-
mark contains four distinct VL tasks ranging
from image-text retrieval to visual question an-
swering, visual grounding and visual dialogue,
which evaluates a model’s VL capability from
multiple aspects. We present a detailed statisti-
cal analysis of CVLUE and provide a baseline
performance analysis with several open-source
multilingual VLMs on CVLUE and its English
counterparts to reveal their performance gap
between English and Chinese. !

1 Introduction

Over the last few years, vision-language pre-
training (VLP), as a thriving field, has been draw-
ing extensive attention (Lu et al., 2019; Chen et al.,
2020; Cho et al., 2021; Li et al., 2021), leading
to significant performance boosts across many VL
tasks. It cannot be neglected that the abundance
of VL datasets covering various distinct VL tasks
(Young et al., 2014; Kazemzadeh et al., 2014; Antol

'Our benchmark and the evaluation codes will be released
after the paper gets accepted.

Ben. Lan. ITR VQA VG VD VR IG
VLUE En. VvV v v v
CLiMB En. v v
MUGE Ch. V v
Zero Ch. VvV

CVLUE | Ch. V v v v

Table 1: Tasks included in CVLUE, VLUE, CLiMB,
MUGE and Zero. Ben. and Lan. denote Benchmark and
Language, respectively. En. and Ch. stand for English
and Chinese respectively.

etal., 2015; Chen et al., 2015; Mao et al., 2016; Das
et al., 2017; Goyal et al., 2017) plays an essential
role in the rapid evolvement of VLMs. However,
most of the existing VL datasets are in English. A
majority of these datasets, such as NLVR2 (Suhr
et al., 2019) and MS-COCO (Lin et al., 2014), are
built on top of a hierarchy of concepts selected
from English WordNet (Fellbaum, 2010), resulting
in source images with a North American or West-
ern European bias (Liu et al., 2021). Beyond the
English language and Western cultures where these
datasets were created, evidence suggests that both
the origin (DeVries et al., 2019) and content (Stock
and Cissé, 2018) of such data are skewed.

A line of research studies (Shankar et al., 2017;
DeVries et al., 2019; Liu et al., 2021) have been
conducted to remedy this issue, where one of the
most effective ways is to collect and annotate im-
ages in other languages and cultures directly. For
example, Liu et al. (2021) constructed a multilin-
gual dataset for Multicultural Reasoning over Vi-
sion and Language (MaRVL), which contains im-
ages collected and annotated by native speakers
of 5 typologically diverse languages ranging from
Chinese to Turkish. However, only a limited num-
ber of images were annotated for each language,
and only one VL task was involved in this dataset.

In this work, we focus on the evaluation of VLMs
in Chinese culture, meaning that not only are the
texts in Chinese but, more importantly, the images
are representative of Chinese culture. Over the
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(Hot pots are placed in the middle of the table)
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(Hot pots of two flavors are placed on a wooden table)
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(A spicy hot pot and a mushroom soup hot pot are on the table)
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(The hot pots are surrounded by vegetables, meats and meatballs)
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(Two hot pots of different flavors are placed in the middle of the
table, while the ceramic bowls around are filled with food for hot pot)

(a) Image Captioning

LIRHRBE 2 B F B A Y

(The shadow puppet held in the hand of a girl wearing glasses)
23R BT B

(The shadow puppet held in the hand of a short haired boy)

(c) Visual Grounding

Q: Je SRt 475 ?

(What direction is the dragon boat rowing towards?)
A AT

(right)

Q: A1 JUSCBMIAERI LS 2

(How many teams are rowing dragon boats?)

A5

Q: KE BB IE U LA AT?

(Is the posture of most people standing or sitting?)
A A

(Sitting)

(b) Visual Question Answering

Caption: i tasi#t EHUZ AN

(There are many foods on the blue table mat)
QL: 5L EAATMBLE Fr 4?2

(What food are there on the table?)

AL BT ESE. B, g B
(The food includes eggs, stuffed bun, side dishes, steamed
bread and congee)

QuO: s _E Xy AT JLAN?

(How many eggs are there on the table?)
ALOR T A ARG R

(There are two eggs on the table)

(d) Visual Dialogue

Figure 1: Examples of the images and their annotation for the four tasks in CVLUE. The annotation of image

captioning is used for the ITR task.

last two years, a significant number of multimodal
datasets for Chinese VLM pre-training have been
presented (Zhan et al., 2021; Lin et al., 2021; Gu
et al., 2022; Liu et al., 2022). However, the de-
velopment of the benchmark dataset for Chinese
VLM evaluation is lagging behind. Many existing
Chinese VL datasets exploit images from English
VL datasets containing the abovementioned bias.

Some of them, such as Flickr30K-CN (Lan et al.,
2017), were constructed by translating texts in En-
glish VL datasets into Chinese. Others, such as
FM-IQA (Gao et al., 2015), Flickr8K-CN (Li et al.,
2016) and COCO-CN (Li et al., 2019), were con-
structed by re-annotating images from English VL
datasets in Chinese. Recently, several new datasets
have been presented, whose images were collected
from image search engines with Chinese queries.
However, they are limited to single types of tasks
like visual question answering (Wang et al., 2022)
or image-text retrieval (Xie et al., 2022).

Chinese is linguistically distinct from English
and many other languages, whose speakers com-
prise one-fourth of the world’s population. This
necessitates a benchmark dataset specifically de-
signed for Chinese vision-language understanding
(VLU). To remedy this issue, we present CVLUE, a
new Chinese VL benchmark dataset. We start by se-
lecting categories representative of Chinese culture
and manually collect all the images from the Chi-
nese Internet, ensuring that the source images are
commonly seen or representative in the Chinese-

speaking population. The comparison between
CVLUE and existing VL benchmark datasets is
shown in Table 1. The visual reasoning (VR) task
is included in the two English benchmark datasets
VLUE (Zhou et al., 2022) and CLiMB (Srinivasan
et al., 2022) but not included in any of the Chi-
nese ones. The image generation (IG) task is only
included by MUGE?, which mainly contains sim-
ple iconic images collected from e-commerce plat-
forms and encyclopedias. On the contrary, images
in our benchmark were mostly non-iconic ones.
The other Chinese dataset Zero (Xie et al., 2022)
only focuses on image-text matching and retrieval
and comprises five subtasks of a similar type. Our
benchmark, by contrast, contains four distinct VL
tasks: image-text retrieval (ITR), visual question
answering (VQA), visual grounding (VG) and vi-
sual dialogue (VD), which evaluate VLMs in Chi-
nese culture from multiple aspects.

Examples of the images and annotation for the
four tasks are shown in Figure 1, where the main
objects’ categories in the examples are hot pot,
dragon boat, shadow puppet and stuffed bun, re-
spectively (all representative in Chinese culture).
Among the 92 categories in CVLUE and 91 cate-
gories in MS-COCO (commonly used as the image
source for English VL datasets), only 15 are over-
lapped.? And the non-overlapped ones are mostly

https://tianchi.aliyun.com/muge
3Please refer to Appendix A.1 for the full list of categories
in CVLUE and MS-COCO.
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representative of Chinese culture. To the best of
our knowledge, CVLUE is the most comprehensive
Chinese VL benchmark dataset so far.

We believe this dataset can provide a fair and
convenient platform for the evaluation of VLMs
in Chinese culture and facilitate the evaluation and
development of the Chinese VLP. We present a
detailed statistical analysis to show the distinct
properties and goals of the four tasks involved and
benchmark several popular open-source multilin-
gual VLMs on CVLUE and some established En-
glish VL datasets to evaluate their VL understand-
ing capability in Chinese and English.

2 Related Work

Over the last decade, English VL datasets have
experienced rapid development, starting from the
most fundamental task of image captioning. Fol-
lowing the popular MS-COCO (Lin et al., 2014)
and Flickr30K (Young et al., 2014) datasets, a
significant number of VL datasets covering var-
ious tasks of visual question answering (Antol
et al., 2015; Goyal et al., 2017), visual ground-
ing (Kazemzadeh et al., 2014; Mao et al., 2016),
visual entailment (Xie et al., 2019), visual dia-
logue (Das et al., 2017) and etc. have emerged.
Recently, an increasing number of English VL
benchmarks aiming at different goals have been
proposed (Parcalabescu et al., 2022; Zhou et al.,
2022; Zheng et al., 2022; Srinivasan et al., 2022),
which significantly facilitates the evaluation and
comparison of VLMs in English.

Beyond the VL datasets in English, MS-COCO
was extended with captions translated to or newly
written in German and French (Rajendran et al.,
2016), Japanese (Yoshikawa et al., 2017) and Chi-
nese (Li et al., 2019). All these datasets exploit
images crowdsourced from North America and
Western Europe. Researches suggest that they suf-
fer from cultural bias, which may lead to essential
limitations for the application in many languages
and cultures (Stock and Cissé, 2018; DeVries et al.,
2019; Liu et al., 2021). A line of work has been con-
ducted to solve this problem. For instance, Yang
et al. (2020) proposed to intervene in the data by fil-
tering and re-balancing a subset of categories. Liu
et al. (2021) introduced a natural language visual
reasoning dataset covering five languages, where
the image collection and annotation were driven
by native speakers. Unfortunately, only a limited
number of data for a single task was provided for

each language in their dataset.

Over the last two years, an increasing number
of Chinese multimodal datasets in the form of
image-text pairs have been presented (Lin et al.,
2021; Gu et al., 2022; Liu et al., 2022), which
has dramatically promoted the evolvement of Chi-
nese VLMs. However, the development of the
benchmark dataset for VLM evaluation in Chi-
nese is lagging behind. A great number of ex-
isting Chinese VL datasets were constructed by
extending English VL datasets with translated (Lan
et al., 2017) or newly written (Gao et al., 2015;
Li et al., 2016, 2019) annotation in Chinese. Wu
et al. (2017) presented a Chinese image captioning
dataset AIC-ICC, whose images were newly col-
lected from search engines. Recently, two Chinese
VQA datasets were introduced, both constructed
with newly collected images (Qi et al., 2022; Wang
et al., 2022). However, these datasets are limited
to single types of tasks and thus insufficient for the
comprehensive evaluation of VLMs.

Due to the abundance of English VL datasets, the
recent English VL. benchmarks were constructed
mainly by exploiting existing VL datasets. How-
ever, given the situation of existing Chinese VL
datasets, it is undoubtedly much more challeng-
ing to build a VL benchmark dataset specifically
designed for Chinese. Recently, Xie et al. (2022)
introduced a new Chinese VL dataset Zero cover-
ing five subtasks. However, all of them involve
image-text retrieval/matching and are, therefore,
not comprehensive enough to evaluate the general
capability of VLMs. Besides, like all the Chinese
VL datasets discussed above, no explicit rule was
mentioned in the image collection stage to ensure
that the selected images were representative of Chi-
nese culture. Hence, there is a considerable chance
that images in such datasets may fail to reflect the
actual distribution in Chinese culture. To remedy
this issue, we present CVLUE, where the collection
of images was entirely driven by Chinese native
speakers with explicit constraints to ensure that the
source images are representative of Chinese cul-
ture. Our benchmark covers four distinct VL tasks,
which help to evaluate the general capability of
Chinese VLMs from multiple aspects.

3 CVLUE

Our dataset consists of four distinct VL tasks that
evaluate a model’s capability in Chinese VLU from
multiple aspects. The data splits and evaluation



Task | |Train] [Valid] |[Testf Metrics
ITR 25,761 4,248 11,655 R@k
VQA | 20,697 3,405 6,046  Acc
VG 15,571 2,548 5,885 IoU
VD 5,748 914 3,093 R@k

Table 2: Data splits (in terms of image numbers) and
evaluation metrics of tasks in CVLUE. R @k denotes the
recall in the top k predictions, Acc stands for accuracy,
and IoU stands for intersection over union.

metrics are summarized in Table 2. In this section,
we describe the procedure we devised for image
collection and dataset annotation.

3.1 Selection of Object Categories

We first introduce how the object categories are
selected. The categories must form a representative
set of all categories in Chinese daily life, reflect-
ing the unique characteristics of Chinese culture.
The selection of object categories for our dataset
is inspired by the Chinese part of MaRVL (Liu
et al., 2021), where five native speakers are asked
to provide 5-10 specific concepts of 18 semantic
fields. The concepts must be ‘commonly seen or
representative in the speaking population of the lan-
guage’ and ‘be physical and concrete’. However,
since CVLUE is developed specifically for Chinese,
while MaRVL is created for multiple languages, its
categories are unsuitable for direct application here.

Therefore, we first removed categories not
strongly related to specific objects with clear bound-
aries (e.g., Taoism). We also replaced some cat-
egories with more concrete categories that have
clearer boundaries (e.g., replacing the Dragon
Boat Festival with dragon boat, replacing the Mid-
Autumn Festival with moon cake). Then, we
merged some categories to make sure that all cate-
gories occurred frequently enough so that we could
collect enough images for each of them (e.g., merg-
ing all types of birds into one bird category). Be-
sides, we added some categories representative of
Chinese culture (e.g., stuffed buns, fans). Eventu-
ally, we select 92 object categories from 15 seman-
tic fields listed in Appendix A.1.

3.2 Image Collection

After obtaining the list of object categories, our
next goal was to collect appropriate images for
each of them. To meet the requirements of differ-
ent types of tasks in our dataset, we collect two
subsets of images for each category. Subset A con-
sists of images containing at least 2 objects of the

same category and is used for the VQA and VG
tasks.* Subset B consists of images containing 3-5
objects of different object categories and is used
for the VD task.’ The image captioning task is
annotated on both subsets. All the collected im-
ages must be (1) real photos with no watermark;
(2) non-iconic images with more than 2 objects; (3)
commonly seen or representative in Chinese cul-
ture. The images were collected from the Chinese
Internet and inspected by four co-authors who are
well aware of the image collection guidelines.

3.3 Quality Control

Given the complexity of the tasks in our dataset,
the selection and training of annotators are of great
importance and consist of two steps. In the first
step, the annotation guidelines for all the tasks were
given to the candidates, who were asked to anno-
tate all the tasks on 5 randomly sampled images to
evaluate their general capability. Qualified candi-
dates were then categorized into groups for specific
tasks based on their performance in the general
test. In the second step, annotators in each group
were asked to annotate their specific task on 50
randomly sampled images. They were instructed
one-on-one by senior annotators well aware of the
guidelines until they fully understood them and
their annotation was 100% correct.

Annotators who had gone through the above
steps were allowed to start annotating. The tasks
were batched into packages, and an annotator could
not apply for the next package until the current one
was finished. The annotation of each package was
first checked by the annotator himself or herself,
then checked by a senior inspector, and eventually
inspected by four co-authors well aware of the an-
notation guidelines. Each package was sampled
by 10%-25% for the final inspection by the co-
authors, and only those with accuracy higher than
97% could pass it. Otherwise, the package will
be returned to the annotator and should be double-
checked and corrected. Overall, 41, 108, 44, 26
annotators and 10, 12, 8 and 13 senior inspectors
were involved in the annotation procedure of IC,
VQA, VG and VD tasks, respectively. The project
took six months to complete, with an expenditure
of approximately RMB 550,000.

*This constraint ensures VG is challenging enough.
5This constraint improves the richness of dialogues in VD.



3.4 Instance Segmentation

The first stage is the task of segmenting object
instances in images of subset A. All the objects
belonging to the categories we selected above were
manually labelled with bounding boxes.

3.5 Image Captioning

The image-text retrieval task includes two subtasks,
namely text retrieval (TR), where given an image,
the task is to retrieve the corresponding text and
image retrieval (IR), where given a text, the task
is to retrieve the image. This task aims to evaluate
the capability of VLMs to align the semantic space
of vision and language representations. The data
is annotated via image captioning. Our guidelines
for image caption annotation were mainly inspired
by Chen et al. (2015). Specifically, the annotators
were asked to write five different sentences describ-
ing each image, which were required to:

* Describe all the important parts of the image.

* Do not describe things that might have hap-
pened in the future or past.

* Do not describe what a person might say.
* Do not name people in the image.
» Contain at least eight characters.

* Contain no more than 30% overlapped char-
acters between each other.

3.6 Visual Question Answering

Given an image and a natural language question,
the VQA task requires the model to generate or se-
lect the corresponding answer in natural language.
This task aims to evaluate VLMs’ detailed visual
understanding and complex reasoning ability. We
devised our annotation guidelines for VQA follow-
ing Antol et al. (2015). Specifically, the annotators
were asked to write three different questions for
each image and give the correct answers in short
phrases. The questions must: (1) require the im-
age to correctly answer and not be answerable with
only commonsense knowledge (e.g., ‘What is the
book made of?’); and (2) not be too simple that only
low-level computer vision knowledge is required
to answer them (e.g., “What colour is the flower?’).
The answers must be brief phrases rather than com-
plete sentences. This constraint was added to en-
sure that the function of the VQA task is distinct
from that of the VD task, in which the annotators
were required to write complete sentences.

3.7 Visual Grounding

Given an image and a natural language referring
expression, the VG task requires the model to lo-
cate the corresponding object. This task aims to
evaluate the VLMs’ ability to understand and dis-
tinguish objects in images. The annotation of the
VG task is accomplished in a process similar to the
Referring Expression Game (Kazemzadeh et al.,
2014). Specifically, each image was annotated by
two annotators, namely A and B. A was asked to
write an expression for each object labelled in the
instance segmentation stage, distinguishing it from
others of the same category.® B was then given the
expressions one by one and asked to select the cor-
responding object by clicking on the image. The
annotation was regarded as correct only if B cor-
rectly selected all the objects.

An important factor that makes this task chal-
lenging enough is ensuring that at least two ob-
jects of the same category exist in all the images.
Otherwise, this task would be degraded into sim-
ply distinguishing objects of different categories.
Kazemzadeh et al. (2014) built their dataset on im-
ages from eixsting ImageCLEF dataset (Grubinger
et al., 2006). Therefore, they had no choice but to
use images with and without multiple objects of the
same category. To deal with this issue, we restrict
the number of objects of the same category from
the beginning. Specifically, in the collection stage
of subset A, we strictly require that only images
containing at least two objects of the same category
be included. Such categories will be considered
as the main category of the image. Then, during
the VG annotation stage, the annotators were only
asked to write expressions for the objects of the im-
ages’ main category. In this way, we guarantee that
all the images used in this task contain two or more
described objects of the same category, making the
task more challenging.

3.8 Visual Dialogue

Inspired by Das et al. (2017), we employ the task of
visual dialogue to evaluate the general intelligence
of the VLM, ranging from global visual understand-
ing to history memorization and natural language
generation. The annotation of the VD task also re-
quires the annotators to work in pairs. One of them
was given a caption describing the image from sub-
set B and was required to ask questions about the

®For images containing more than four objects of the same
category, we let the annotator select four objects to annotate.
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Figure 2: Number of annotated categories (a) and objects (b), respectively, per image for CVLUE, MS-COCO,
ImageNet Detection and PASCAL VOC (average number of categories and objects are shown in parentheses).

image to ‘imagine the scene better’. Another an-
notator was given both the image and the caption
and was required to answer the questions based on
the image. The conversation will be ended after ten
pairs of questions and answers. It was emphasized
to the annotators that the questions must be related
to concrete objects in the image. Abstract questions
concerning reason and meaning were not allowed.

4 Dataset Analysis

In this section, we extensively analyse all the tasks
to show their characteristics.

4.1 Images and Objects

We first count the object-related statistics to show
the properties of the source images in CVLUE.
The number of objects per category for all 92 cat-
egories is shown in Appendix A.1. We compare
CVLUE with several popular datasets, including
MS-COCO (Lin et al., 2014), ImageNet’ (Deng
et al., 2009) and PASCAL VOC (Everingham et al.,
2010). These datasets were designed for various
goals. Specifically, MS-COCO was created to de-
tect and segment objects occurring in their neural
context. ImageNet was focused on capturing a
large number of object categories. Eventually, the
primary application of PASCAL VOC was to de-
tect objects in natural images. CVLUE, however, is
specifically designed to evaluate VLMs comprehen-
sively in Chinese VLU. The numbers of annotated
categories and objects per image are shown in Fig-
ure 2a and Figure 2b, respectively, which could
reflect the amount of contextual information in the
images. Our dataset contains 2.3 categories and
6.3 objects annotated per image on average. In

"We use the object detection validation set since the train-
ing data only has a single object labelled.

contrast, ImageNet and PASCAL VOC only have
less than 2 categories and 3 objects per image on
average. Another observation is that none of the
images in CVLUE contains one object. This is
due to the constraint that all the images in subset
A should include at least two objects of the same
category in the image collection stage.

4.2 TImage Captions

COCO-CN (16.7)
40% Flickr8K-CN (16.1)
—/— Flickr30K-CN (18.3)
—O— CVLUE (19.2)
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Length of captions

Figure 3: The caption length distribution of CVLUE,
COCO-CN, Flickr8K-CN and Flickr30K-CN (average
caption lengths are shown in parentheses).

For the image captions used in the ITR task,
we compare CVLUE with several popular Chinese
datasets constructed via text translation (Flickr30K)
or re-annotation (Flickr8K and COCO-CN). These
datasets are all built on top of Western culture-
biased images from existing English VL datasets.
The caption length distribution is shown in Figure 3.
Our dataset’s average caption length is 19.2, which
is higher than that of the other three datasets. It is
worth noting that the caption lengths in CVLUE
are distributed more evenly than the other three
datasets. This indicates that our dataset comprises
both simple captions and complicated ones.



4.3 Visual Grounding

To the best of our knowledge, there has not been
any other Chinese VG dataset. To illustrate the
property of the proposed dataset, here we provide
a rough comparison between the VG dataset in
CVLUE and a popular English VG dataset Ref-
COCOg (Mao et al., 2016). Overall, the average
number of referring expressions per image is 3.38
for our VG dataset and 3.91 for RefCOCOg. This
is because multiple expressions for a single object
are allowed in RefCOCQOg but disallowed in our
dataset. The average number of objects described
per image in our dataset and in RefCOCOg is 3.38
and 1.93, respectively, meaning that more objects
are described in our dataset. Besides, the aver-
age expression lengths are 11.9 characters for our
dataset and 8.3 words for RefCOCOg.

4.4 Visual Question Answering and Visual
Dialogue
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Figure 4: The question length distribution of VQA and
VD in CVLUE (average lengths in parentheses).

To illustrate the difference between VQA and
VD tasks, we report their distribution of question
and answer lengths in Figure 4 and Figure 5, re-
spectively. The question length distribution shows
that VD has longer questions than VQA on average.
The difference becomes more evident in the answer
length distribution, where answers in VQA are all
short phrases, while VD has much longer answers.

VQA (1.7)
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Figure 5: The answer length distribution of VQA and
VD in CVLUE (average lengths in parentheses).

This difference reflects the distinct motivation
of these two tasks. With VQA, we want the model
to focus more on detailed visual understanding and
complex reasoning. With VD, however, we want
to evaluate VLMs’ general intelligence, including
global visual understanding, history memorization,
and natural language generation. We also count
the number of sentences containing pronouns (e.g.,
‘he’, ‘she’, ‘it’, etc.) and find that 43% questions,
32% answers and almost all (93%) dialogues in
VD contain at least one pronoun. In contrast, only
1% of sentences in VQA contain pronouns. This
means that the VD task also requires the capability
to overcome coreference ambiguities, which is not
strictly required by VQA.

To the best of our knowledge, there has not been
any similar Chinese VD dataset. So, we make
a rough comparison between the VD dataset in
CVLUE and its English counterpart, the Visdial 1.0
dataset (Das et al., 2017). We focus on the answers
and find that the two most frequent answers for
Visdial 1.0 are ‘no’ and ‘yes’, constituting 21.3%
and 19.2% of the total answers, respectively. For
our VD dataset, the two most frequent answers are
XA AN/FE N (This is a woman/man), con-
stituting only 0.1% and 0.07% of the total answers,
respectively. Overall, Visdial 1.0 has 1,232,870
answers of 337,527 different types, while our VD
dataset contains 97,550 answers of 93,308. The
average answer lengths are 2.9 words for Visdial
1.0 and 15.3 characters for our VD dataset. This
comparison shows our VD dataset’s superiority re-
garding the answers’ richness and complexity.

S Experiments

5.1 Experimental Setups and Baselines

We use CVLUE and some of its counterparts in
English to evaluate the performance of several pop-
ular multilingual VLMs in VLU. The English VL.
datasets include COCO (5K) (Lin et al., 2014),
VQA-v2 (Goyal et al., 2017), RefCOCOg (Mao
et al., 2016) and Visdial 1.0 (Das et al., 2017).8

We use two experimental settings, namely the
fine-tuning one and the zero-shot one. Models
under the fine-tuning setting include:

CCLM (Zeng et al., 2023), a multilingual VLM
where the cross-lingual and cross-modal objectives
are jointly learned.

X2VLM (Zeng et al., 2022), a multilingual VLM

8We use the default splits for these datasets.



Fine-tuning

Zero-shot

Tasks ~ Dataset CCLM X2VLM QwenVL QwenVL-Chat mPLUG-OwlI2
SOM  422M 7B 7B 7B
T COCOGK) 777 801 - - -
CVLUE 203 239 - ] -
x COCO(K) 605 638 - - -
CVLUE 155 180 - - -
voa VoAV (estsid) 637 753 780 679 792
CVLUE 406 342 255 28.1 233
VG  RelCOCOg 704 790 78.0 80.1 -
CVLUE 366 443 37.0 39.5 -
vp  Visdil 10 D4 45 36.0 375 372
CVLUE 31.9 54 313 330 256

Table 3: Results of baseline VLMs. We report R@1 for the TR, IR and VD tasks, accuracy for the VQA task and
IoU for the VG task. For each compared model, we also report the number of parameters.

where the multi-grained vision language align-
ments are learned in a unified framework.

Models under the zero-shot setting include:

Qwen-VL (Bai et al., 2023), a large-scale VLM
pre-trained on 7 VL tasks simultaneously, can han-
dle the grounding task.

Qwen-VL-Chat, the Qwen-VL model fine-
tuned through instruction tuning with the instruc-
tion following and dialogue capabilities enhanced.

mPLUG-OwI2 (Ye et al., 2023), a large-scale
VLM that incorporates shared functional modules
to facilitate modality collaboration.

We couldn’t afford to tune hyper-parameters for
each baseline model, so we used default ones for
them all. Please refer to Appendix A.2 and A.3 for
prompts used in the zero-shot setting and detailed
fine-tuning setups. For the VD task, we collect
100 candidate answers (including correct, plausible,
popular and random ones) for each question follow-
ing the procedure proposed by Das et al. (2017).

5.2 Results

The results of the baseline models on CVLUE are
presented in Table 3.° All models under the zero-
shot setting do not support the ITR task. Addition-
ally, mPLUG-OwI2 does not support the VG task
either. Hence, these results are not reported.

The three large-scale VLMs under the zero-shot
setting yield strong performance on the English
datasets they are evaluated on, and some of their re-
sults are even higher than those of the two models
under the fine-tuning setting. This could be at-
tributed to their larger model capacity and the fact
that they have been pre-trained on various VL tasks.
On the other hand, all five models’ performance

°See Appendix A.4 for full results containing R@5 and
R@10 for the TR, IR and VD tasks and detailed discussion.

on CVLUE is much lower than that on the English
VL dataset. Such a substantial performance gap be-
tween English and Chinese VL datasets indicates
that the VLU capability of existing multilingual
VLMs (under both zero-shot and fine-tuning set-
tings) in Chinese severely lags behind that in En-
glish. It also validates the usefulness of CVLUE in
the evaluation of VLMs in Chinese culture.

6 Conclusion

In this paper, we present CVLUE, a vision-
language understanding benchmark dataset specifi-
cally designed for the comprehensive evaluation of
VLMs in Chinese VLU. Images used in the dataset
were newly collected by Chinese native speakers
with explicit constraints ensuring that they are rep-
resentative of Chinese culture and thus avoid the
cultural bias caused by exploiting images from ex-
isting English VL datasets. Four distinct and repre-
sentative VL tasks are included in CVLUE for the
multi-aspect evaluation of VLMs in Chinese cul-
ture. Using CVLUE and some English VL datasets,
we reveal a noticeable gap between the perfor-
mance of several strong multilingual VLMs on En-
glish and Chinese VLU. We believe that CVLUE is
a solid step towards a fair and convenient platform
for the comparison of VLMs in Chinese culture
and can eventually facilitate the development of
Chinese vision-language pre-training.

Furthermore, we find that in CVLUE, 17,893
images from subset A are annotated on all three
tasks of ITR, VQA and VG, and 9,667 images from
subset B are annotated on both the ITR and VD
tasks. This could be a beneficial property for future
research in joint learning of multiple Chinese VL
tasks, which we leave for future study.



7 Ethical Considerations

Images used in our benchmark are collected from
the Chinese Internet. Sensitive information in the
images (e.g., human faces) has been obscured to
prevent potential misuse of the dataset. We used
the Baidu data crowdsourcing platform for image
collection and annotation. All the annotators have
given informed consent and have been fairly com-
pensated during the image collection and annota-
tion process. The proposed dataset will be made
publicly available for research purposes (under the
CC BY-ND license) after the paper gets accepted.

8 Limitations

To begin with, due to the lack of computational
resources, we were unable to test all VLMs on
the proposed dataset. Hence, we selected some
popular and representative models and conducted
experiments under both fine-tuning and zero-shot
settings. Also, we couldn’t afford to tune hyper-
parameters for each model, so we used the same
default ones for them all. Therefore, the results
reported may not reflect the models’ full potential.
However, we believe that the current experimental
setting is enough to reveal the large performance
gap of these strong and popular VLMs between
English and Chinese VL datasets. Such observa-
tion further validates the usefulness of CVLUE in
the comprehensive evaluation of VLMs in Chinese
VLU.

Secondly, as mentioned in section 6, a large num-
ber of images in CVLUE have been annotated un-
der multiple VL tasks. As this property is beyond
the scope of this paper, it is not discussed in detail.
However, we believe it will become a valuable and
beneficial property in future research, especially in
joint learning of multiple Chinese VL tasks.
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A Appendix

A.1 Categories and Statistics

We used 92 object categories from 15 semantic
fields in CVLUE, which are shown in Table 4. The
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91 object categories in MS-COCO, a popular En-
glish VL dataset and often used as the image source
for other English and Chinese VL datasets, are
listed in Table 5. The 15 overlapped categories
are shown in bold font, where about half of them
belong to animals. By comparing the categories of
the two datasets, it is easy to find that most of the
non-overlapped categories in CVLUE are represen-
tative of Chinese culture.

Semantic Categories

Fields

Animal panda, cow, fish, dog, horse,
chicken, mouse, bird,
human, cat

Food hot-pot, rice, dumpling,
noodles, stuffed bun

Beverages milk-tea, coke, milk, tea,
porridge, alcohol

Clothing Hanfu, Tang suit, chi-pao,
suit, T-shirt

Plant willow, ginkgo, Chinese
parasol, birch, pine,
chrysanthemum, peony,
orchid, lotus, lily

Fruit lychee, hawthorn, apple,
cantaloupe, longan

Vegetable bok choy, potato, Chinese
cabbage, carrot, cauliflower

Agriculture | hoe, plow, harrow, sickle,
carrying pole

Tool spoon, bowl, cutting-board,
chopsticks, wok, fan, Chinese
cleaver, spatula

Furniture TV, table, chair,
refrigerator, cooking stove

Sport ping-pong, basketball,
swimming, football, running

Celebrations | lion-dance, dragon boat,
national flag, moon cake,
couplet, lantern

Education pencil, blackboard, brush pen,
chalk, ball pen, scissors

Instruments | Chinese zither, urheen, suona
horn, drums, pipa

Arts calligraphy, shadow play,
paper-cutting, Terracotta
Army, tripod, ceramic

Table 4: Object categories in CVLUE.

The number of annotated objects per category

Categories in MS-COCO

person, bicycle, car, motorcycle, airplane,
bus, train, truck, boat, traffic light, fire
hydrant, street sign, stop sign, parking meter,
bench, bird, cat, dog, horse, sheep, cow,
elephant, bear, zebra, girafte, hat, backpack,
umbrella, shoe, eyeglasses, handbag, tie,
suitcase, frisbee, skis, snowboard, sports ball,
kite, baseball bat, baseball glove, skateboard,
surfboard, tennis racket, bottle, plate, wine
glass, cup, fork, knife, spoon, bowl, banana,
apple, sandwich, orange, broccoli, carrot, hot
dog, pizza, donut, cake, chair, couch, potted
plant, bed, mirror, dining table, window, desk,
toilet, door, TV, laptop, mouse, remote,
keyboard, cell phone, microwave, oven,
toaster, sink, refrigerator, blender, book,
clock, vase, scissors, teddy bear, hair drier,
toothbrush, hairbrush

Table 5: Object categories in MS-COCO.

for all 92 categories is shown in Figure 6.

A.2 Prompts for the Zero-Shot Setting
A.2.1 Visual Question Answering

In the VQA task, we use the prompts ‘2 B —
B H A E T B — MR R — DR EE LT
(A& : [question]” for Chinese and ‘Answer the
question with only an Arabic figure or a word or a
phrase: [question]’ for English, where [question]
denotes the question in VQA.

A.2.2 Visual Grounding

In the VG task, we use the prompts ‘HE
H B H[expression]H] fif E’ for Chinese and
‘<ref>[expression]</ref><box>" for English, where
[expression] denotes the referring expression in
VG, <ref>, </ref> and <box> are special tokens in
the Qwen-VL model.

A.2.3 Visual Dialogue
In the VD task, we use the prompts ‘ffiiR: [cap-

tion] X177 5: [history] 1R & B A ##iA FIxS 1%
[ 52 R — ) iE [E 2 DA R [A]@ [A] @ [question]
%282 for Chinese and ‘Context: [caption] History:
[history] Answer the question with one sentence
based on the context and dialogue history. Ques-
tion: [question] Answer:’ for English. [caption]
denotes the caption describing the image in VD,
[history] denotes the dialogue history, which is also
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Figure 6: Number of annotated objects per category in CVLUE.

in the format of question-answer pairs, and [ques-
tion] denotes the current question to be answered
in this round of dialogue.

Since the VD task is to rank the 100 answer
candidates given the dialogue history and current
question, we could not directly apply the genera-
tive VLMs in such a situation. Therefore, we con-
catenate each answer candidate with the dialogue
history and the current question and use the VLM
to calculate their probabilities, eventually ranking
all candidate answers based on these probabilities.

A.3 Fine-tuning Experimental Setups

In the fine-tuning setting, all tasks use the AdamW
optimizer with a weight decay of 0.05 and the co-
sine learning rate scheduler. We use the default
image resolution for each of the baseline models.
Other hyper-parameters are listed in Table 6. In the
fine-tuning setting, during the inference stage of
VQA, we constrain the decoder to only generate
from candidates computed in the training and valid
set. The models were fine-tuned on 8 V100s.

Task | init LR batchsize resolution #epoch
ITR 3e? 128 384384 10
VQA | 3e7° 128 768768 5
VG le” 128 384 %384 10
VD 3e" 128 384 %384 5

Table 6: Hyper-parameters used in the fine-tuning set-
ting. init LR stands for initial learning rate.

A.4 Experimental Results

The data splits of the English VL datasets we used
are shown in Table 7.

We also evaluate the X>VLM and CCLM models
on Flickr8K-CN, a Chinese ITR dataset constructed
by re-annotating the Western-culture-biased images
from the English Flickr8K dataset. The training,
valid, and test sets of Flickr8K-CN contain 6,000,
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Task [Train|]  [Valid] | Test]|
COCO (5K) | 82,783 5,000 5,000
VQA-v2 82,783 40,504 81,434
RefCOCOg 21,899 1,300 2,600
Visdial 1.0 123,287 2,064 8,000 (QA pairs)

Table 7: Data splits (in terms of image numbers if not
explicitly specified) of the English VL datasets we used.

Tasks Metrics Datasets
COCO Flickr8K- CVLUE
(5K) CN
R@]1 80.1 92.7 23.9
TR R@5 95.3 99.6 46.4
R@10 97.6 99.7 56.8
R@1 63.8 79.6 18.0
IR R@5 86.1 95.5 39.5
R@10 91.8 98.2 50.6

Table 8: Results of X>VLM on COCO (5K), Flickr8K-
CN and CVLUE.

1,000 and 1,000 images, respectively. The results
of X2VLM and CCLM are shown in Table 8 and
9, respectively. The results show that both mod-
els’ performance on Flickr8K-CN is even higher
than that on COCO (5K). On the contrary, their per-
formance on CVLUE is much lower. We suspect
this is because both models were trained on a large
number of images with Western cultural biases,
which has a similar distribution as the images used
in Flickr8K-CN. Meanwhile, images in CVLUE

Tasks Metrics Datasets
COCO Flickr8K- CVLUE
(5K) CN
R@1 77.7 89.1 20.3
TR R@5 94.2 99.0 41.2
R@10 97.1 99.8 50.8
R@1 60.5 74.5 15.5
IR R@5 84.3 93.6 353
R@10 90.7 97.1 46.0

Table 9: Results of CCLM on COCO (5K), Flickr8K-
CN and CVLUE.
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Tasks — Dataset Metrics “CLM  X?VLM QwenVL QwenVL-Chat Owl2
520M  422M 7B 7B 7B

R@T 777 80.1 - - -

COCO (5K) R@5 942 953 ; - ;

R R@10  97.1 97.6 - - ;
R@]1 203 239 - - -

CVLUE R@5 412 464 - - ;
R@I0 508 56.8 - - ;

R@1 60.5 638 - - :

COCO (5K) R@5 84.3 86.1 - - ;

R R@I0 907 91.8 - - -
R@1 55 18.0 - - -

CVLUE R@5 35.3 39.5 - - -
R@I0 460  50.6 . - ;

voa VOAVI(estsid)  Ace 63.7 755 78.0 67.9 792
CVLUE Acc 40.6 342 25.5 28.1 233

vG  RelCOCOg oU 704 799 78.0 80.1 -
CVLUE ToU 36.6 443 37.0 39.5 ;

R@1 D4 415 36.0 375 372

Visdial 1.0 R@5 644 597 50.0 51.8 524

VD R@I0 725 67.7 55.6 57.6 59.4
R@] 319 54 313 330 756

CVLUE R@5 46.1 15.3 43.7 453 37.1
R@I0 526 227 49.8 50.9 437

Table 10: Results of baseline VLMs. R@1, R@5 and R@10 denote the recall in the top 1, 5 and 10 predictions,
respectively. Acc denotes the accuracy, and IoU stands for the average intersection over union. For each compared
model, we also report the number of parameters.

are collected under strict constraints, ensuring that
they are representative of Chinese culture. This
also suggests that existing Chinese VL datasets
constructed on top of Western-culture-biased im-
ages from English VL datasets are not adequate
enough for the evaluation of VLMs’ actual VLU
capability in Chinese culture.

The full experimental results are shown in Ta-
ble 10. The performance of X?VLM on the
CVLUE VD task is extremely low. There might
be two possible reasons for this. First, as dis-
cussed in section 4.4, the answers to be predicted
in the CVLUE VD task are more complicated than
those in Visdial 1.0, and the low model capacity of
X2VLM might have limited its performance on the
CVLUE VD task. Therefore, its performance is
much lower than the three large-scale VLMs from
the zero-shot setting. Secondly, as shown in Table 2
and Table 7, the VD task in CVLUE has much less
training data than Visdial 1.0. Therefore, X2VLM
could neither obtain enough information through
fine-tuning in the CVLUE VD task as it did in the
Visdial 1.0 dataset.
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