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Abstract

The abundance of vision-language (VL) under-001
standing benchmark datasets for English, such002
as MS-COCO and Flickr30K, has largely fa-003
cilitated the evaluation of new vision-language004
models (VLMs) across diverse tasks. How-005
ever, despite the rapid development of Chinese006
VLMs, most existing Chinese VL datasets are007
constructed by re-annotating the images from008
English VL datasets, limiting the source of im-009
ages to English-speaking cultures only. Some010
others are limited to a few fundamental tasks,011
like image-text retrieval. Such cultural bias and012
limitation of task types make these datasets un-013
suitable and inadequate for evaluating VLMs014
in Chinese culture. To remedy this issue, we015
present a new Chinese Vision-Language Un-016
derstanding Evaluation (CVLUE) benchmark017
dataset, where the selection of object categories018
and images is entirely driven by Chinese native019
speakers, ensuring that the source images are020
representative of Chinese culture. The bench-021
mark contains four distinct VL tasks ranging022
from image-text retrieval to visual question an-023
swering, visual grounding and visual dialogue,024
which evaluates a model’s VL capability from025
multiple aspects. We present a detailed statisti-026
cal analysis of CVLUE and provide a baseline027
performance analysis with several open-source028
multilingual VLMs on CVLUE and its English029
counterparts to reveal their performance gap030
between English and Chinese. 1031

1 Introduction032

Over the last few years, vision-language pre-033

training (VLP), as a thriving field, has been draw-034

ing extensive attention (Lu et al., 2019; Chen et al.,035

2020; Cho et al., 2021; Li et al., 2021), leading036

to significant performance boosts across many VL037

tasks. It cannot be neglected that the abundance038

of VL datasets covering various distinct VL tasks039

(Young et al., 2014; Kazemzadeh et al., 2014; Antol040

1Our benchmark and the evaluation codes will be released
after the paper gets accepted.

Ben. Lan. ITR VQA VG VD VR IG
VLUE En. ✓ ✓ ✓ ✓
CLiMB En. ✓ ✓
MUGE Ch. ✓ ✓
Zero Ch. ✓
CVLUE Ch. ✓ ✓ ✓ ✓

Table 1: Tasks included in CVLUE, VLUE, CLiMB,
MUGE and Zero. Ben. and Lan. denote Benchmark and
Language, respectively. En. and Ch. stand for English
and Chinese respectively.

et al., 2015; Chen et al., 2015; Mao et al., 2016; Das 041

et al., 2017; Goyal et al., 2017) plays an essential 042

role in the rapid evolvement of VLMs. However, 043

most of the existing VL datasets are in English. A 044

majority of these datasets, such as NLVR2 (Suhr 045

et al., 2019) and MS-COCO (Lin et al., 2014), are 046

built on top of a hierarchy of concepts selected 047

from English WordNet (Fellbaum, 2010), resulting 048

in source images with a North American or West- 049

ern European bias (Liu et al., 2021). Beyond the 050

English language and Western cultures where these 051

datasets were created, evidence suggests that both 052

the origin (DeVries et al., 2019) and content (Stock 053

and Cissé, 2018) of such data are skewed. 054

A line of research studies (Shankar et al., 2017; 055

DeVries et al., 2019; Liu et al., 2021) have been 056

conducted to remedy this issue, where one of the 057

most effective ways is to collect and annotate im- 058

ages in other languages and cultures directly. For 059

example, Liu et al. (2021) constructed a multilin- 060

gual dataset for Multicultural Reasoning over Vi- 061

sion and Language (MaRVL), which contains im- 062

ages collected and annotated by native speakers 063

of 5 typologically diverse languages ranging from 064

Chinese to Turkish. However, only a limited num- 065

ber of images were annotated for each language, 066

and only one VL task was involved in this dataset. 067

In this work, we focus on the evaluation of VLMs 068

in Chinese culture, meaning that not only are the 069

texts in Chinese but, more importantly, the images 070

are representative of Chinese culture. Over the 071
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1.桌子中间摆放着火锅
(Hot pots are placed in the middle of the table)

2.两种口味的火锅摆放在木质的桌子上
(Hot pots of two flavors are placed on a wooden table)

3.一个辣的和一个菌汤锅底的火锅放在桌上
(A spicy hot pot and a mushroom soup hot pot are on the table)

4.火锅四周摆满了涮火锅用的蔬菜、肉、丸子等食材
(The hot pots are surrounded by vegetables, meats and meatballs)

5.桌子中间摆放着两个口味的火锅，周围的陶瓷碗里盛放着涮火

锅用的食材
(Two hot pots of different flavors are placed in the middle of the 

table, while the ceramic bowls around are filled with food for hot pot)

1

(a) Image Captioning

Q: 龙舟划向什么方位？
(What direction is the dragon boat rowing towards?)

A: 右方 

(right)

Q: 有几支队伍在划龙舟？
(How many teams are rowing dragon boats?)

A: 5 

Q: 大多数人的姿势是站立还是坐着？
(Is the posture of most people standing or sitting?)

A: 坐着
(Sitting)

(b) Visual Question Answering

1.戴眼镜女孩手里拿着的皮影
(The shadow puppet held in the hand of a girl wearing glasses)

2.短发男孩手里拿着的皮影
(The shadow puppet held in the hand of a short haired boy)

1 21 2

(c) Visual Grounding

Caption: 蓝色桌垫上有许多食物
(There are many foods on the blue table mat)

Q1: 桌上都有哪些食物?

(What food are there on the table?)

A1: 食物中有鸡蛋、包子、小菜、馒头和粥
(The food includes eggs, stuffed bun, side dishes, steamed 

bread and congee)

…… 

Q10:桌面上的鸡蛋有几个？
(How many eggs are there on the table?)

A10:桌面上有两个鸡蛋
(There are two eggs on the table)

(d) Visual Dialogue

Figure 1: Examples of the images and their annotation for the four tasks in CVLUE. The annotation of image
captioning is used for the ITR task.

last two years, a significant number of multimodal072

datasets for Chinese VLM pre-training have been073

presented (Zhan et al., 2021; Lin et al., 2021; Gu074

et al., 2022; Liu et al., 2022). However, the de-075

velopment of the benchmark dataset for Chinese076

VLM evaluation is lagging behind. Many existing077

Chinese VL datasets exploit images from English078

VL datasets containing the abovementioned bias.079

Some of them, such as Flickr30K-CN (Lan et al.,080

2017), were constructed by translating texts in En-081

glish VL datasets into Chinese. Others, such as082

FM-IQA (Gao et al., 2015), Flickr8K-CN (Li et al.,083

2016) and COCO-CN (Li et al., 2019), were con-084

structed by re-annotating images from English VL085

datasets in Chinese. Recently, several new datasets086

have been presented, whose images were collected087

from image search engines with Chinese queries.088

However, they are limited to single types of tasks089

like visual question answering (Wang et al., 2022)090

or image-text retrieval (Xie et al., 2022).091

Chinese is linguistically distinct from English092

and many other languages, whose speakers com-093

prise one-fourth of the world’s population. This094

necessitates a benchmark dataset specifically de-095

signed for Chinese vision-language understanding096

(VLU). To remedy this issue, we present CVLUE, a097

new Chinese VL benchmark dataset. We start by se-098

lecting categories representative of Chinese culture099

and manually collect all the images from the Chi-100

nese Internet, ensuring that the source images are101

commonly seen or representative in the Chinese-102

speaking population. The comparison between 103

CVLUE and existing VL benchmark datasets is 104

shown in Table 1. The visual reasoning (VR) task 105

is included in the two English benchmark datasets 106

VLUE (Zhou et al., 2022) and CLiMB (Srinivasan 107

et al., 2022) but not included in any of the Chi- 108

nese ones. The image generation (IG) task is only 109

included by MUGE2, which mainly contains sim- 110

ple iconic images collected from e-commerce plat- 111

forms and encyclopedias. On the contrary, images 112

in our benchmark were mostly non-iconic ones. 113

The other Chinese dataset Zero (Xie et al., 2022) 114

only focuses on image-text matching and retrieval 115

and comprises five subtasks of a similar type. Our 116

benchmark, by contrast, contains four distinct VL 117

tasks: image-text retrieval (ITR), visual question 118

answering (VQA), visual grounding (VG) and vi- 119

sual dialogue (VD), which evaluate VLMs in Chi- 120

nese culture from multiple aspects. 121

Examples of the images and annotation for the 122

four tasks are shown in Figure 1, where the main 123

objects’ categories in the examples are hot pot, 124

dragon boat, shadow puppet and stuffed bun, re- 125

spectively (all representative in Chinese culture). 126

Among the 92 categories in CVLUE and 91 cate- 127

gories in MS-COCO (commonly used as the image 128

source for English VL datasets), only 15 are over- 129

lapped.3 And the non-overlapped ones are mostly 130

2https://tianchi.aliyun.com/muge
3Please refer to Appendix A.1 for the full list of categories

in CVLUE and MS-COCO.
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representative of Chinese culture. To the best of131

our knowledge, CVLUE is the most comprehensive132

Chinese VL benchmark dataset so far.133

We believe this dataset can provide a fair and134

convenient platform for the evaluation of VLMs135

in Chinese culture and facilitate the evaluation and136

development of the Chinese VLP. We present a137

detailed statistical analysis to show the distinct138

properties and goals of the four tasks involved and139

benchmark several popular open-source multilin-140

gual VLMs on CVLUE and some established En-141

glish VL datasets to evaluate their VL understand-142

ing capability in Chinese and English.143

2 Related Work144

Over the last decade, English VL datasets have145

experienced rapid development, starting from the146

most fundamental task of image captioning. Fol-147

lowing the popular MS-COCO (Lin et al., 2014)148

and Flickr30K (Young et al., 2014) datasets, a149

significant number of VL datasets covering var-150

ious tasks of visual question answering (Antol151

et al., 2015; Goyal et al., 2017), visual ground-152

ing (Kazemzadeh et al., 2014; Mao et al., 2016),153

visual entailment (Xie et al., 2019), visual dia-154

logue (Das et al., 2017) and etc. have emerged.155

Recently, an increasing number of English VL156

benchmarks aiming at different goals have been157

proposed (Parcalabescu et al., 2022; Zhou et al.,158

2022; Zheng et al., 2022; Srinivasan et al., 2022),159

which significantly facilitates the evaluation and160

comparison of VLMs in English.161

Beyond the VL datasets in English, MS-COCO162

was extended with captions translated to or newly163

written in German and French (Rajendran et al.,164

2016), Japanese (Yoshikawa et al., 2017) and Chi-165

nese (Li et al., 2019). All these datasets exploit166

images crowdsourced from North America and167

Western Europe. Researches suggest that they suf-168

fer from cultural bias, which may lead to essential169

limitations for the application in many languages170

and cultures (Stock and Cissé, 2018; DeVries et al.,171

2019; Liu et al., 2021). A line of work has been con-172

ducted to solve this problem. For instance, Yang173

et al. (2020) proposed to intervene in the data by fil-174

tering and re-balancing a subset of categories. Liu175

et al. (2021) introduced a natural language visual176

reasoning dataset covering five languages, where177

the image collection and annotation were driven178

by native speakers. Unfortunately, only a limited179

number of data for a single task was provided for180

each language in their dataset. 181

Over the last two years, an increasing number 182

of Chinese multimodal datasets in the form of 183

image-text pairs have been presented (Lin et al., 184

2021; Gu et al., 2022; Liu et al., 2022), which 185

has dramatically promoted the evolvement of Chi- 186

nese VLMs. However, the development of the 187

benchmark dataset for VLM evaluation in Chi- 188

nese is lagging behind. A great number of ex- 189

isting Chinese VL datasets were constructed by 190

extending English VL datasets with translated (Lan 191

et al., 2017) or newly written (Gao et al., 2015; 192

Li et al., 2016, 2019) annotation in Chinese. Wu 193

et al. (2017) presented a Chinese image captioning 194

dataset AIC-ICC, whose images were newly col- 195

lected from search engines. Recently, two Chinese 196

VQA datasets were introduced, both constructed 197

with newly collected images (Qi et al., 2022; Wang 198

et al., 2022). However, these datasets are limited 199

to single types of tasks and thus insufficient for the 200

comprehensive evaluation of VLMs. 201

Due to the abundance of English VL datasets, the 202

recent English VL benchmarks were constructed 203

mainly by exploiting existing VL datasets. How- 204

ever, given the situation of existing Chinese VL 205

datasets, it is undoubtedly much more challeng- 206

ing to build a VL benchmark dataset specifically 207

designed for Chinese. Recently, Xie et al. (2022) 208

introduced a new Chinese VL dataset Zero cover- 209

ing five subtasks. However, all of them involve 210

image-text retrieval/matching and are, therefore, 211

not comprehensive enough to evaluate the general 212

capability of VLMs. Besides, like all the Chinese 213

VL datasets discussed above, no explicit rule was 214

mentioned in the image collection stage to ensure 215

that the selected images were representative of Chi- 216

nese culture. Hence, there is a considerable chance 217

that images in such datasets may fail to reflect the 218

actual distribution in Chinese culture. To remedy 219

this issue, we present CVLUE, where the collection 220

of images was entirely driven by Chinese native 221

speakers with explicit constraints to ensure that the 222

source images are representative of Chinese cul- 223

ture. Our benchmark covers four distinct VL tasks, 224

which help to evaluate the general capability of 225

Chinese VLMs from multiple aspects. 226

3 CVLUE 227

Our dataset consists of four distinct VL tasks that 228

evaluate a model’s capability in Chinese VLU from 229

multiple aspects. The data splits and evaluation 230
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Task |Train| |Valid| |Test| Metrics
ITR 25,761 4,248 11,655 R@k
VQA 20,697 3,405 6,046 Acc
VG 15,571 2,548 5,885 IoU
VD 5,748 914 3,093 R@k

Table 2: Data splits (in terms of image numbers) and
evaluation metrics of tasks in CVLUE. R@k denotes the
recall in the top k predictions, Acc stands for accuracy,
and IoU stands for intersection over union.

metrics are summarized in Table 2. In this section,231

we describe the procedure we devised for image232

collection and dataset annotation.233

3.1 Selection of Object Categories234

We first introduce how the object categories are235

selected. The categories must form a representative236

set of all categories in Chinese daily life, reflect-237

ing the unique characteristics of Chinese culture.238

The selection of object categories for our dataset239

is inspired by the Chinese part of MaRVL (Liu240

et al., 2021), where five native speakers are asked241

to provide 5-10 specific concepts of 18 semantic242

fields. The concepts must be ‘commonly seen or243

representative in the speaking population of the lan-244

guage’ and ‘be physical and concrete’. However,245

since CVLUE is developed specifically for Chinese,246

while MaRVL is created for multiple languages, its247

categories are unsuitable for direct application here.248

Therefore, we first removed categories not249

strongly related to specific objects with clear bound-250

aries (e.g., Taoism). We also replaced some cat-251

egories with more concrete categories that have252

clearer boundaries (e.g., replacing the Dragon253

Boat Festival with dragon boat, replacing the Mid-254

Autumn Festival with moon cake). Then, we255

merged some categories to make sure that all cate-256

gories occurred frequently enough so that we could257

collect enough images for each of them (e.g., merg-258

ing all types of birds into one bird category). Be-259

sides, we added some categories representative of260

Chinese culture (e.g., stuffed buns, fans). Eventu-261

ally, we select 92 object categories from 15 seman-262

tic fields listed in Appendix A.1.263

3.2 Image Collection264

After obtaining the list of object categories, our265

next goal was to collect appropriate images for266

each of them. To meet the requirements of differ-267

ent types of tasks in our dataset, we collect two268

subsets of images for each category. Subset A con-269

sists of images containing at least 2 objects of the270

same category and is used for the VQA and VG 271

tasks.4 Subset B consists of images containing 3-5 272

objects of different object categories and is used 273

for the VD task.5 The image captioning task is 274

annotated on both subsets. All the collected im- 275

ages must be (1) real photos with no watermark; 276

(2) non-iconic images with more than 2 objects; (3) 277

commonly seen or representative in Chinese cul- 278

ture. The images were collected from the Chinese 279

Internet and inspected by four co-authors who are 280

well aware of the image collection guidelines. 281

3.3 Quality Control 282

Given the complexity of the tasks in our dataset, 283

the selection and training of annotators are of great 284

importance and consist of two steps. In the first 285

step, the annotation guidelines for all the tasks were 286

given to the candidates, who were asked to anno- 287

tate all the tasks on 5 randomly sampled images to 288

evaluate their general capability. Qualified candi- 289

dates were then categorized into groups for specific 290

tasks based on their performance in the general 291

test. In the second step, annotators in each group 292

were asked to annotate their specific task on 50 293

randomly sampled images. They were instructed 294

one-on-one by senior annotators well aware of the 295

guidelines until they fully understood them and 296

their annotation was 100% correct. 297

Annotators who had gone through the above 298

steps were allowed to start annotating. The tasks 299

were batched into packages, and an annotator could 300

not apply for the next package until the current one 301

was finished. The annotation of each package was 302

first checked by the annotator himself or herself, 303

then checked by a senior inspector, and eventually 304

inspected by four co-authors well aware of the an- 305

notation guidelines. Each package was sampled 306

by 10%-25% for the final inspection by the co- 307

authors, and only those with accuracy higher than 308

97% could pass it. Otherwise, the package will 309

be returned to the annotator and should be double- 310

checked and corrected. Overall, 41, 108, 44, 26 311

annotators and 10, 12, 8 and 13 senior inspectors 312

were involved in the annotation procedure of IC, 313

VQA, VG and VD tasks, respectively. The project 314

took six months to complete, with an expenditure 315

of approximately RMB 550,000. 316

4This constraint ensures VG is challenging enough.
5This constraint improves the richness of dialogues in VD.

4



3.4 Instance Segmentation317

The first stage is the task of segmenting object318

instances in images of subset A. All the objects319

belonging to the categories we selected above were320

manually labelled with bounding boxes.321

3.5 Image Captioning322

The image-text retrieval task includes two subtasks,323

namely text retrieval (TR), where given an image,324

the task is to retrieve the corresponding text and325

image retrieval (IR), where given a text, the task326

is to retrieve the image. This task aims to evaluate327

the capability of VLMs to align the semantic space328

of vision and language representations. The data329

is annotated via image captioning. Our guidelines330

for image caption annotation were mainly inspired331

by Chen et al. (2015). Specifically, the annotators332

were asked to write five different sentences describ-333

ing each image, which were required to:334

• Describe all the important parts of the image.335

• Do not describe things that might have hap-336

pened in the future or past.337

• Do not describe what a person might say.338

• Do not name people in the image.339

• Contain at least eight characters.340

• Contain no more than 30% overlapped char-341

acters between each other.342

3.6 Visual Question Answering343

Given an image and a natural language question,344

the VQA task requires the model to generate or se-345

lect the corresponding answer in natural language.346

This task aims to evaluate VLMs’ detailed visual347

understanding and complex reasoning ability. We348

devised our annotation guidelines for VQA follow-349

ing Antol et al. (2015). Specifically, the annotators350

were asked to write three different questions for351

each image and give the correct answers in short352

phrases. The questions must: (1) require the im-353

age to correctly answer and not be answerable with354

only commonsense knowledge (e.g., ‘What is the355

book made of?’); and (2) not be too simple that only356

low-level computer vision knowledge is required357

to answer them (e.g., ‘What colour is the flower?’).358

The answers must be brief phrases rather than com-359

plete sentences. This constraint was added to en-360

sure that the function of the VQA task is distinct361

from that of the VD task, in which the annotators362

were required to write complete sentences.363

3.7 Visual Grounding 364

Given an image and a natural language referring 365

expression, the VG task requires the model to lo- 366

cate the corresponding object. This task aims to 367

evaluate the VLMs’ ability to understand and dis- 368

tinguish objects in images. The annotation of the 369

VG task is accomplished in a process similar to the 370

Referring Expression Game (Kazemzadeh et al., 371

2014). Specifically, each image was annotated by 372

two annotators, namely A and B. A was asked to 373

write an expression for each object labelled in the 374

instance segmentation stage, distinguishing it from 375

others of the same category.6 B was then given the 376

expressions one by one and asked to select the cor- 377

responding object by clicking on the image. The 378

annotation was regarded as correct only if B cor- 379

rectly selected all the objects. 380

An important factor that makes this task chal- 381

lenging enough is ensuring that at least two ob- 382

jects of the same category exist in all the images. 383

Otherwise, this task would be degraded into sim- 384

ply distinguishing objects of different categories. 385

Kazemzadeh et al. (2014) built their dataset on im- 386

ages from eixsting ImageCLEF dataset (Grubinger 387

et al., 2006). Therefore, they had no choice but to 388

use images with and without multiple objects of the 389

same category. To deal with this issue, we restrict 390

the number of objects of the same category from 391

the beginning. Specifically, in the collection stage 392

of subset A, we strictly require that only images 393

containing at least two objects of the same category 394

be included. Such categories will be considered 395

as the main category of the image. Then, during 396

the VG annotation stage, the annotators were only 397

asked to write expressions for the objects of the im- 398

ages’ main category. In this way, we guarantee that 399

all the images used in this task contain two or more 400

described objects of the same category, making the 401

task more challenging. 402

3.8 Visual Dialogue 403

Inspired by Das et al. (2017), we employ the task of 404

visual dialogue to evaluate the general intelligence 405

of the VLM, ranging from global visual understand- 406

ing to history memorization and natural language 407

generation. The annotation of the VD task also re- 408

quires the annotators to work in pairs. One of them 409

was given a caption describing the image from sub- 410

set B and was required to ask questions about the 411

6For images containing more than four objects of the same
category, we let the annotator select four objects to annotate.
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Figure 2: Number of annotated categories (a) and objects (b), respectively, per image for CVLUE, MS-COCO,
ImageNet Detection and PASCAL VOC (average number of categories and objects are shown in parentheses).

image to ‘imagine the scene better’. Another an-412

notator was given both the image and the caption413

and was required to answer the questions based on414

the image. The conversation will be ended after ten415

pairs of questions and answers. It was emphasized416

to the annotators that the questions must be related417

to concrete objects in the image. Abstract questions418

concerning reason and meaning were not allowed.419

4 Dataset Analysis420

In this section, we extensively analyse all the tasks421

to show their characteristics.422

4.1 Images and Objects423

We first count the object-related statistics to show424

the properties of the source images in CVLUE.425

The number of objects per category for all 92 cat-426

egories is shown in Appendix A.1. We compare427

CVLUE with several popular datasets, including428

MS-COCO (Lin et al., 2014), ImageNet7 (Deng429

et al., 2009) and PASCAL VOC (Everingham et al.,430

2010). These datasets were designed for various431

goals. Specifically, MS-COCO was created to de-432

tect and segment objects occurring in their neural433

context. ImageNet was focused on capturing a434

large number of object categories. Eventually, the435

primary application of PASCAL VOC was to de-436

tect objects in natural images. CVLUE, however, is437

specifically designed to evaluate VLMs comprehen-438

sively in Chinese VLU. The numbers of annotated439

categories and objects per image are shown in Fig-440

ure 2a and Figure 2b, respectively, which could441

reflect the amount of contextual information in the442

images. Our dataset contains 2.3 categories and443

6.3 objects annotated per image on average. In444

7We use the object detection validation set since the train-
ing data only has a single object labelled.

contrast, ImageNet and PASCAL VOC only have 445

less than 2 categories and 3 objects per image on 446

average. Another observation is that none of the 447

images in CVLUE contains one object. This is 448

due to the constraint that all the images in subset 449

A should include at least two objects of the same 450

category in the image collection stage. 451

4.2 Image Captions 452
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Figure 3: The caption length distribution of CVLUE,
COCO-CN, Flickr8K-CN and Flickr30K-CN (average
caption lengths are shown in parentheses).

For the image captions used in the ITR task, 453

we compare CVLUE with several popular Chinese 454

datasets constructed via text translation (Flickr30K) 455

or re-annotation (Flickr8K and COCO-CN). These 456

datasets are all built on top of Western culture- 457

biased images from existing English VL datasets. 458

The caption length distribution is shown in Figure 3. 459

Our dataset’s average caption length is 19.2, which 460

is higher than that of the other three datasets. It is 461

worth noting that the caption lengths in CVLUE 462

are distributed more evenly than the other three 463

datasets. This indicates that our dataset comprises 464

both simple captions and complicated ones. 465
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4.3 Visual Grounding466

To the best of our knowledge, there has not been467

any other Chinese VG dataset. To illustrate the468

property of the proposed dataset, here we provide469

a rough comparison between the VG dataset in470

CVLUE and a popular English VG dataset Ref-471

COCOg (Mao et al., 2016). Overall, the average472

number of referring expressions per image is 3.38473

for our VG dataset and 3.91 for RefCOCOg. This474

is because multiple expressions for a single object475

are allowed in RefCOCOg but disallowed in our476

dataset. The average number of objects described477

per image in our dataset and in RefCOCOg is 3.38478

and 1.93, respectively, meaning that more objects479

are described in our dataset. Besides, the aver-480

age expression lengths are 11.9 characters for our481

dataset and 8.3 words for RefCOCOg.482

4.4 Visual Question Answering and Visual483

Dialogue484
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Figure 4: The question length distribution of VQA and
VD in CVLUE (average lengths in parentheses).

To illustrate the difference between VQA and485

VD tasks, we report their distribution of question486

and answer lengths in Figure 4 and Figure 5, re-487

spectively. The question length distribution shows488

that VD has longer questions than VQA on average.489

The difference becomes more evident in the answer490

length distribution, where answers in VQA are all491

short phrases, while VD has much longer answers.492
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Figure 5: The answer length distribution of VQA and
VD in CVLUE (average lengths in parentheses).

This difference reflects the distinct motivation 493

of these two tasks. With VQA, we want the model 494

to focus more on detailed visual understanding and 495

complex reasoning. With VD, however, we want 496

to evaluate VLMs’ general intelligence, including 497

global visual understanding, history memorization, 498

and natural language generation. We also count 499

the number of sentences containing pronouns (e.g., 500

‘he’, ‘she’, ‘it’, etc.) and find that 43% questions, 501

32% answers and almost all (93%) dialogues in 502

VD contain at least one pronoun. In contrast, only 503

1% of sentences in VQA contain pronouns. This 504

means that the VD task also requires the capability 505

to overcome coreference ambiguities, which is not 506

strictly required by VQA. 507

To the best of our knowledge, there has not been 508

any similar Chinese VD dataset. So, we make 509

a rough comparison between the VD dataset in 510

CVLUE and its English counterpart, the Visdial 1.0 511

dataset (Das et al., 2017). We focus on the answers 512

and find that the two most frequent answers for 513

Visdial 1.0 are ‘no’ and ‘yes’, constituting 21.3% 514

and 19.2% of the total answers, respectively. For 515

our VD dataset, the two most frequent answers are 516

‘这是一个女人/男人’ (This is a woman/man), con- 517

stituting only 0.1% and 0.07% of the total answers, 518

respectively. Overall, Visdial 1.0 has 1,232,870 519

answers of 337,527 different types, while our VD 520

dataset contains 97,550 answers of 93,308. The 521

average answer lengths are 2.9 words for Visdial 522

1.0 and 15.3 characters for our VD dataset. This 523

comparison shows our VD dataset’s superiority re- 524

garding the answers’ richness and complexity. 525

5 Experiments 526

5.1 Experimental Setups and Baselines 527

We use CVLUE and some of its counterparts in 528

English to evaluate the performance of several pop- 529

ular multilingual VLMs in VLU. The English VL 530

datasets include COCO (5K) (Lin et al., 2014), 531

VQA-v2 (Goyal et al., 2017), RefCOCOg (Mao 532

et al., 2016) and Visdial 1.0 (Das et al., 2017).8 533

We use two experimental settings, namely the 534

fine-tuning one and the zero-shot one. Models 535

under the fine-tuning setting include: 536

CCLM (Zeng et al., 2023), a multilingual VLM 537

where the cross-lingual and cross-modal objectives 538

are jointly learned. 539

X2VLM (Zeng et al., 2022), a multilingual VLM 540

8We use the default splits for these datasets.
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Tasks Dataset
Fine-tuning Zero-shot

CCLM X2VLM QwenVL QwenVL-Chat mPLUG-Owl2
522M 422M 7B 7B 7B

TR COCO (5K) 77.7 80.1 - - -
CVLUE 20.3 23.9 - - -

IR COCO (5K) 60.5 63.8 - - -
CVLUE 15.5 18.0 - - -

VQA VQA-v2 (test-std) 63.7 75.5 78.0 67.9 79.2
CVLUE 40.6 34.2 25.5 28.1 23.3

VG RefCOCOg 70.4 79.9 78.0 80.1 -
CVLUE 36.6 44.3 37.0 39.5 -

VD Visdial 1.0 42.4 41.5 36.0 37.5 37.2
CVLUE 31.9 5.4 31.3 33.0 25.6

Table 3: Results of baseline VLMs. We report R@1 for the TR, IR and VD tasks, accuracy for the VQA task and
IoU for the VG task. For each compared model, we also report the number of parameters.

where the multi-grained vision language align-541

ments are learned in a unified framework.542

Models under the zero-shot setting include:543

Qwen-VL (Bai et al., 2023), a large-scale VLM544

pre-trained on 7 VL tasks simultaneously, can han-545

dle the grounding task.546

Qwen-VL-Chat, the Qwen-VL model fine-547

tuned through instruction tuning with the instruc-548

tion following and dialogue capabilities enhanced.549

mPLUG-Owl2 (Ye et al., 2023), a large-scale550

VLM that incorporates shared functional modules551

to facilitate modality collaboration.552

We couldn’t afford to tune hyper-parameters for553

each baseline model, so we used default ones for554

them all. Please refer to Appendix A.2 and A.3 for555

prompts used in the zero-shot setting and detailed556

fine-tuning setups. For the VD task, we collect557

100 candidate answers (including correct, plausible,558

popular and random ones) for each question follow-559

ing the procedure proposed by Das et al. (2017).560

5.2 Results561

The results of the baseline models on CVLUE are562

presented in Table 3.9 All models under the zero-563

shot setting do not support the ITR task. Addition-564

ally, mPLUG-Owl2 does not support the VG task565

either. Hence, these results are not reported.566

The three large-scale VLMs under the zero-shot567

setting yield strong performance on the English568

datasets they are evaluated on, and some of their re-569

sults are even higher than those of the two models570

under the fine-tuning setting. This could be at-571

tributed to their larger model capacity and the fact572

that they have been pre-trained on various VL tasks.573

On the other hand, all five models’ performance574

9See Appendix A.4 for full results containing R@5 and
R@10 for the TR, IR and VD tasks and detailed discussion.

on CVLUE is much lower than that on the English 575

VL dataset. Such a substantial performance gap be- 576

tween English and Chinese VL datasets indicates 577

that the VLU capability of existing multilingual 578

VLMs (under both zero-shot and fine-tuning set- 579

tings) in Chinese severely lags behind that in En- 580

glish. It also validates the usefulness of CVLUE in 581

the evaluation of VLMs in Chinese culture. 582

6 Conclusion 583

In this paper, we present CVLUE, a vision- 584

language understanding benchmark dataset specifi- 585

cally designed for the comprehensive evaluation of 586

VLMs in Chinese VLU. Images used in the dataset 587

were newly collected by Chinese native speakers 588

with explicit constraints ensuring that they are rep- 589

resentative of Chinese culture and thus avoid the 590

cultural bias caused by exploiting images from ex- 591

isting English VL datasets. Four distinct and repre- 592

sentative VL tasks are included in CVLUE for the 593

multi-aspect evaluation of VLMs in Chinese cul- 594

ture. Using CVLUE and some English VL datasets, 595

we reveal a noticeable gap between the perfor- 596

mance of several strong multilingual VLMs on En- 597

glish and Chinese VLU. We believe that CVLUE is 598

a solid step towards a fair and convenient platform 599

for the comparison of VLMs in Chinese culture 600

and can eventually facilitate the development of 601

Chinese vision-language pre-training. 602

Furthermore, we find that in CVLUE, 17,893 603

images from subset A are annotated on all three 604

tasks of ITR, VQA and VG, and 9,667 images from 605

subset B are annotated on both the ITR and VD 606

tasks. This could be a beneficial property for future 607

research in joint learning of multiple Chinese VL 608

tasks, which we leave for future study. 609
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7 Ethical Considerations610

Images used in our benchmark are collected from611

the Chinese Internet. Sensitive information in the612

images (e.g., human faces) has been obscured to613

prevent potential misuse of the dataset. We used614

the Baidu data crowdsourcing platform for image615

collection and annotation. All the annotators have616

given informed consent and have been fairly com-617

pensated during the image collection and annota-618

tion process. The proposed dataset will be made619

publicly available for research purposes (under the620

CC BY-ND license) after the paper gets accepted.621

8 Limitations622

To begin with, due to the lack of computational623

resources, we were unable to test all VLMs on624

the proposed dataset. Hence, we selected some625

popular and representative models and conducted626

experiments under both fine-tuning and zero-shot627

settings. Also, we couldn’t afford to tune hyper-628

parameters for each model, so we used the same629

default ones for them all. Therefore, the results630

reported may not reflect the models’ full potential.631

However, we believe that the current experimental632

setting is enough to reveal the large performance633

gap of these strong and popular VLMs between634

English and Chinese VL datasets. Such observa-635

tion further validates the usefulness of CVLUE in636

the comprehensive evaluation of VLMs in Chinese637

VLU.638

Secondly, as mentioned in section 6, a large num-639

ber of images in CVLUE have been annotated un-640

der multiple VL tasks. As this property is beyond641

the scope of this paper, it is not discussed in detail.642

However, we believe it will become a valuable and643

beneficial property in future research, especially in644

joint learning of multiple Chinese VL tasks.645

References646

Stanislaw Antol, Aishwarya Agrawal, Jiasen Lu, Mar-647
garet Mitchell, Dhruv Batra, C. Lawrence Zitnick,648
and Devi Parikh. 2015. VQA: visual question an-649
swering. In 2015 IEEE International Conference650
on Computer Vision, ICCV 2015, Santiago, Chile,651
December 7-13, 2015, pages 2425–2433. IEEE Com-652
puter Society.653

Jinze Bai, Shuai Bai, Shusheng Yang, Shijie Wang,654
Sinan Tan, Peng Wang, Junyang Lin, Chang Zhou,655
and Jingren Zhou. 2023. Qwen-vl: A frontier large656
vision-language model with versatile abilities. CoRR,657
abs/2308.12966.658

Xinlei Chen, Hao Fang, Tsung-Yi Lin, Ramakr- 659
ishna Vedantam, Saurabh Gupta, Piotr Dollár, and 660
C. Lawrence Zitnick. 2015. Microsoft COCO cap- 661
tions: Data collection and evaluation server. CoRR, 662
abs/1504.00325. 663

Yen-Chun Chen, Linjie Li, Licheng Yu, Ahmed El 664
Kholy, Faisal Ahmed, Zhe Gan, Yu Cheng, and 665
Jingjing Liu. 2020. UNITER: universal image-text 666
representation learning. In Computer Vision - ECCV 667
2020 - 16th European Conference, Glasgow, UK, Au- 668
gust 23-28, 2020, Proceedings, Part XXX, volume 669
12375 of Lecture Notes in Computer Science, pages 670
104–120. Springer. 671

Jaemin Cho, Jie Lei, Hao Tan, and Mohit Bansal. 2021. 672
Unifying vision-and-language tasks via text genera- 673
tion. In Proceedings of the 38th International Con- 674
ference on Machine Learning, ICML 2021, 18-24 675
July 2021, Virtual Event, volume 139 of Proceedings 676
of Machine Learning Research, pages 1931–1942. 677
PMLR. 678

Abhishek Das, Satwik Kottur, Khushi Gupta, Avi Singh, 679
Deshraj Yadav, José M. F. Moura, Devi Parikh, and 680
Dhruv Batra. 2017. Visual dialog. In 2017 IEEE 681
Conference on Computer Vision and Pattern Recog- 682
nition, CVPR 2017, Honolulu, HI, USA, July 21-26, 683
2017, pages 1080–1089. IEEE Computer Society. 684

Jia Deng, Wei Dong, Richard Socher, Li-Jia Li, Kai Li, 685
and Li Fei-Fei. 2009. Imagenet: A large-scale hier- 686
archical image database. In 2009 IEEE Computer 687
Society Conference on Computer Vision and Pattern 688
Recognition (CVPR 2009), 20-25 June 2009, Miami, 689
Florida, USA, pages 248–255. IEEE Computer Soci- 690
ety. 691

Terrance DeVries, Ishan Misra, Changhan Wang, and 692
Laurens van der Maaten. 2019. Does object recog- 693
nition work for everyone? In IEEE Conference on 694
Computer Vision and Pattern Recognition Workshops, 695
CVPR Workshops 2019, Long Beach, CA, USA, June 696
16-20, 2019, pages 52–59. Computer Vision Founda- 697
tion / IEEE. 698

Mark Everingham, Luc Van Gool, Christopher K. I. 699
Williams, John M. Winn, and Andrew Zisserman. 700
2010. The pascal visual object classes (VOC) chal- 701
lenge. Int. J. Comput. Vis., 88(2):303–338. 702

Christiane Fellbaum. 2010. Harmonizing wordnet and 703
framenet. In Advances in Natural Language Process- 704
ing, 7th International Conference on NLP, IceTAL 705
2010, Reykjavik, Iceland, August 16-18, 2010, vol- 706
ume 6233 of Lecture Notes in Computer Science, 707
page 2. Springer. 708

Haoyuan Gao, Junhua Mao, Jie Zhou, Zhiheng Huang, 709
Lei Wang, and Wei Xu. 2015. Are you talking to 710
a machine? dataset and methods for multilingual 711
image question answering. CoRR, abs/1505.05612. 712

Yash Goyal, Tejas Khot, Douglas Summers-Stay, Dhruv 713
Batra, and Devi Parikh. 2017. Making the V in VQA 714

9

https://doi.org/10.1109/ICCV.2015.279
https://doi.org/10.1109/ICCV.2015.279
https://doi.org/10.1109/ICCV.2015.279
https://doi.org/10.48550/ARXIV.2308.12966
https://doi.org/10.48550/ARXIV.2308.12966
https://doi.org/10.48550/ARXIV.2308.12966
http://arxiv.org/abs/1504.00325
http://arxiv.org/abs/1504.00325
http://arxiv.org/abs/1504.00325
https://doi.org/10.1007/978-3-030-58577-8_7
https://doi.org/10.1007/978-3-030-58577-8_7
https://doi.org/10.1007/978-3-030-58577-8_7
http://proceedings.mlr.press/v139/cho21a.html
http://proceedings.mlr.press/v139/cho21a.html
http://proceedings.mlr.press/v139/cho21a.html
https://doi.org/10.1109/CVPR.2017.121
https://doi.org/10.1109/CVPR.2009.5206848
https://doi.org/10.1109/CVPR.2009.5206848
https://doi.org/10.1109/CVPR.2009.5206848
http://openaccess.thecvf.com/content_CVPRW_2019/html/cv4gc/de_Vries_Does_Object_Recognition_Work_for_Everyone_CVPRW_2019_paper.html
http://openaccess.thecvf.com/content_CVPRW_2019/html/cv4gc/de_Vries_Does_Object_Recognition_Work_for_Everyone_CVPRW_2019_paper.html
http://openaccess.thecvf.com/content_CVPRW_2019/html/cv4gc/de_Vries_Does_Object_Recognition_Work_for_Everyone_CVPRW_2019_paper.html
https://doi.org/10.1007/s11263-009-0275-4
https://doi.org/10.1007/s11263-009-0275-4
https://doi.org/10.1007/s11263-009-0275-4
https://doi.org/10.1007/978-3-642-14770-8_2
https://doi.org/10.1007/978-3-642-14770-8_2
https://doi.org/10.1007/978-3-642-14770-8_2
http://arxiv.org/abs/1505.05612
http://arxiv.org/abs/1505.05612
http://arxiv.org/abs/1505.05612
http://arxiv.org/abs/1505.05612
http://arxiv.org/abs/1505.05612
https://doi.org/10.1109/CVPR.2017.670
https://doi.org/10.1109/CVPR.2017.670


matter: Elevating the role of image understanding in715
visual question answering. In 2017 IEEE Conference716
on Computer Vision and Pattern Recognition, CVPR717
2017, Honolulu, HI, USA, July 21-26, 2017, pages718
6325–6334. IEEE Computer Society.719

Michael Grubinger, Paul Clough, Henning M720
"uller, and Thomas Deselaers. 2006. The iapr bench-721
mark: A new evaluation resource for visual informa-722
tion systems. In Language Resources and Evaluation,723
pages 13–23, Genoa, Italy.724

Jiaxi Gu, Xiaojun Meng, Guansong Lu, Lu Hou, Niu725
Minzhe, Xiaodan Liang, Lewei Yao, Runhui Huang,726
Wei Zhang, Xin Jiang, Chunjing Xu, and Hang Xu.727
2022. Wukong: A 100 million large-scale chinese728
cross-modal pre-training benchmark. In NeurIPS.729

Sahar Kazemzadeh, Vicente Ordonez, Mark Matten, and730
Tamara L. Berg. 2014. Referitgame: Referring to731
objects in photographs of natural scenes. In Proceed-732
ings of the 2014 Conference on Empirical Methods in733
Natural Language Processing, EMNLP 2014, Octo-734
ber 25-29, 2014, Doha, Qatar, A meeting of SIGDAT,735
a Special Interest Group of the ACL, pages 787–798.736
ACL.737

Weiyu Lan, Xirong Li, and Jianfeng Dong. 2017.738
Fluency-guided cross-lingual image captioning. In739
Proceedings of the 2017 ACM on Multimedia Confer-740
ence, MM 2017, Mountain View, CA, USA, October741
23-27, 2017, pages 1549–1557. ACM.742

Junnan Li, Ramprasaath R. Selvaraju, Akhilesh743
Gotmare, Shafiq R. Joty, Caiming Xiong, and744
Steven Chu-Hong Hoi. 2021. Align before fuse:745
Vision and language representation learning with746
momentum distillation. In Advances in Neural In-747
formation Processing Systems 34: Annual Confer-748
ence on Neural Information Processing Systems 2021,749
NeurIPS 2021, December 6-14, 2021, virtual, pages750
9694–9705.751

Xirong Li, Weiyu Lan, Jianfeng Dong, and Hailong752
Liu. 2016. Adding chinese captions to images. In753
Proceedings of the 2016 ACM on International Con-754
ference on Multimedia Retrieval, ICMR 2016, New755
York, New York, USA, June 6-9, 2016, pages 271–275.756
ACM.757

Xirong Li, Chaoxi Xu, Xiaoxu Wang, Weiyu Lan,758
Zhengxiong Jia, Gang Yang, and Jieping Xu. 2019.759
COCO-CN for cross-lingual image tagging, caption-760
ing, and retrieval. IEEE Trans. Multim., 21(9):2347–761
2360.762

Junyang Lin, Rui Men, An Yang, Chang Zhou, Ming763
Ding, Yichang Zhang, Peng Wang, Ang Wang,764
Le Jiang, Xianyan Jia, Jie Zhang, Jianwei Zhang,765
Xu Zou, Zhikang Li, Xiaodong Deng, Jie Liu, Jin-766
bao Xue, Huiling Zhou, Jianxin Ma, Jin Yu, Yong Li,767
Wei Lin, Jingren Zhou, Jie Tang, and Hongxia Yang.768
2021. M6: A chinese multimodal pretrainer. CoRR,769
abs/2103.00823.770

Tsung-Yi Lin, Michael Maire, Serge J. Belongie, James 771
Hays, Pietro Perona, Deva Ramanan, Piotr Dollár, 772
and C. Lawrence Zitnick. 2014. Microsoft COCO: 773
common objects in context. In Computer Vision - 774
ECCV 2014 - 13th European Conference, Zurich, 775
Switzerland, September 6-12, 2014, Proceedings, 776
Part V, volume 8693 of Lecture Notes in Computer 777
Science, pages 740–755. Springer. 778

Fangyu Liu, Emanuele Bugliarello, Edoardo Maria 779
Ponti, Siva Reddy, Nigel Collier, and Desmond El- 780
liott. 2021. Visually grounded reasoning across lan- 781
guages and cultures. In Proceedings of the 2021 782
Conference on Empirical Methods in Natural Lan- 783
guage Processing, pages 10467–10485, Online and 784
Punta Cana, Dominican Republic. Association for 785
Computational Linguistics. 786

Yulong Liu, Guibo Zhu, Bin Zhu, Qi Song, Guojing Ge, 787
Haoran Chen, Guanhui Qiao, Ru Peng, Lingxiang 788
Wu, and Jinqiao Wang. 2022. Taisu: A 166m large- 789
scale high-quality dataset for chinese vision-language 790
pre-training. In NeurIPS. 791

Jiasen Lu, Dhruv Batra, Devi Parikh, and Stefan Lee. 792
2019. Vilbert: Pretraining task-agnostic visiolinguis- 793
tic representations for vision-and-language tasks. In 794
Advances in Neural Information Processing Systems 795
32: Annual Conference on Neural Information Pro- 796
cessing Systems 2019, NeurIPS 2019, December 8- 797
14, 2019, Vancouver, BC, Canada, pages 13–23. 798

Junhua Mao, Jonathan Huang, Alexander Toshev, Oana 799
Camburu, Alan L. Yuille, and Kevin Murphy. 2016. 800
Generation and comprehension of unambiguous ob- 801
ject descriptions. In 2016 IEEE Conference on Com- 802
puter Vision and Pattern Recognition, CVPR 2016, 803
Las Vegas, NV, USA, June 27-30, 2016, pages 11–20. 804
IEEE Computer Society. 805

Letitia Parcalabescu, Michele Cafagna, Lilitta Murad- 806
jan, Anette Frank, Iacer Calixto, and Albert Gatt. 807
2022. VALSE: A task-independent benchmark for 808
vision and language models centered on linguistic 809
phenomena. In Proceedings of the 60th Annual Meet- 810
ing of the Association for Computational Linguistics 811
(Volume 1: Long Papers), ACL 2022, Dublin, Ireland, 812
May 22-27, 2022, pages 8253–8280. Association for 813
Computational Linguistics. 814

Le Qi, Shangwen Lv, Hongyu Li, Jing Liu, Yu Zhang, 815
Qiaoqiao She, Hua Wu, Haifeng Wang, and Ting 816
Liu. 2022. Dureadervis: A chinese dataset for open- 817
domain document visual question answering. In 818
Findings of the Association for Computational Lin- 819
guistics: ACL 2022, Dublin, Ireland, May 22-27, 820
2022, pages 1338–1351. Association for Computa- 821
tional Linguistics. 822

Janarthanan Rajendran, Mitesh M. Khapra, Sarath Chan- 823
dar, and Balaraman Ravindran. 2016. Bridge correla- 824
tional neural networks for multilingual multimodal 825
representation learning. In NAACL HLT 2016, The 826
2016 Conference of the North American Chapter of 827

10

https://doi.org/10.1109/CVPR.2017.670
https://doi.org/10.1109/CVPR.2017.670
https://doi.org/10.1109/CVPR.2017.670
http://papers.nips.cc/paper_files/paper/2022/hash/a90b9a09a6ee43d6631cf42e225d73b4-Abstract-Datasets_and_Benchmarks.html
http://papers.nips.cc/paper_files/paper/2022/hash/a90b9a09a6ee43d6631cf42e225d73b4-Abstract-Datasets_and_Benchmarks.html
http://papers.nips.cc/paper_files/paper/2022/hash/a90b9a09a6ee43d6631cf42e225d73b4-Abstract-Datasets_and_Benchmarks.html
https://doi.org/10.3115/v1/d14-1086
https://doi.org/10.3115/v1/d14-1086
https://doi.org/10.3115/v1/d14-1086
https://doi.org/10.1145/3123266.3123366
https://proceedings.neurips.cc/paper/2021/hash/505259756244493872b7709a8a01b536-Abstract.html
https://proceedings.neurips.cc/paper/2021/hash/505259756244493872b7709a8a01b536-Abstract.html
https://proceedings.neurips.cc/paper/2021/hash/505259756244493872b7709a8a01b536-Abstract.html
https://proceedings.neurips.cc/paper/2021/hash/505259756244493872b7709a8a01b536-Abstract.html
https://proceedings.neurips.cc/paper/2021/hash/505259756244493872b7709a8a01b536-Abstract.html
https://doi.org/10.1145/2911996.2912049
https://doi.org/10.1109/TMM.2019.2896494
https://doi.org/10.1109/TMM.2019.2896494
https://doi.org/10.1109/TMM.2019.2896494
http://arxiv.org/abs/2103.00823
https://doi.org/10.1007/978-3-319-10602-1_48
https://doi.org/10.1007/978-3-319-10602-1_48
https://doi.org/10.1007/978-3-319-10602-1_48
https://doi.org/10.18653/v1/2021.emnlp-main.818
https://doi.org/10.18653/v1/2021.emnlp-main.818
https://doi.org/10.18653/v1/2021.emnlp-main.818
http://papers.nips.cc/paper_files/paper/2022/hash/6a386d703b50f1cf1f61ab02a15967bb-Abstract-Datasets_and_Benchmarks.html
http://papers.nips.cc/paper_files/paper/2022/hash/6a386d703b50f1cf1f61ab02a15967bb-Abstract-Datasets_and_Benchmarks.html
http://papers.nips.cc/paper_files/paper/2022/hash/6a386d703b50f1cf1f61ab02a15967bb-Abstract-Datasets_and_Benchmarks.html
http://papers.nips.cc/paper_files/paper/2022/hash/6a386d703b50f1cf1f61ab02a15967bb-Abstract-Datasets_and_Benchmarks.html
http://papers.nips.cc/paper_files/paper/2022/hash/6a386d703b50f1cf1f61ab02a15967bb-Abstract-Datasets_and_Benchmarks.html
https://proceedings.neurips.cc/paper/2019/hash/c74d97b01eae257e44aa9d5bade97baf-Abstract.html
https://proceedings.neurips.cc/paper/2019/hash/c74d97b01eae257e44aa9d5bade97baf-Abstract.html
https://proceedings.neurips.cc/paper/2019/hash/c74d97b01eae257e44aa9d5bade97baf-Abstract.html
https://doi.org/10.1109/CVPR.2016.9
https://doi.org/10.1109/CVPR.2016.9
https://doi.org/10.1109/CVPR.2016.9
https://doi.org/10.18653/v1/2022.acl-long.567
https://doi.org/10.18653/v1/2022.acl-long.567
https://doi.org/10.18653/v1/2022.acl-long.567
https://doi.org/10.18653/v1/2022.acl-long.567
https://doi.org/10.18653/v1/2022.acl-long.567
https://doi.org/10.18653/v1/2022.findings-acl.105
https://doi.org/10.18653/v1/2022.findings-acl.105
https://doi.org/10.18653/v1/2022.findings-acl.105
https://doi.org/10.18653/v1/n16-1021
https://doi.org/10.18653/v1/n16-1021
https://doi.org/10.18653/v1/n16-1021
https://doi.org/10.18653/v1/n16-1021
https://doi.org/10.18653/v1/n16-1021


the Association for Computational Linguistics: Hu-828
man Language Technologies, San Diego California,829
USA, June 12-17, 2016, pages 171–181. The Associ-830
ation for Computational Linguistics.831

Shreya Shankar, Yoni Halpern, Eric Breck, James At-832
wood, Jimbo Wilson, and D. Sculley. 2017. No clas-833
sification without representation: Assessing geodiver-834
sity issues in open data sets for the developing world.835
CoRR, abs/1711.08536.836

Tejas Srinivasan, Ting-Yun Chang, Leticia Leonor Pinto837
Alva, Georgios Chochlakis, Mohammad Rostami,838
and Jesse Thomason. 2022. Climb: A continual839
learning benchmark for vision-and-language tasks.840
In NeurIPS.841

Pierre Stock and Moustapha Cissé. 2018. Convnets and842
imagenet beyond accuracy: Understanding mistakes843
and uncovering biases. In Computer Vision - ECCV844
2018 - 15th European Conference, Munich, Germany,845
September 8-14, 2018, Proceedings, Part VI, volume846
11210 of Lecture Notes in Computer Science, pages847
504–519. Springer.848

Alane Suhr, Stephanie Zhou, Ally Zhang, Iris Zhang,849
Huajun Bai, and Yoav Artzi. 2019. A corpus for850
reasoning about natural language grounded in pho-851
tographs. In Proceedings of the 57th Conference of852
the Association for Computational Linguistics, ACL853
2019, Florence, Italy, July 28- August 2, 2019, Vol-854
ume 1: Long Papers, pages 6418–6428. Association855
for Computational Linguistics.856

Bingning Wang, Feiyang Lv, Ting Yao, Jin Ma, Yu Luo,857
and Haijin Liang. 2022. Chiqa: A large scale858
image-based real-world question answering dataset859
for multi-modal understanding. In Proceedings of860
the 31st ACM International Conference on Informa-861
tion & Knowledge Management, Atlanta, GA, USA,862
October 17-21, 2022, pages 1996–2006. ACM.863

Jiahong Wu, He Zheng, Bo Zhao, Yixin Li, Baoming864
Yan, Rui Liang, Wenjia Wang, Shipei Zhou, Gu-865
osen Lin, Yanwei Fu, Yizhou Wang, and Yonggang866
Wang. 2017. AI challenger : A large-scale dataset867
for going deeper in image understanding. CoRR,868
abs/1711.06475.869

Chunyu Xie, Heng Cai, Jianfei Song, Jincheng Li, Fan-870
jing Kong, Xiaoyu Wu, Henrique Morimitsu, Lin Yao,871
Dexin Wang, Dawei Leng, Xiangyang Ji, and Yafeng872
Deng. 2022. Zero and R2D2: A large-scale chi-873
nese cross-modal benchmark and A vision-language874
framework. CoRR, abs/2205.03860.875

Ning Xie, Farley Lai, Derek Doran, and Asim Ka-876
dav. 2019. Visual entailment: A novel task877
for fine-grained image understanding. CoRR,878
abs/1901.06706.879

Kaiyu Yang, Klint Qinami, Li Fei-Fei, Jia Deng, and880
Olga Russakovsky. 2020. Towards fairer datasets:881
filtering and balancing the distribution of the peo-882
ple subtree in the imagenet hierarchy. In FAT* ’20:883

Conference on Fairness, Accountability, and Trans- 884
parency, Barcelona, Spain, January 27-30, 2020, 885
pages 547–558. ACM. 886

Qinghao Ye, Haiyang Xu, Jiabo Ye, Ming Yan, Anwen 887
Hu, Haowei Liu, Qi Qian, Ji Zhang, Fei Huang, and 888
Jingren Zhou. 2023. mplug-owl2: Revolutionizing 889
multi-modal large language model with modality col- 890
laboration. CoRR, abs/2311.04257. 891

Yuya Yoshikawa, Yutaro Shigeto, and Akikazu 892
Takeuchi. 2017. STAIR captions: Constructing a 893
large-scale japanese image caption dataset. In Pro- 894
ceedings of the 55th Annual Meeting of the Asso- 895
ciation for Computational Linguistics, ACL 2017, 896
Vancouver, Canada, July 30 - August 4, Volume 2: 897
Short Papers, pages 417–421. Association for Com- 898
putational Linguistics. 899

Peter Young, Alice Lai, Micah Hodosh, and Julia Hock- 900
enmaier. 2014. From image descriptions to visual 901
denotations: New similarity metrics for semantic in- 902
ference over event descriptions. Trans. Assoc. Com- 903
put. Linguistics, 2:67–78. 904

Yan Zeng, Xinsong Zhang, Hang Li, Jiawei Wang, 905

Jipeng Zhang, and Wangchunshu Zhou. 2022. X2- 906
vlm: All-in-one pre-trained model for vision- 907
language tasks. CoRR, abs/2211.12402. 908

Yan Zeng, Wangchunshu Zhou, Ao Luo, Ziming Cheng, 909
and Xinsong Zhang. 2023. Cross-view language 910
modeling: Towards unified cross-lingual cross-modal 911
pre-training. In Proceedings of the 61st Annual Meet- 912
ing of the Association for Computational Linguis- 913
tics (Volume 1: Long Papers), ACL 2023, Toronto, 914
Canada, July 9-14, 2023, pages 5731–5746. Associa- 915
tion for Computational Linguistics. 916

Xunlin Zhan, Yangxin Wu, Xiao Dong, Yunchao Wei, 917
Minlong Lu, Yichi Zhang, Hang Xu, and Xiaodan 918
Liang. 2021. Product1m: Towards weakly super- 919
vised instance-level product retrieval via cross-modal 920
pretraining. In 2021 IEEE/CVF International Confer- 921
ence on Computer Vision, ICCV 2021, Montreal, QC, 922
Canada, October 10-17, 2021, pages 11762–11771. 923
IEEE. 924

Kaizhi Zheng, Xiaotong Chen, Odest Chadwicke Jenk- 925
ins, and Xin Wang. 2022. Vlmbench: A composi- 926
tional benchmark for vision-and-language manipula- 927
tion. In NeurIPS. 928

Wangchunshu Zhou, Yan Zeng, Shizhe Diao, and Xin- 929
song Zhang. 2022. Vlue: A multi-task bench- 930
mark for evaluating vision-language models. CoRR, 931
abs/2205.15237. 932

A Appendix 933

A.1 Categories and Statistics 934

We used 92 object categories from 15 semantic 935

fields in CVLUE, which are shown in Table 4. The 936

11

http://arxiv.org/abs/1711.08536
http://arxiv.org/abs/1711.08536
http://arxiv.org/abs/1711.08536
http://arxiv.org/abs/1711.08536
http://arxiv.org/abs/1711.08536
http://papers.nips.cc/paper_files/paper/2022/hash/bd3611971089d466ab4ca96a20f7ab13-Abstract-Datasets_and_Benchmarks.html
http://papers.nips.cc/paper_files/paper/2022/hash/bd3611971089d466ab4ca96a20f7ab13-Abstract-Datasets_and_Benchmarks.html
http://papers.nips.cc/paper_files/paper/2022/hash/bd3611971089d466ab4ca96a20f7ab13-Abstract-Datasets_and_Benchmarks.html
https://doi.org/10.1007/978-3-030-01231-1_31
https://doi.org/10.1007/978-3-030-01231-1_31
https://doi.org/10.1007/978-3-030-01231-1_31
https://doi.org/10.1007/978-3-030-01231-1_31
https://doi.org/10.1007/978-3-030-01231-1_31
https://doi.org/10.18653/v1/p19-1644
https://doi.org/10.18653/v1/p19-1644
https://doi.org/10.18653/v1/p19-1644
https://doi.org/10.18653/v1/p19-1644
https://doi.org/10.18653/v1/p19-1644
https://doi.org/10.1145/3511808.3557258
https://doi.org/10.1145/3511808.3557258
https://doi.org/10.1145/3511808.3557258
https://doi.org/10.1145/3511808.3557258
https://doi.org/10.1145/3511808.3557258
http://arxiv.org/abs/1711.06475
http://arxiv.org/abs/1711.06475
http://arxiv.org/abs/1711.06475
https://doi.org/10.48550/arXiv.2205.03860
https://doi.org/10.48550/arXiv.2205.03860
https://doi.org/10.48550/arXiv.2205.03860
https://doi.org/10.48550/arXiv.2205.03860
https://doi.org/10.48550/arXiv.2205.03860
http://arxiv.org/abs/1901.06706
http://arxiv.org/abs/1901.06706
http://arxiv.org/abs/1901.06706
https://doi.org/10.1145/3351095.3375709
https://doi.org/10.1145/3351095.3375709
https://doi.org/10.1145/3351095.3375709
https://doi.org/10.1145/3351095.3375709
https://doi.org/10.1145/3351095.3375709
https://doi.org/10.48550/ARXIV.2311.04257
https://doi.org/10.48550/ARXIV.2311.04257
https://doi.org/10.48550/ARXIV.2311.04257
https://doi.org/10.48550/ARXIV.2311.04257
https://doi.org/10.48550/ARXIV.2311.04257
https://doi.org/10.18653/v1/P17-2066
https://doi.org/10.18653/v1/P17-2066
https://doi.org/10.18653/v1/P17-2066
https://doi.org/10.1162/tacl_a_00166
https://doi.org/10.1162/tacl_a_00166
https://doi.org/10.1162/tacl_a_00166
https://doi.org/10.1162/tacl_a_00166
https://doi.org/10.1162/tacl_a_00166
https://doi.org/10.48550/ARXIV.2211.12402
https://doi.org/10.48550/ARXIV.2211.12402
https://doi.org/10.48550/ARXIV.2211.12402
https://doi.org/10.48550/ARXIV.2211.12402
https://doi.org/10.48550/ARXIV.2211.12402
https://doi.org/10.18653/V1/2023.ACL-LONG.315
https://doi.org/10.18653/V1/2023.ACL-LONG.315
https://doi.org/10.18653/V1/2023.ACL-LONG.315
https://doi.org/10.18653/V1/2023.ACL-LONG.315
https://doi.org/10.18653/V1/2023.ACL-LONG.315
https://doi.org/10.1109/ICCV48922.2021.01157
https://doi.org/10.1109/ICCV48922.2021.01157
https://doi.org/10.1109/ICCV48922.2021.01157
https://doi.org/10.1109/ICCV48922.2021.01157
https://doi.org/10.1109/ICCV48922.2021.01157
http://papers.nips.cc/paper_files/paper/2022/hash/04543a88eae2683133c1acbef5a6bf77-Abstract-Datasets_and_Benchmarks.html
http://papers.nips.cc/paper_files/paper/2022/hash/04543a88eae2683133c1acbef5a6bf77-Abstract-Datasets_and_Benchmarks.html
http://papers.nips.cc/paper_files/paper/2022/hash/04543a88eae2683133c1acbef5a6bf77-Abstract-Datasets_and_Benchmarks.html
http://papers.nips.cc/paper_files/paper/2022/hash/04543a88eae2683133c1acbef5a6bf77-Abstract-Datasets_and_Benchmarks.html
http://papers.nips.cc/paper_files/paper/2022/hash/04543a88eae2683133c1acbef5a6bf77-Abstract-Datasets_and_Benchmarks.html
http://arxiv.org/abs/2205.15237
http://arxiv.org/abs/2205.15237
http://arxiv.org/abs/2205.15237


91 object categories in MS-COCO, a popular En-937

glish VL dataset and often used as the image source938

for other English and Chinese VL datasets, are939

listed in Table 5. The 15 overlapped categories940

are shown in bold font, where about half of them941

belong to animals. By comparing the categories of942

the two datasets, it is easy to find that most of the943

non-overlapped categories in CVLUE are represen-944

tative of Chinese culture.945

Semantic
Fields

Categories

Animal panda, cow, fish, dog, horse,
chicken, mouse, bird,
human, cat

Food hot-pot, rice, dumpling,
noodles, stuffed bun

Beverages milk-tea, coke, milk, tea,
porridge, alcohol

Clothing Hanfu, Tang suit, chi-pao,
suit, T-shirt

Plant willow, ginkgo, Chinese
parasol, birch, pine,
chrysanthemum, peony,
orchid, lotus, lily

Fruit lychee, hawthorn, apple,
cantaloupe, longan

Vegetable bok choy, potato, Chinese
cabbage, carrot, cauliflower

Agriculture hoe, plow, harrow, sickle,
carrying pole

Tool spoon, bowl, cutting-board,
chopsticks, wok, fan, Chinese
cleaver, spatula

Furniture TV, table, chair,
refrigerator, cooking stove

Sport ping-pong, basketball,
swimming, football, running

Celebrations lion-dance, dragon boat,
national flag, moon cake,
couplet, lantern

Education pencil, blackboard, brush pen,
chalk, ball pen, scissors

Instruments Chinese zither, urheen, suona
horn, drums, pipa

Arts calligraphy, shadow play,
paper-cutting, Terracotta
Army, tripod, ceramic

Table 4: Object categories in CVLUE.

The number of annotated objects per category946

Categories in MS-COCO
person, bicycle, car, motorcycle, airplane,
bus, train, truck, boat, traffic light, fire
hydrant, street sign, stop sign, parking meter,
bench, bird, cat, dog, horse, sheep, cow,
elephant, bear, zebra, giraffe, hat, backpack,
umbrella, shoe, eyeglasses, handbag, tie,
suitcase, frisbee, skis, snowboard, sports ball,
kite, baseball bat, baseball glove, skateboard,
surfboard, tennis racket, bottle, plate, wine
glass, cup, fork, knife, spoon, bowl, banana,
apple, sandwich, orange, broccoli, carrot, hot
dog, pizza, donut, cake, chair, couch, potted
plant, bed, mirror, dining table, window, desk,
toilet, door, TV, laptop, mouse, remote,
keyboard, cell phone, microwave, oven,
toaster, sink, refrigerator, blender, book,
clock, vase, scissors, teddy bear, hair drier,
toothbrush, hairbrush

Table 5: Object categories in MS-COCO.

for all 92 categories is shown in Figure 6. 947

A.2 Prompts for the Zero-Shot Setting 948

A.2.1 Visual Question Answering 949

In the VQA task, we use the prompts ‘只用一 950

个阿拉伯数字或一个词或一个短语回答以下 951

问题：[question]’ for Chinese and ‘Answer the 952

question with only an Arabic figure or a word or a 953

phrase: [question]’ for English, where [question] 954

denotes the question in VQA. 955

A.2.2 Visual Grounding 956

In the VG task, we use the prompts ‘框 957

出图中[expression]的位置’ for Chinese and 958

‘<ref>[expression]</ref><box>’ for English, where 959

[expression] denotes the referring expression in 960

VG, <ref>, </ref> and <box> are special tokens in 961

the Qwen-VL model. 962

A.2.3 Visual Dialogue 963

In the VD task, we use the prompts ‘描述: [cap- 964

tion]对话历史: [history]根据图片描述和对话 965

历史用一句话回答以下问题. 问题: [question] 966

答案:’ for Chinese and ‘Context: [caption] History: 967

[history] Answer the question with one sentence 968

based on the context and dialogue history. Ques- 969

tion: [question] Answer:’ for English. [caption] 970

denotes the caption describing the image in VD, 971

[history] denotes the dialogue history, which is also 972
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Figure 6: Number of annotated objects per category in CVLUE.

in the format of question-answer pairs, and [ques-973

tion] denotes the current question to be answered974

in this round of dialogue.975

Since the VD task is to rank the 100 answer976

candidates given the dialogue history and current977

question, we could not directly apply the genera-978

tive VLMs in such a situation. Therefore, we con-979

catenate each answer candidate with the dialogue980

history and the current question and use the VLM981

to calculate their probabilities, eventually ranking982

all candidate answers based on these probabilities.983

A.3 Fine-tuning Experimental Setups984

In the fine-tuning setting, all tasks use the AdamW985

optimizer with a weight decay of 0.05 and the co-986

sine learning rate scheduler. We use the default987

image resolution for each of the baseline models.988

Other hyper-parameters are listed in Table 6. In the989

fine-tuning setting, during the inference stage of990

VQA, we constrain the decoder to only generate991

from candidates computed in the training and valid992

set. The models were fine-tuned on 8 V100s.993

Task init LR batch size resolution #epoch
ITR 3e−5 128 384×384 10
VQA 3e−5 128 768×768 5
VG 1e−5 128 384×384 10
VD 3e−5 128 384×384 5

Table 6: Hyper-parameters used in the fine-tuning set-
ting. init LR stands for initial learning rate.

A.4 Experimental Results994

The data splits of the English VL datasets we used995

are shown in Table 7.996

We also evaluate the X2VLM and CCLM models997

on Flickr8K-CN, a Chinese ITR dataset constructed998

by re-annotating the Western-culture-biased images999

from the English Flickr8K dataset. The training,1000

valid, and test sets of Flickr8K-CN contain 6,000,1001

Task |Train| |Valid| |Test|
COCO (5K) 82,783 5,000 5,000
VQA-v2 82,783 40,504 81,434
RefCOCOg 21,899 1,300 2,600
Visdial 1.0 123,287 2,064 8,000 (QA pairs)

Table 7: Data splits (in terms of image numbers if not
explicitly specified) of the English VL datasets we used.

Tasks Metrics Datasets

COCO
(5K)

Flickr8K-
CN

CVLUE

TR
R@1 80.1 92.7 23.9
R@5 95.3 99.6 46.4
R@10 97.6 99.7 56.8

IR
R@1 63.8 79.6 18.0
R@5 86.1 95.5 39.5
R@10 91.8 98.2 50.6

Table 8: Results of X2VLM on COCO (5K), Flickr8K-
CN and CVLUE.

1,000 and 1,000 images, respectively. The results 1002

of X2VLM and CCLM are shown in Table 8 and 1003

9, respectively. The results show that both mod- 1004

els’ performance on Flickr8K-CN is even higher 1005

than that on COCO (5K). On the contrary, their per- 1006

formance on CVLUE is much lower. We suspect 1007

this is because both models were trained on a large 1008

number of images with Western cultural biases, 1009

which has a similar distribution as the images used 1010

in Flickr8K-CN. Meanwhile, images in CVLUE 1011

Tasks Metrics Datasets

COCO
(5K)

Flickr8K-
CN

CVLUE

TR
R@1 77.7 89.1 20.3
R@5 94.2 99.0 41.2
R@10 97.1 99.8 50.8

IR
R@1 60.5 74.5 15.5
R@5 84.3 93.6 35.3
R@10 90.7 97.1 46.0

Table 9: Results of CCLM on COCO (5K), Flickr8K-
CN and CVLUE.
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Tasks Dataset Metrics
Fine-tuning Zero-shot

CCLM X2VLM QwenVL QwenVL-Chat Owl2
522M 422M 7B 7B 7B

TR

COCO (5K)
R@1 77.7 80.1 - - -
R@5 94.2 95.3 - - -
R@10 97.1 97.6 - - -

CVLUE
R@1 20.3 23.9 - - -
R@5 41.2 46.4 - - -
R@10 50.8 56.8 - - -

IR

COCO (5K)
R@1 60.5 63.8 - - -
R@5 84.3 86.1 - - -
R@10 90.7 91.8 - - -

CVLUE
R@1 15.5 18.0 - - -
R@5 35.3 39.5 - - -
R@10 46.0 50.6 - - -

VQA VQA-v2 (test-std) Acc 63.7 75.5 78.0 67.9 79.2
CVLUE Acc 40.6 34.2 25.5 28.1 23.3

VG RefCOCOg IoU 70.4 79.9 78.0 80.1 -
CVLUE IoU 36.6 44.3 37.0 39.5 -

VD

Visdial 1.0
R@1 42.4 41.5 36.0 37.5 37.2
R@5 64.4 59.7 50.0 51.8 52.4
R@10 72.5 67.7 55.6 57.6 59.4

CVLUE
R@1 31.9 5.4 31.3 33.0 25.6
R@5 46.1 15.3 43.7 45.3 37.1
R@10 52.6 22.7 49.8 50.9 43.7

Table 10: Results of baseline VLMs. R@1, R@5 and R@10 denote the recall in the top 1, 5 and 10 predictions,
respectively. Acc denotes the accuracy, and IoU stands for the average intersection over union. For each compared
model, we also report the number of parameters.

are collected under strict constraints, ensuring that1012

they are representative of Chinese culture. This1013

also suggests that existing Chinese VL datasets1014

constructed on top of Western-culture-biased im-1015

ages from English VL datasets are not adequate1016

enough for the evaluation of VLMs’ actual VLU1017

capability in Chinese culture.1018

The full experimental results are shown in Ta-1019

ble 10. The performance of X2VLM on the1020

CVLUE VD task is extremely low. There might1021

be two possible reasons for this. First, as dis-1022

cussed in section 4.4, the answers to be predicted1023

in the CVLUE VD task are more complicated than1024

those in Visdial 1.0, and the low model capacity of1025

X2VLM might have limited its performance on the1026

CVLUE VD task. Therefore, its performance is1027

much lower than the three large-scale VLMs from1028

the zero-shot setting. Secondly, as shown in Table 21029

and Table 7, the VD task in CVLUE has much less1030

training data than Visdial 1.0. Therefore, X2VLM1031

could neither obtain enough information through1032

fine-tuning in the CVLUE VD task as it did in the1033

Visdial 1.0 dataset.1034
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