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Abstract

Text style is highly abstract, as it encompasses
various aspects of a speaker’s characteristics,
habits, logical thinking, and the content they
express. However, previous text style trans-
fer tasks primarily focused on data-driven ap-
proaches, lacking in-depth analysis and re-
search from the perspectives of psycholinguis-
tic and cognitive science, which results in rapid
saturation and the inability to distinguish mod-
els. In this paper, we introduce a novel task
called Text Speech-Style Transfer (TSST). The
main objective is to further explore topics re-
lated to the alignment of language process-
ing between human and large language mod-
els (LLMs). Considering the objective of our
task and the distinctive characteristics of oral
speech in real-life scenarios, we train fine-
grained ensemble multi-dimension (i.e. emo-
tionality, vividness, interactivity, filler words)
evaluation models for the TSST task and vali-
date their correlation with human assessments.
Experiments demonstrate its superior effective-
ness compared to LLM-based methods. We
thoroughly analyze the performance of sev-
eral LLMs and identify areas where further im-
provement is needed. In summary, we present
the TSST task, a new benchmark for style trans-
fer and emphasizing human-oriented evalua-
tion, exploring and advancing the performance
of current LLMs.

1 Introduction

Natural Language Processing (NLP) aims to un-
derstand and process human language, emulate
human cognition, and enable automatic interac-
tion between humans and computers (Manaris,
1998). Recently, the emergence of Large Lan-
guage Models (LLMs) (Brown et al., 2020; Chowd-
hery et al., 2022; Touvron et al., 2023) has signif-
icantly propelled the advancement of automated
text-related technologies, such as text summariza-
tion and human-computer dialogues. These data-
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Figure 1: Illustration of text speech-style transfer task
(TSST). A robot or language model should be able to
present an ordinary article, such as a popular science pa-
per, to audiences in a captivating and engaging manner.

driven LLMs have demonstrated outstanding per-
formance in traditional NLP tasks, thanks to their
ability to leverage massive amounts of data.

Researchers are extensively investigating the
alignment between LLMs and human cognition,
as well as the extent to which LLMs emulate hu-
man language processing (Akata et al., 2023; Aher
et al., 2023; Park et al., 2023). Text Style Trans-
fer (TST) is a task that can reflect this ability of
LLMs to some extent, which aims to transform
text-based language into another style of language.
The style of language is intricately related to hu-
man cognition, reflecting various aspects of the
speaker’s characteristics, habits, logical thinking,
and specific communication contexts, which ex-
hibits a higher level of abstractness (Jin et al., 2022).
As a result, “style” transcends mere text and ap-
proaches the realm of computational psycholinguis-
tic modelling (Ratner and Gleason, 2004; Crocker
and Brouwer, 2023).

However, challenges have arisen in previous TST
tasks (Rao and Tetreault, 2018; Shen et al., 2017a;
Xu et al., 2012; Dathathri et al., 2020), preventing
the attainment of the aforementioned objectives.



Firstly, Previous definitions of “style” primarily
rely on datasets (Rao and Tetreault, 2018; Gan
et al., 2017; Mou and Vechtomova, 2020), mak-
ing them susceptible to other text attributes, such
as semantic content, which results in ambiguity
and uncertainty in the evaluation stage. The second
issue is the scarcity of parallel corpora for many
“styles”. Even when parallel corpora are available,
constructing the dataset requires substantial man-
ual resources and incurs high costs. Lastly, in tasks
like formal-informal (Rao and Tetreault, 2018), the
style features are closely tied to the text and have
a relatively low level of abstractness (Shown in
Table 2). This may result in rapid task saturation,
rendering it difficult to discern distinctions between
models (Kiela et al., 2021).

In this paper, we introduce a novel and more
abstract task called Text Speech-Style Transfer
(TSST), which we hope can serve as a starting
point to drive LLMs towards a more advanced em-
ulation of human cognitive processes. The goal
of TSST is to enable models to leverage a given
passage to emulate human oral presentations, such
as TED talks', producing engaging and captivating
spoken content (shown in Figure 1). As shonw
in Figure 2, to precisely define speech-style, we
perform a thorough linguistic and cognitive anal-
ysis, leveraging real-world speech data from Ted
Talks. We propose a multidimensional definition
of speech-style, which encompasses emotional-
ity, vividness, interactivity, and filler words. This
approach involves decomposing the higher-level
abstract style into more specific “substyles,” re-
ducing the ambiguity associated with the notion
of “style”. To enhance the effectiveness of our
evaluation system, we employ meticulously de-
signed prompts for LLMs, enabling the genera-
tion of sentence-level parallel high-quality spoken
content with reduced reliance on extensive human
resources. Subsequently, we train fine-grained
ensemble models (4xGPT-Neo-1.3B (Gao et al.,
2020)) to evaluate the speech-style strength for
each dimension, presenting a simple but more effec-
tive alternative to LLM-based methods (Lai et al.,
2023) (Llama 2-Chat-70B (Touvron et al., 2023)).
Finally, based on TSST, we conduct a thorough
quantitative and qualitative evaluation analysis of
mainstream LLMs (including ChatGPT (Al 2022)
and Llama 2-Chat (Touvron et al., 2023)), sum-
marizing the primary challenges. TSST is flexible
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and dynamic. By adding extra conditions or “sub-
styles,” we can better evaluate how well the model
aligns with human judgment, enhancing its ability
to differentiate between different models.

one can experience certain speech-style text in
audio version here.

Our main contributions are as follows:

* We introduce a novel dynamic task named
TSST to enhance the alignment of LLMs with
human processing in psycholinguistic model-
ing, which allows for the introduction of ad-
ditional constraints to continually assess the
capabilities of stronger models.

* We propose fine-grained ensemble evaluation
models (4 x GPT-Neo-1.3B) for the TSST task.
Results show it is more effective compared to
LLM-based methods (Llama 2-Chat-70B).

* We assess the performance of LLMs in TSST
and summarize the encountered challenges
based on qualitative and quantitative analyses
using the proposed evaluation models.

2 Related Work

Text style transfer (TST) aims to automatically con-
vert a text from its source style to a target style
while preserving the content (Jin et al., 2022; Hu
et al., 2022). In this regard, we first provide a clear
definition of style, then we delve into the dimen-
sions of TST evaluation, which include fluency,
content preservation, and transfer strength (Os-
theimer et al., 2023).

Definition of Text Style Style, from a linguis-
tic perspective, encompasses various elements that
contribute to the conveyance of semantics, includ-
ing word choice, sentence structure, and arrange-
ment, all of which work together to establish the
tone, imagery, and meaning in the text (McDonald
and Pustejovsky, 1985; Hu et al., 2022). In contrast
to linguistic studies, research on text style transfer
(TST) takes a data-driven approach, defining style
as attributes or labels based on style-specific cor-
pora. These corpora often consist of attributes that
can be effectively modeled using neural machine
learning techniques, such as sentiment transfer and
formality transfer (Shen et al., 2017b; Rao and
Tetreault, 2018). However, we propose an aspect
that serves as a bridge between the two aforemen-
tioned definitions. Our approach is grounded in
real data, specifically TED talks, and examines
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language dimensions from a speech linguistics per-
spective. The definition of speech-style extends
beyond data-driven informality and encompasses
abstract, linguistic, and cognitive concepts such as
emotionality, vividness, and interactivity.

Automatic Evaluation of TST Several metrics
have been proposed to assess the effectiveness
of style transfer based on three criteria. Firstly,
fluency, a common objective in most natural lan-
guage generation tasks, is often measured by the
perplexity score (PPL) (Yang et al., 2018). Sec-
ondly, to evaluate content preservation during the
style transfer, metrics include BLEU score (Pap-
ineni et al., 2002), ROUGE score (Lin and Och,
2004), BERTScore (Zhang et al., 2019) are em-
ployed. Furthermore, the strength of style is an
important dimension. Typically, a binary style clas-
sifier is first separately pretrained to predict the
style label of input sentences (Prabhumoye et al.,
2018; Lai et al., 2021; Zhan et al., 2022). This
classifier is then used to estimate the style transfer
accuracy. However, there are several shortcomings
with the above metrics when evaluating passage-
level and speech-style text. For example, the PPL
tends to favor shorter texts (Jin et al., 2022), and
a single classifier may not accurately differentiate
between formal text and speech-style. To address
these limitations, we propose a fine-grained ensem-
ble of classifiers as a metric to evaluate the transfer
strength of the speech-style text in TSST.

Human Evaluation of TST Human-based eval-
uation serves as a gold standard for assessing the
performance of TST models. Evaluators are asked
to assess the style-transferred sentences based on
the three criteria discussed in the earlier para-
graphs (Xu et al., 2012; Niu et al., 2017). Recently,
Lai et al. (2023) demonstrates that ChatGPT (AI,
2022) achieves competitive correlation with human
judgments to serve as a multidimensional evaluator
for formal-informal style transfer. However, based
on our preliminary experiments, we have observed
that LLMs (eg. ChatGPT (Al 2022) or Llama 2-
Chat-70B (Touvron et al., 2023)) is not effective in
evaluating TSST and lacks credibility.

3 Text Speech-Style Transfer

In this section, we introduce the Text Speech-Style
Transfer (TSST) task, which serves as a platform
for studying speech-style in real-world scenarios.
To begin, we offer a clear definition of the TSST

and introduce the source dataset we compile for
TSST. We then offer a concise overview of the
challenges that differentiate this task from its orig-
inal counterpart. Furthermore, using real-world
speech-style data (TED talks), we break down the
abstract speech-style, highlighting its essential sub-
features in Section 3.4. This helps us to identify
and summarize the essential evaluation dimensions
of speech-style, contributing to the advancement of
LLMSs capturing and transferring speech-style.

3.1 Task Formulation

The TSST task involves transforming official text
style a (e.g., news articles or academic abstracts)
into a more conversational and speech-oriented lan-
guage style a’, which can be formulated as:

y(a/) :P(x(a)\a', [alv s 7an]) (D
where z(a) and y(a’) represent the official in-
put text and the speech-style output, respectively.
[a1,...,ay] indicates additional conditions that
can be introduced to enhance the task, including
factors like the speaker’s habits, the audience’s spe-
cific preferences, and so forth.

Style  Examples

The company has implemented a series of
cost-cutting measures to improve its
profitability.

The company has done a lot of things
to save money and make more profit.

official

Table 1: Examples of official style and speech style.

As shown in Table 1, official-style texts, like
news reports and business letters, typically employ
professional and intricate vocabulary and sentence
structures, conveying a serious and objective tone.
On the contrary, speech-style texts are more suit-
able for oral expression, utilizing simpler vocabu-
lary and sentence patterns, and adopting a more di-
rect tone. Additionally, the speech style possesses
audience-oriented characteristics, which we will
elaborate on in Section3.4.

3.2 Source Data

we select three categories to facilitate the train-
ing of evaluation models and establish a test set for
TSST: official news, paper abstracts, and Wikipedia
articles See Appendix A.1 for a detailed descrip-
tion.
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Figure 2: Pipeline of establishing the evaluation system of the TSST task and the experiment&analysis of LLMs.
1. The above depicts the process of establishing the evaluation system. Specifically, we begin by conducting a
comprehensive analysis of real-world TED data and identify four key characteristics of speech-style. Subsequently,
we employ GPT-3.5 to generate a sentence-level list-wise parallel corpus and train GPT-Neos as an evaluator for
each dimension. 2. The bottom presents the experiment and analysis of the TSST task for the current LLMs.

We filter out data instances with token counts
outside the range of 400 to 900 tokens. This en-
sures that our dataset remains manageable and
aligned with the context length limitations, en-
abling us to develop more effective models for the
task at hand. As shown in Table 5, after the filter-
out operation, 9247, 189298, and 550 instances
remained in the three categories, respectively.

3.3 Challenges of TSST

There are three primary challenges in the task, and
examples are shown in Table 2:

Non-binary Styles, such as Impolite-Polite (Rao
and Tetreault, 2018) and Positive-Negative (Shen
et al., 2017a), exhibit clear duality that is easily
discernible. However, TSST introduces a level of
ambiguity as the boundaries between official and
speech-style language can become blurred. As long
as the text aligns with spoken expressions or can be
readily employed in oral descriptions, it qualifies
as speech-style text, even within formal contexts.

Psycholinguistic Modelling Traditional style
transfer tasks lack consideration for cognitive sci-
ence and psychology, hindering their ability to dis-
cern novel approaches in text processing by models.
However, TSST distinguishes itself by delving into
capturing dialogical interactions with the audience,
reflecting emotions, adapting language and tone to
elicit specific reactions, and effectively conveying
perspectives. These aspects encompass the intricate
and abstract nature of oral communication.

Long Text Previous text style transfer tasks pri-
marily focused on the sentence level (Rao and
Tetreault, 2018; Gan et al., 2017; Shen et al.,
2017a), whereas this task aims to conduct style
transfer at the document level. We find that LLMs
tend to lose portions of original information when
performing TSST, indicating persistent challenges
in processing long contexts (Liu et al., 2023).

3.4 Prior Fine-grained Analysis

To identify the prominent features of the speech-
style text, we employ a rigorous human evaluation
process that involves multiple candidates evaluat-
ing dimensions. Then we conclude four crucial
dimensions that serve as the foundation for training
evaluation models in the next section.

3.4.1 Human Evaluation on Speech-Style
Data

To establish a comprehensive framework for eval-
uating speech-style text, we begin by heuristically
selecting six features to assess the text at both the
sentence and word levels: (1) Ambiguity, (2) in-
teractivity, (3) Emotionality, (4) Filler Words, (5)
Abbreviations, (6) Informal Lexicon.

We randomly sample 300 speech-style sentences
from TED dataset? (Cettolo et al., 2017) and an-
notate them using two different evaluating metrics
by 3 people. In the multi-label approach, we select
labels that signify the speech-style features present

Zhttps://huggingface.co/datasets/iwslt2017/viewer/iwslt2017-
en-zh



TST task style examples features
official GDOS is a modified version of WEDOS, which facilitates ... arousing
_speech  Have you heard of GDOS? I's a modified version of ... it helpsyou ... interest
. Deeply concerned that the situation in Rwanda, which has resulted in .
official . A . . . appropriate
. the death of many thousands of innocent civilians, including women and children .
official y : . . emotion
I’m really worried about what’s going on in Rwanda.
~ speech . . . . .
soeech - - Somany innocent people, including women and children, have died.
P official  Instead, they’ve become emboldened. better
_speech _ Instead, they have grown stronger and more courageous. _ __ ____________ vividness
official ~ The Conference also agreed that the Bureau would keep the calendar under review
filler words
speech So, uh, the Conference also agre-uh, agreed that the Bureau would keep the calendar
P under review, y’know?
formal He is very attractive Manuscript
formal .
., _informal heiss wayyyhottt.  __ ______________________________. Form and
. formal Yes, but not for episode IV. Punctuation,
informal . .
informal yes, except for episode iv. Vocabulary

Table 2: Comparison of TSST and formality TST: a. TSST introduces certain ambiguous areas. b. Formality TST
primarily focuses on vocabulary-level adjustments, such as adhering to writing norms and word norms. In contrast,
TSST involves audience engagement, including posing questions to generate interest and appeal to the audience.

in a specific instance. In contrast, the best-one
approach selects the most salient label that embod-
ies the speech-style of the sentence. The result is
demonstrated in Figure 3.
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Figure 3: Manually annotating oral attributes on the
TED dataset. The proportion of "interactivity," "filler
words," and "ambiguity" is notable.

The statistics in Figure 3 indicate that interactiv-
ity, filler words, and ambiguity are the primary
characteristics. For abbreviations and informal
lexicons, the multi-labeling proportion is approx-
imately twice that of the best one labeling, sug-
gesting their widespread usage while their ability
to highlight oral characteristics is weak. However,
ambiguity predominantly encompasses the simplifi-
cation and expansion of complex sentences, and its
transformation is also subject to certain conditions.
Thus, we focus on the two significant characteris-
tics of Interactivity and Filler Words.

Our objective is to create a more engaging and
impactful experience for the listeners. Therefore,

we emphasize the inclusion of vividness and emo-
tionality. The observed low emotionality in Fig-
ure 3 may since the annotation is conducted at the
sentence level, whereas emotions are typically asso-
ciated with specific events, encompassing multiple
sentences or paragraphs, and thus occur less fre-
quently.

3.4.2 Evaluation Dimensions

Based on the above analysis, we set out the follow-
ing four dimensions to categorize the characteris-
tics of oral speech-style data and emphasize the
distinctions among these categories.

 Interactivity: Interactivity in speech refers
to the speaker engaging with the audience
through various means such as asking ques-
tions, making appeals, and emphasizing key
points. (Table 2 example 1)

* Emotionality: It is desirable to generate ap-
propriate perspectives and attitudes towards
specific events in the original text to reflect
the speaker’s thought. (Table 2 example 2)

* Vividness: Official text typically adopts a
neutral and objective tone. However, in oral
speech, it is essential for the speaker to present
information in a lively and easily comprehen-
sible manner. (Table 2 example 3)

* Filler Words: Filler Words feature is strongly
related to semantic content and speaker habits
and represents a prominent characteristic of
oral speech. (Table 2 example 4)



4 Evaluation System

In this section, we present the evaluation system
for the TSST task. Given the high fluency of text
generated by large language models, our primarily
focus on style strength and content preservation.
We introduce a more style strength evaluation
in Section 4.1. Specifically, we present methods
for LLM-based high-quality data generation and
model training in Section 4.1.1 and Section 4.1.2,
respectively. In Section 4.2, we examine the corre-
lation between the evaluation models and human
preference, highlighting its advantage compared to
LLM-based approaches. In Section 4.3, we intro-
duce the evaluation method of content preservation.

4.1 Style Evaluation Models

Our early experiments suggest that using LLMs di-
rectly as evaluators may not be feasible. (analyzed
in Section 4.2). However, it is noteworthy that
LLMs exhibit commendable sentence-level style
transfer capabilities. Therefore, we achieve trans-
fer strength evaluation by training small-scale fine-
grained ensemble evaluation models using stylistic
sentence-level parallel data generated from LLMs.

4.1.1 Data Generation for Evaluation Models

LLMs are utilized to construct list-wise data data
for training evaluation models for each dimension.
For each official text input, we generate four sen-
tences with consistent semantics, orderly escalating
the degree of speech-style strength.

Specifically, we design a prompt for each dimen-
sion. Figure 4 shows the prompt for emotionality.
Prompts for other dimensions are shown in Ap-
pendix C.2. When designing the prompt, three
issues are mainly considered: First, the data style
should meet our requirements and have the correct
degree order. Second, in order to eliminate the
influence of semantics and facilitate the model to
learn stylistic features, the semantic before and af-
ter the transformation should be consistent. Third,
the format of output should be standardized.

We sample 4000 sentences from the formal-style
texts. Combining the three designed prompts, we
use LLM (gpt-3.5-turbo?) to generate 4000 sets of
sentence lists for each dimension.

4.1.2 Training Evaluation Models

We fine-tune the decoder-only model GPT-Neo-
1.3B (Gao et al., 2020) as the evaluation model for

3https://platform.openai.com/docs/api-
reference/chat/object

The input is a sentence from a speech. Please transform this sentence into four
sentences reflecting the speaker’s increasing degrees of emotion, while retaining
the semantics of the input sentence.

Please generate the following JSON formatted output and nothing else:

{

“17: “[Sentence without emotion.]”,

“2”: “[Sentence with slight emotion.]”,
“3”: “[Sentence with medium emotion.]”,
“4”: “[Sentence with a lot of emotion.]”

1
i)

Figure 4: Prompt for constructing data for emotionality
evaluation model. The red part is the task description.
The blue part asks semantic consistency. The

part indicates further requirements and provides feasible
suggestions. The purple part specifies the format of the
output. The part provides an example.

each dimension. LoRA (Hu et al., 2021) technique
was employed for streamlined training and deploy-
ment. We used a list-wise ranking loss function
shown below:

L’r’anking =

= > > loglo(re(x;) —relar))) @

C;eD; xj,x,€C;

where D; means the training dataste of dimension 7,
C; is a candidates set which contains four sentence
with different style strength but same meaning, and
x; is better than xj, that exhibiting a specific target
style.

Please refer to Table 8 for more training details.

We train two series of models using data
generated by GPT-3.5 and LLaMA 2-Chat-
13B, respectively, EvalModel-1.3Bgp.35 and
EvalModel-1 -3Bllama2-1 3B.

4.2 Correlation

Dataset For each evaluation dimension, we col-
lected a dataset containing 50 samples, each consist
of four texts: an original formal text, a speech-style
text generated by GPT-3.5, and two speech-style
texts generated by Llama 2-Chat-13B (using both
concise and enhanced prompts mentioned in Sec-
tion 5.1, which can help model to generate text
with different speech-style strength). We annotate
the testset manually to establish ground truth.



Evaluation Model Emotionality Vividness Interactivity Average
EvalModel-1.3Bgp.3 5 90.00 84.14 77.78 83.97
EvalModel-1.3Bjjama2-138 85.83 82.76 76.67 81.75
Llama 2-Chat-70B 62.37 44.22 64.33 56.97

Table 3:

Pearson’s p between different evaluation models and human evaluation in each dimen-

sion.EvalModel-1.3Bgp.35 and EvalModel-1.3Bjjamaz-138 denote style-strength evaluation models trained utilizing
datasets derived from GPT-3.5 and Llama 2-Chat-13B, respectively. For each dimension, we trained an evaluation
model, resulting in three distinct evaluation models represented as EM.

Evaluation Models EvalModel-1.3Bgp.3 5,
EvalModel-1.3Bjama2-138 and Llama 2-Chat-70B #
are used to score and rank candidate texts. The
prompt used by Llama 2-Chat-70B is shown in
Figure 6, which we refer to the method in (Lai
et al., 2023).

Results and Analysis We calculate the Spearman
correlation coefficient between different evaluation
models and human evaluation in each dimension.
The correlation results are shown in Table 3.

We observe a high average correlation exceeding
80% between the evaluation model, trained using
the proposed method in this paper, and human eval-
uation. In contrast, the correlation score between
Llama 2-Chat-70B and humans is merely 56.97.
This contrast demonstrates the effectiveness and
validity of the sentence-level fine-grained speech-
style evaluation method introduced in this paper.

In contrast to the findings of (Lai et al., 2023),
who identified the substantial potential of ChatGPT
in evaluating TST in sentence level, our experimen-
tal results indicate that LLMs, like Llama 2-Chat-
70B, encounter challenges when assessing long text
with abstract style. For illustrative instances, please
refer to Appendix D.2.

4.3 Content Preservation

After empirical exploration, we find it is not fea-
sible to use LLMs to directly evaluate semantic
consistency, including methods such as prompt and
COT. Details are provided in Appendix D.3.

Considering the effectiveness of current LLMs
in summarization, we adapt the following proce-
dure: First, we employ Llama 2-Chat-70B (Tou-
vron et al., 2023) to generate summaries for input
and output. Then, we measure the semantic con-
sistency between the summarizations by BLEURT
and BertScore.

*https://huggingface.co/meta-1lama/Llama-2-70b-chat-hf

Concise prompts:

1. Please transform the following passage into a speech that would captivate an audience.

2. Convert the tone of the text to be more suitable for delivering a speech.

Enhanced prompts:

—

. Please transform the following passage into a captivating speech that would grab the
audience’s attention. Throughout the speech, incorporate engaging storytelling
techniques, use vivid language to paint images in the minds of the audience, and keep
them hooked by building suspense and excitement. Remember to maintain a
conversational tone, as if you were directly addressing the audience, making them

feel involved.

N

. Convert the tone of the following text to be more suitable for delivering a speech.
Take moments to pause and add emphasis to key points, allowing the audience to

absorb and reflect on your words. You can use humor or anecdotes to break the ice
and foster a warm rapport with your listeners. By doing so, you'll maintain their
attention and leave a memorable impression.

Figure 5: Examples of concise and enhanced instruc-

tions, respectively. All instructions are presented in
Appendix C.3

5 Speech-style Data Generation and
Analysis

We performed a comprehensive quantitative and
qualitative analysis of LLM performance in TSST
tasks. In Appendix A.2, we investigate the potential
overlap between different evaluation dimensions
and demonstrate that evaluation models trained
with data generated by different LLMs exhibit min-
imal bias against test models.

5.1 Setups

Alpaca-13B (Taori et al., 2023), Vicuna-13B (Chi-
ang et al., 2023), Llama 2-Chat-13B (Touvron et al.,
2023) and GPT-3.5 were employed to generate
speech-style outcomes using the following setups.

Specifically, we sample 120 official-style texts
from the dataset mentioned in Section 3.2 as input
(40 texts for each category of News, Abstract, and
Wikipedia). We use concise and enhanced instruc-
tions shown in Figure 5. The enhanced instructions
emphasize that the output should be vivid and in-
teractive to facilitate the model to improve in these
two dimensions.



Instruction Model

FillterWord Emotionality Vividness

Stylistic Assessment score

Content Preservation score

Interactivity BERTScore

BLEU_RT(Var)

Alpaca 4.1361 7.2711 6.6480 2.6906 0.2058 0.4775 (0.0111)
Concise Vicuna 4.0648 5.5771 5.0936 0.7434 0.2999 0.5294 (0.0070)
Llama 2 4.4657 8.1972 7.5537 1.9828 0.3400 0.5207 (0.0060)
GPT-3.5 3.5568 7.9880 7.6161 0.8699 0.3893 0.5472 (0.0045)
Alpaca 4.2621 7.9248 7.2252 3.6030 0.1187 0.4460 (0.0062)
Enhanced Vicuna 4.9094 7.1825 6.6116 3.0335 0.2732 0.5049 (0.0053)
Llama 2 4.7725 9.0836 8.3987 4.1680 0.2233 0.4791 (0.0052)
GPT-3.5 4.6692 10.2208 9.8527 3.8906 0.2689 0.5097 (0.0047)

Table 4: Evaluation Results by our multi-dimension style strength evaluation models. The enhanced prompts
improve style strength across all dimensions while resulting in a decrease in content preservation.

5.2 Results and Analysis

5.2.1 Different Instructions for Generating
Results

As shown in Appendix D.1 and Table 4, we dis-
cover some common phenomena: when using con-
cise instructions, the model’s output has weak trans-
fer strength but performs well in content retention.
The output shows significant improvements in four
stylistic dimensions when using enhanced instruc-
tions while it often omits more information. So, we
believe that designing appropriate instructions is an
effective way to improve the model’s performance
on specific dimensions in the TSST task.

5.2.2 Problems with LLMs

We analyze and summarize the characteristics and
shortcomings of LLMs in performing the TSST
task. More examples are shown in Appendix D.1.

* Instruction Sensitivity Given the same in-
put and different expressions of instructions,
Alpaca-13B exhibits a high sensitivity to those
instructions. It is capable of understanding
some instructions (Case 1, 2 in Figure 9),
However, there are instances where it strug-
gles to comprehend instructions accurately. In
these cases, the generated text may end up
being a paraphrase of the original text without
any stylistic changes (Case 3 in Figure 9).

* Uncontrolled Length Generation As shown
in Case 1 and Case 2, regardless of whether
concise or enhanced instructions are used,
Alpaca-13B generates very short text, which
results in significant information loss. Con-
versely, the output of ChatGPT is always too
long (Case 8, 9 in Figures 13 and 14), contain-
ing redundant and hallucinated content.

* Weak Transfer Strength When using the

concise instruction set, the transfer strength of
Llama-13B and Vicuna-13B is relatively weak
(Case 4, 6 in Figures 10 and 11). Although
the transfer strength of the output of ChatGPT
is higher (Case 8, 9 in Figures 13 and 14), the
transfer strength at the beginning and end is
obviously higher than that in the main content
part in the middle, which is lower or even ab-
sent. When using enhanced instructions, the
transfer strength of LLMs can be improved.

* Inconsistent Content As mentioned former,
when Alpaca-13B can understand instructions
(Case 1, 2 in Figure 9), the output only has the
same topic as the original text, but almost no
information from the original text is retained.
Vicuna-13B and Llama-13B exclude more in-
formation when using enhanced instructions
(Case 5, 7 in Figure 10 and 12), and some-
times there are illusions that do not exist in
the original text.

6 Conclusion

This paper introduces TSST for investigating the
potential of LLMs to simulate human cognitive
processes by means of text speech-style transfor-
mation. We extract four essential features of speech
style through an analysis of real-world speech
data, which serve as the foundation for the fine-
grained ensemble evaluation models’ training. Fur-
thermore, we effectively harness the capabilities
of LLMs to generate parallel data representing
the speech style, in accordance with the four pro-
posed evaluation dimensions. Our evaluation sys-
tem demonstrates superior consistency with hu-
man assessment outcomes compared to LLLM-based
method (4 x GPT-Neo-1.3B VS Llama 2-Chat-70B).
The evaluation results reveal that current LLMs still
exhibit certain limitations in the TSST task, which
underscores the effectiveness of TSST.



7 Limitations

We outline limitations and potential enhancements
of this paper as follows:

7.1 Cross-field Technology Enhancement

The Spoken Dialogue model holds significant re-
search implications for human-computer interac-
tion (Thoérisson, 2002; Adiwardana et al., 2020;
Roller et al., 2020). However, solely learning hu-
man speech patterns from the auditory modality
is insufficient, as it lacks deeper semantic under-
standing (Nguyen et al., 2023). To address this,
we intend to approach the characteristics of spoken
language from a textual perspective. This approach
will provide valuable insights that can enhance the
performance of text-audio-based spoken dialogue
generation models, bridging the gap between text
and speech by incorporating richer semantic infor-
mation.

7.2 Improvement of Evaluation Methods

Punishment Mechanism The current evaluation
system overlooks the "punishment rule." For in-
stance, if a model employs excessively exaggerated
descriptions in its speech, it may receive a higher
score in the "vividness" dimension. However, such
descriptions may not align with our expectations.

Granularity Refinement As shown in Tabel 6,
our emotionality evaluation lacks granularity. In
future work, we aim to enhance this aspect by ini-
tially identifying the event content in the source
text and its potential emotional tendencies. Subse-
quently, we will meticulously evaluate whether the
model generates an appropriate response to specific
events based on this analysis.

Effective Evaluation of Content Preservation
This paper primarily focuses on assessing style
strength, with limited discussion on semantic con-
sistency. Future work will delve into evaluating
the preservation of crucial information, examining
the logical relationships between events and other
specifics. The objective is to determine if the model
overlooks essential content and exhibits confusion
in logical relationships.

7.3 Domain and Style Extensions

Limited Dataset Domain While the current
dataset has limited scope, our future plans involve
expanding it to include more meaningful domains,
such as health, sports, business, and education.

Limited Substyle Analysis This paper examines
only four sub-style dimensions, omitting an anal-
ysis of more intricate scenarios. By employing a
decomposition approach, we can continuously in-
troduce additional styles, such as the daily spoken
speech presentations revealing personalities. This
method allows us to explore a wide range of stylis-
tic variations and experiment with diverse ways of
delivering oral content, enhancing the adaptability
and creativity of our spoken language generation.

8 Ethical Considerations

Here we discuss the primary ethical considerations
of TSST

Intellectual Property Protection The utilized
data is publicly available, permitting the reproduc-
tion, utilization, and modification of its content.

Content and Impact The TSST task mandates
the model to rephrase the text, potentially leading
to the generation of inaccurate information, despite
our efforts to maintain consistency with the origi-
nal text through prompts. Simultaneously, we note
that the transformation of speech style increases the
likelihood of the model producing a more "inflam-
matory" language style. However, the observed
outcomes do not manifest violence, discrimination,
or other related issues. However, these are aspects
that warrant additional scrutiny and should be ad-
dressed in future research.
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A Dataset and Experiments

A.1 Description and of Source Dataset

The sources of data utilized for official-style texts are as follows:

News The data from the news category is sourced from the Fake and Real News dataset available on
Kaggle’. This dataset comprises entire news articles from Reuters and was intended for news classification,
including both real and fake news. We selected the subset of the real news.

Paper Abstracts The dataset from the research paper abstract category is sourced from the arXiv
Dataset on Kaggle®. This dataset is a repository containing a substantial number of articles from arXiv,
including details like article titles, authors, categories, abstracts, and full-text PDFs. For our purposes, we
have extracted the abstract portions.

Wikipedia The dataset from the encyclopedia category is obtained from Hugging Face’s wikitext
dataset’, which is a collection of over 100 million tokens extracted from the set of verified Good and
Featured articles on Wikipedia.

Filtered
Category Corpus Instances | tances
News Fake and Real 21417 9,247

News Dataset
Abstract  arXiv Dataset 2,302,911 189,298
Wikipedia WikiText 29,565 550

Table 5: Statistics of source data.

A.2 Ablation Study

In Section A.2.1, we investigate the potential overlap among the three dimensions utilized in the evaluation,
aiming to discern whether information from each dimension can be independently captured without
being influenced by other dimensions. Subsequently, in Section A.2.2, we empirically demonstrate that
evaluation models trained on data generated by specific LLM exhibit minimal bias towards distinct models.

A.2.1 Cross Validation of Evaluation Models

We conducted cross-validation experiments to observe the performance of each evaluation model on the
data of the other two evaluation models.

We generated 300 sets of data lists for each dimension using the method described in Section 4.1.1.
Based on the consistency of the score order, we calculate the accuracy of three evaluation models on the
data of each evaluation dimension. As shown in the table 6, the emotionality and vividness evaluation
models can achieve good performance on each other’s data sets, which shows that these two dimensions
can easily generalize to each other. However, both of them perform poorly on interactivity data, indicating

Shttps://www.kaggle.com/datasets/clmentbisaillon/fake-and-real-news-dataset
Shttps://www.kaggle.com/datasets/Cornell-University/arxiv
"https://huggingface.co/datasets/wikitext

Evaluation Emotionality Vividness Interactivity

Model Data Data Data
Emotionality 93.86 92.77 31.16
Vividness 91.33 94.68 40.94
Interactivity 69.31 72.24 96.74

Table 6: The accuracy of three evaluation models on the data of each evaluation dimension. The results indicate a
potential overlap between Emotionality and Vividness, whereas the assessment of Interactivity appears relatively
independent, capable of capturing distinct characteristics within its own dimension.
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that there are obvious differences between interactivity data and others. The interactivity evaluation model
is more sensitive to data.

A.2.2 Fairness of Evaluation Models

In this section, we aim to investigate potential biases in evaluation models based on the source of
their training datasets. Specifically, the “better” text within a training set (comprising 4 text pieces
with varying levels of style strength) may contain style features from the source model (e.g., GPT-3.5)
responsible for generating this set. These features may be captured by the trained evaluation model (e.g.,
EvalModel-1.3Bg 3.5), which in turn is used to score the source model (e.g., GPT-3.5) resulting in a
higher score.

Dimension  Pearson’s p

Emotionality 87.45

Vividness 87.66
Interactivity 93.19
Average 89.43

Table 7: Pearson’s p between EvalModel-1.3By,.35 and EvalModel-1.3Bjj3ma2-138 €valuation results in each
dimension.

Results and Analysis Table 7 shows the correlation between EvalModel-1.3Bgp.35 and
EvalModel-1.3Bjjama2-138 and Table 3 shows the correlation between EMs and human evalu-
ator. The strong correlation observed in the evaluation results of EvalModel-1.3Bgp.35 and
EvalModel-1.3Bjama2-138 across various dimensions indicates that the evaluation model, trained with
data from distinct sources, exhibits a high degree of consistency in evaluation preferences and has low
possibility of bias.

We believe that employing sentence-level data alleviates the speech-style traits of the source model
and ameliorates the bias of the evaluation model. Intriguingly, our human evaluation shows that, in the
interactivity dimension, GPT-3.5 frequently utilizes phrases like "please imagine", "picture this" and "my
friends" whereas Llama 2-Chat often employs expressions such as "I know you might think this way " to
convey interaction with the audience. The sentence-based fine-grained evaluation method utilized in this
paper helps the evaluation model to mitigate the risk of capturing such characteristics to a certain extent,
promoting fairness.

B Training Details

For each evaluation dimension, we fine-tuned GPT-Neo-1.3B (Gao et al., 2020) using Lora (Hu et al.,
2021) as the evaluation model. The training parameters are detailed in Table 8.

Optimizer LR_Scheduler Learning Rate Batch Size Epochs Weight Decay
Adamw varmup=0.03 =, 6 16 6 0.001
Decay="cosine
Lora r Lora o Lora Dropout Lora Target Module
8 32 0.1 g_proj v_proj

Table 8: Details of evaluation modeling.
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C Prompts

C.1 Prompt for LLMs to Evaluate Speech-Style Strength

Figure 6 depicts the prompt used for Llama 2-Chat-70B to assess speech-style strength. In this prompt, we
specify the text style transfer task and emphasize and elucidate the features that warrant special attention,
aiding the model in accurate evaluations.

Output:[Candidate Text]

The above is a output of a formal-to-speech style transfer task, a good speech style needs to have the

following characteristics:

1. Emotionality, that is, the speaker has the appropriate emotional expression of the event mentioned.

2. Vividness, that is, the speaker should try to use vivid language to make the speech easier to understand
and interesting.

3. Interactivity, that is, the speaker can use questions, appeals and other ways to properly interact with the
audience to stimulate the audience's interest.

Now you need to score the output based on the three dimensions, respectively, with a score range from 0 to

100, where 0 means that the output does not have the characteristics of the corresponding dimension and

100 means that the output has the characteristics of the dimension.

You need to reply to the results in the following dictionary format:

{
"Emotionality ":" Emotionality score ",
"Vividness ":" Vividness score ",
"Interactivity ":" Interactive score "

}

Figure 6: Prompt used for Llama 2-Chat-70B to score the speech-style strength in three dimensions.

C.2 Prompt for LLMs to Generate Sentence-Level Data to Train Evaluation Models

Figure 7 shows the prompts utilized in Section 4.1.1 to generate training data for training the evaluation
model in vividness and interactivity dimensions. The subsequent prompts are directly employed for
GPT-3.5. For Llama 2-Chat-113B, we only modified instruction to You only need to reply in the following
format, and do not reply with anything else to ensure the model to return dictionary format for easy
processing.

C.3 Prompt for LLMs to Perform TSST

We design two prompt types for LLMs to conduct Text Speech-Style Transfer (TSST): a concise prompt
and an enhanced prompt, illustrated in Figures 8. The enhanced prompt incorporates emphasis, hints, and
guidance pertaining to various speech-style characteristics. This is intended to assist LLMs in generating
text with more appropriate and accurate stylistic features aligned with human preferences.

D Case Study

one can experience certain speech-style text in audio version here.

D.1 Bad Cases of LLMs in TSST

In Figures 9, 10, 11, 12, 13, 14, we provide specific cases of challenges encountered by LLMs during the
execution of TSST, as discussed in Section 5.2.2. These cases encompass issues denoted as Instruction
Sensitivity, Uncontrolled Length Generation, Weak Transfer Strength and Inconsistent Content.

As shown in these cases, the red part of the input represents the part that is lost during transformation.
The red part in the output represents the illusion produced by the model that is not found in the input text,
and the part indicates that the stylization is good.
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Prompt for Vividness:

The input is a sentence from a speech. Please transform this sentence into four sentences with
increasing degrees of vividness, while retaining the semantics of the input sentence. Incorporate
vivid language and rhetoric to create a more vivid and captivating sentence. Four sentences should
be close in length.

Please generate the following JSON formatted output and nothing else:

{
“1”: “[Sentence without vividness.]”,
“27: “[Sentence with a little vividness]”,
“3”: “[Sentence with medium vividness.]”,
“4>: “[Sentence with a lot of vividness]”

H

Prompt for Interactivity:

The input is a sentence from a speech. Please transform this sentence into four sentences with
increasing degree of interactivity, while retaining the semantics of the input sentence. Incorporate
elements of interaction with the audience, such as asking questions, getting the audience to think,
asking them to raise their hands, etc., to enhance audience participation and connection. Four
sentences should be close in length.

Please generate the following JSON formatted output and nothing else:

{
“1”: “[Sentence without interactivity.]”,
“2”: “[Sentence with slight interactivity.]”,
“3”: “[Sentence with medium interactivity.]”,
“4”: “[Sentence with a lot of interactivity.]”

H

Figure 7: Prompt used for LLMs to generate four sentences with increasing degree of vividness and interactivity to
train evaluation model in the two dimension respectively.

D.2 Bad Cases of Llama 2-Chat-70B in Speech-Style Strength Evaluation

Inconsistency and insensitivity to style strength of LLMs as speech-style strength refer to the challenge of
obtaining inconsistent results for the same input across multiple tests and assigning the same score despite
noticeable variations in speech-style strength. Examples are shown in Figure 15.

D.3 Bad Cases of ChatGPT in Content Preservation Evaluation

We attempt to directly evaluate the semantic consistency of two passage-level texts using GPT-3.5 and
GPT-4. We designed a variety of prompts including those shown in Figure 16. When two input texts are
completely unrelated, GPT can correctly determine that they are not related. But when a text is part of
another text, GPT will tell that their semantics are consistent. Whether we ask GPT to score semantic
consistency or let it judge whether two texts are consistent, their performance is unsatisfactory.
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Concise prompts:
1. Please transform the following passage into a speech that would captivate an audience.

2. Convert the tone of the text to be more suitable for delivering a speech.

3. Imagine you are addressing a crowd as you transform this passage into a speech.

4. Re-contextualize the following passage into a speech format that is engaging and persuasive.

5. Reframe the following passage as a compelling speech that would resonate with your audience.
6. Transform the tone and style of the text to make it more suitable for a attractive speech.

Enhanced prompts:

1. Please transform the following passage into a captivating speech that would grab the audience's
attention. Throughout the speech, incorporate engaging storytelling techniques, use vivid language to
paint images in the minds of the audience, and keep them hooked by building suspense and
excitement. Remember to maintain a conversational tone, as if you were directly addressing the
audience, making them feel involved.

2. Convert the tone of the following text to be more suitable for delivering a speech. Take moments to
pause and add emphasis to key points, allowing the audience to absorb and reflect on your words. You
can use humor or anecdotes to break the ice and foster a warm rapport with your listeners. By doing
so, you'll maintain their attention and leave a memorable impression.

3. Imagine you are addressing a crowd as you transform this passage into a speech. Tailor your speech to
resonate with them on a personal level. You could consider asking the audience questions or requesting
a show of hands to encourage active participation. Intersperse your speech with inspiring quotes or
funny sentences, ensuring that your message reaches not just their ears but also their hearts.

4. Re-contextualize the following passage into a speech format that is engaging and persuasive. Use vivid
language to make the content resonate with the audience. Incorporate rhetorical techniques, such as
repetition, alliteration, or parallelism, to enhance the speech's persuasiveness and memorability.
Interact with the audience through questions or reflections that encourage active engagement.

5. Reframe the following passage as a compelling speech that would resonate with your audience. Use
persuasive language, emotional appeals, and relatable anecdotes to make the speech memorable and
thought-provoking. Incorporate elements of audience interaction, such as asking for their input,
sharing personal reflections, or creating opportunities for discussion.

6. Transform the tone and style of the text to make it more suitable for an attractive speech. Use dynamic
language, engaging metaphors, and evocative imagery to create a vivid and captivating experience for
the audience and stimulate audience involvement. Seek opportunities for audience interaction, such as
brief discussions, sharing personal experiences, or inviting questions, to foster a sense of participation
and connection.

Figure 8: Concise and enhanced instructions to help LLMs perform TSST. The purple indicates specific guidance.
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Case 1

instruction: Please transform the following passage into a speech that would captivate an audience.

input:

Chile‘s conservative presidential candidate Sebastian Pinera on Wednesday promised to double economic growth and by
2025 make the country the first in Latin American to achieve developed nation status. Pinera said he would increase
investment and eventually cut corporate taxes in his bid to expand Chile s economy. The country is currently judged an
upper-middle-income nation by the World Bank and would have to lift per-capita income to join the group of economies
termed developed . Long the front-runner in November s election, recent polls show Pinera, 67, has increased his lead
over his nearest opponent, center-left Senator Alejandro Guillier. Speaking at a news conference, Pinera said he would
double growth after a four year period under President Michelle Bachelet in which Chile s economy slowed to an average
annual rate of 1.8 percent expansion due to declining investment. Pinera, who was president from 2010 to 2014, is
strongly backed by the business community in Chile, Latin America s wealthiest country on a gross domestic product per
capita basis. To triumph in a likely December run-off he will need to address middle-class demands for the country s
affluence to be more fairly distributed. Our mission, by 2025, is to see Chile become the first country in Latin America to
reach developed nation status, Pinera said. He also promised to leverage future growth to eradicate poverty and better
share wealth. Bachelet s tax and labor reforms - a hallmark of her center-left administration - have received a lukewarm
reception across the political spectrum. Leftists complain the reforms are too timid and the conservative opposition says
they have stoked market uncertainty and crimped private investment. Pinera promised to simplify Bachelet s tax reform to
promote investment and balance the budget within six to eight years. We re striving for a corporate tax rate comparable to
that of OECD countries, Pinera said. Chile s corporate tax rate in 2018 was 27 percent, compared to the OECD average of
24-25 percent. A recent spike in the price of copper, Chile s main export, has started to boost the country s coffers, leading
the government to estimate higher growth of 3 percent next year up from 1.5 percent this year.

output:

Good evening, everyone! Today, | am here to talk to you about a vision for the future of Chile. A future where we are not
only a nation among many, but a nation that stands out on its own. A nation that is admired and respected by the world. A
nation that is a model for development and prosperity. A nation that can provide a better life for all its citizens. This future
is within our reach if we work together. If we unite and strive for a common goal, we can make Chile a developed nation
by 2025. We need to grow our economy, create jobs, and increase wages. \We must ensure that our people have access to
quality education and healthcare. We must make sure that our businesses can compete and our workers are protected. We
must make sure that our country is a place where everyone can live in peace and security. We have the potential to make
Chile a beacon of progress and success. But this will only happen if we have the courage and vision to make it a reality.
Let us work together to create a future that all Chileans can be proud of. Thank you.

Case 2

instruction: Please transform the following passage into a captivating speech that would grab the audience's attention.
Throughout the speech, incorporate engaging storytelling techniques, use vivid language to paint images in the minds of the
audience, and keep them hooked by building suspense and excitement. Remember to maintain a conversational tone, as if you
were directly addressing the audience, making them feel involved.

input:

Same as case 1.

output:

Good morning everyone! Today, | am here to talk to you about a transformative vision for the future of Chile - a vision that will
create a country that is not just economically successful, but one that is prosperous and just. I am committed to making Chile
the first Latin American nation to achieve developed nation status by 2025. To do this, | will double our current growth rate,
increase investment, and eventually cut corporate taxes. This will bring more wealth to all Chileans, not just the few. | will also
ensure that this wealth is shared fairly, so that everyone can benefit from our nation's prosperity. This is a bold vision, but | am
confident that together we can make it a reality. Thank you!

Case 3

instruction: Convert the tone of the text to be more suitable for delivering a speech.

input:

Same as case 1.

output:

Chile's conservative presidential candidate Sebastian Pinera on Wednesday promised to double economic growth and make the
country the first in Latin American to achieve developed nation status by 2025. He pledged to increase investment and
eventually cut corporate taxes in his bid to expand Chile's economy. The country is currently judged an upper-middle-income
nation by the World Bank and would have to lift per-capita income to join the group of economies termed developed nations.
Long the front-runner in November's election, recent polls show Pinera, 67, has increased his lead over his nearest opponent,
center-left Senator Alejandro Guillier.

....(Omit 238 words.)

Figure 9: Cases of Alpaca-13B performing the TSST task with concise and enhanced instructions.

18



Case 4

instruction: Please transform the following passage into a speech that would captivate an audience.

input:

A compromise Republican tax bill released late Friday does not eliminate a $7,500 electric vehicle tax credit as Republicans in
the U.S. House of Representatives had previously proposed. The measure follows the lead of the Senate version approved last
month that did not eliminate the credit. Killing the credit could have hurt automakers like General Motors Co (GM.N),
Volkswagen AG (VOWG_p.DE), Tesla Inc (TSLA.O) and Nissan Motor Co (7201.T). Consumers under current law are eligible
for a $7,500 tax credit to defray the cost of plug-in electric vehicles. The electric vehicle tax credit starts to phase out after a
manufacturer sells 200,000 plug-in vehicles. After an automaker hits that point, the $7,500 tax credit is still available for at least
three more months before phasing out. Consumers are currently allowed to take the credit on vehicles until the manufacturer
hits 200,000 plug-in vehicles sold. Electric vehicles have expensive batteries that make them pricier than gasoline-powered
vehicles. The Electric Drive Transportation Association said in a statement late Friday it was pleased the credit would remain in
law. “The credit supports innovation and job creation while helping drivers access advanced vehicle technology,” the group said.
More than 50 automakers and other companies and groups released a letter earlier this week urging Congress to retain the credit,
including Ford Motor Co (F.N), BMW AG (BMWG.DE), GM, Uber Technologies Inc. Former President Barack Obama
repeatedly proposed hiking the tax credit for electric vehicles to $10,000 and converting it to a point-of-sale rebate, but
Congress did not approve the measure. Automakers face mandates from California and a dozen other states to produce a rising
number of zero-emission vehicles and have said the credits are essential to meeting requirements.

output:

Ladies and gentlemen, | have some good news to share with you today. A compromise Republican tax bill has been released,
and it does not eliminate the $7,500 electric vehicle tax credit. This is a relief for automakers like General Motors, Volkswagen,
Tesla, and Nissan, as well as for consumers who are looking to purchase plug-in electric vehicles.

...(Omit 132 words.)

It's worth noting that former President Barack Obama proposed hiking the tax credit for electric vehicles to $10,000 and
converting it to a point-of-sale rebate, but Congress did not approve the measure. However, automakers face mandates from
California and a dozen other states to produce a rising number of zero-emission vehicles, and they have said that the credits are
essential to meeting these requirements.

In conclusion, I'm pleased to announce that the electric vehicle tax credit will remain in law, and I'm confident that it will
continue to support innovation and job creation in the automotive industry. Thank you.

Case 5

instruction: Please transform the following passage into a captivating speech that would grab the audience's attention.
Throughout the speech, incorporate engaging storytelling techniques, use vivid language to paint images in the minds of the
audience, and keep them hooked by building suspense and excitement. Remember to maintain a conversational tone, as if you
were directly addressing the audience, making them feel involved.

input:

Same as case 4.

output:

Ladies and gentlemen, have you ever imagined a world where driving a car could be more affordable, environmentally-friendly,
and innovative? Well, that world is closer than you think, and it all starts with a simple yet impactful decision made by our
lawmakers.

Picture this: You're driving down the highway, enjoying the scenic view, when suddenly you notice a sleek, shiny car passing by.
It's not just any car; it's an electric vehicle —a symbol of the future of transportation. And you can't help but feel a sense of awe
and admiration for the technology that made it possible.

...(Omit 84 words.)

So, what does this mean for you and me? It means that we have the opportunity to take advantage of a $7,500 tax credit to
defray the cost of plug-in electric vehicles. And the best part? This credit doesn't disappear the moment an automaker sells
200,000 plug-in vehicles. It's still available for at least three more months before phasing out.

Now, imagine the impact this can have on our environment. Electric vehicles are zero-emission, which means they significantly
reduce air pollution and our carbon footprint. And with more than 50 automakers and other companies and groups urging
Congress to retain the credit, we can be sure that innovation and job creation will continue to thrive.

But it's not just about the cars; it's about our future. Automakers face mandates from California and a dozen other states to
produce a rising number of zero-emission vehicles. And they've said that the credits are essential to meeting these requirements.
So, let's take a moment to appreciate the power of our government's decision. By keeping the electric vehicle tax credit in law,
we're not only supporting innovation and job creation, but we're also giving ourselves a chance to drive into a greener, cleaner
future.

And if you're still not convinced, just think about it this way: Wouldn't it be amazing to be part of a movement that's shaping the
world for the better? To look back and say, "I was there when we started driving electric"?

So, let's embrace this change, and let's make our future brighter than ever before. Thank you!

Figure 10: Cases of Vicuna-13B performing the TSST task with concise and enhanced instructions.
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Case 6

instruction: Please transform the following passage into a speech that would captivate an audience.

input:

Venezuela s opposition refused on Wednesday to swear in newly-elected governors before a pro-government legislative
superbody it deems unconstitutional, as a small protest broke out in southern Bolivar state over fraud allegations. The pro-
government electoral council announced in the middle of the night that the ruling socialists had won the Bolivar governorship,
meaning President Nicolas Maduro s government took 18 of 23 states in Sunday s vote. Polls had put the opposition far ahead,
and anti-Maduro politicians have alleged a litany of dirty tricks including switching electoral centers to dangerous areas at the
eleventh hour and gross abuse of state resources. However, they have failed to give evidence of ballot-tampering, and some
opposition candidates have conceded they lost due to high abstention in their demoralized ranks. Still, the disparate opposition
coalition said its five winning candidates would not be sworn in by the controversial legislative superbody known as the
Constituent Assembly. The governors-elect will only be sworn in as established in the constitution and the laws of the Republic,
the Democratic Unity coalition said in a statement on Wednesday. Leftist Maduro has previously said that governors not sworn
in by the pro-government legislative body will not be allowed to take their posts in a country reeling from widespread food and
medicine shortages, a collapsing currency and soaring inflation. He described Venezuela s electoral system as the world s most
secure and slammed U.S. President Donald Trump and other foreign leaders who questioned the veracity of the vote. Bolivar
became a flashpoint after the electoral council briefly showed the opposition winning on its web site Sunday night before
proclaiming the Socialist Party candidate as winner in the early hours of Wednesday. Opposition candidate Andres Velasquez
accused the electoral council of invalidating some ballots cast for him. Pockets of his supporters protested outside the electoral
board s offices in state capital Ciudad Bolivar, with some clashes breaking out on Monday and Tuesday. Some 50 people rallied
on Wednesday, though the protest quickly fizzled. | am going to demonstrate to the world that this electoral process is
fraudulent, Velasquez told local radio in Bolivar, home to many of Venezuela s gold and diamond mines. However, nationwide
protest like those that rocked Venezuela for four months earlier this year are not expected, given fatigue and disappointment
among demonstrators. The perennially divided opposition is in disarray after Sunday s election, with some leaders calling fraud
and others conceding defeat, often in uncoordinated press statements. Sunday s election has left the socialists more confident of
winning a presidential vote expected in late 2018.

output:

My fellow Venezuelans,

Today, we stand at a crossroads. The recent elections have left us with a choice: do we accept the results and move forward,
or do we stand up for our rights and demand justice? The answer is clear. We will not be silenced by fraudulent elections and
the tyranny of the ruling socialist party.

Yesterday, we saw the true colors of the electoral council, as they brazenly tampered with the results and stole our democratic
victory. They Switched electoral centers to dangerous areas at the eleventh hour, and grossly abused state resources to secure
their power. But we will not be deterred.

We, the opposition, have refused to swear in the newly-elected governors before this pro-government legislative superbody,
which we deem unconstitutional. We will only be sworn in as established in the constitution and the laws of the Republic. We
will not be bullied by President Maduro and his regime.

They may have the power and the weapons, but we have the truth and the people on our side. We will not be silenced by
their fraudulent tactics and their abuse of power. We will fight for our rights and for the future of our country.

Bolivar has become a flashpoint in this struggle. The electoral council briefly showed the opposition winning on its website
Sunday night before proclaiming the Socialist Party candidate as the winner in the early hours of Wednesday. Opposition
candidate Andres Velasquez accused the electoral council of invalidating some ballots cast for him. Pockets of his supporters
protested outside the electoral board's offices in state capital Ciudad Bolivar, with some clashes breaking out on Monday and
Tuesday. But we will not be deterred. We will continue to fight for our rights and for the truth.

I, Andres Velasquez, will demonstrate to the world that this electoral process is fraudulent. We will not be silenced by the
regime's tactics. We will continue to protest and fight for our rights, and we will not back down.

My fellow Venezuelans, the time for change is now. We cannot continue to live under this tyranny any longer. We must stand
together and fight for our freedom and our future. We will not be silenced. We will not be oppressed. We will rise up and take
back our country.

Join us in this fight for democracy and justice. Join us in this fight for our rights. We will not be silenced. We will not be
defeated. We will rise up and take back our country.

Venezuela, join us in this struggle for freedom and democracy. We will not be silenced. We will not be defeated. We will rise
up and take back our country.

iVenceremos! We will triumph!

Figure 11: Case of Llama 2-Chat-13B performing the TSST task with concise instruction.
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Case 7

instruction: Please transform the following passage into a captivating speech that would grab the audience's attention.
Throughout the speech, incorporate engaging storytelling techniques, use vivid language to paint images in the minds of the
audience, and keep them hooked by building suspense and excitement. Remember to maintain a conversational tone, as if you
were directly addressing the audience, making them feel involved.

input:

Venezuela s opposition refused on Wednesday to swear in newly-elected governors before a pro-government legislative
superbody it deems unconstitutional, as a small protest broke out in southern Bolivar state over fraud allegations. The pro-
government electoral council announced in the middle of the night that the ruling socialists had won the Bolivar governorship,
meaning President Nicolas Maduro s government took 18 of 23 states in Sunday s vote. Polls had put the opposition far ahead,
and anti-Maduro politicians have alleged a litany of dirty tricks including switching electoral centers to dangerous areas at the
eleventh hour and gross abuse of state resources. However, they have failed to give evidence of ballot-tampering, and some
opposition candidates have conceded they lost due to high abstention in their demoralized ranks. Still, the disparate opposition
coalition said its five winning candidates would not be sworn in by the controversial legislative superbody known as the
Constituent Assembly. The governors-elect will only be sworn in as established in the constitution and the laws of the Republic,
the Democratic Unity coalition said in a statement on Wednesday. Leftist Maduro has previously said that governors not sworn
in by the pro-government legislative body will not be allowed to take their posts in a country reeling from widespread food and
medicine shortages, a collapsing currency and soaring inflation. He described Venezuela s electoral system as the world s most
secure and slammed U.S. President Donald Trump and other foreign leaders who questioned the veracity of the vote. Bolivar
became a flashpoint after the electoral council briefly showed the opposition winning on its web site Sunday night before
proclaiming the Socialist Party candidate as winner in the early hours of Wednesday. Opposition candidate Andres Velasquez
accused the electoral council of invalidating some ballots cast for him. Pockets of his supporters protested outside the electoral
board s offices in state capital Ciudad Bolivar, with some clashes breaking out on Monday and Tuesday. Some 50 people rallied
on Wednesday, though the protest quickly fizzled. | am going to demonstrate to the world that this electoral process is
fraudulent, Velasquez told local radio in Bolivar, home to many of Venezuela s gold and diamond mines. However, nationwide
protest like those that rocked Venezuela for four months earlier this year are not expected, given fatigue and disappointment
among demonstrators. The perennially divided opposition is in disarray after Sunday s election, with some leaders calling fraud
and others conceding defeat, often in uncoordinated press statements. Sunday s election has left the socialists more confident of
winning a presidential vote expected in late 2018.

output:

Ladies and gentlemen, today | want to talk to you about a story that's not just about politics, but about the fight for democracy,
freedom, and the future of a nation. It's a story that's been unfolding in Venezuela, where the people have been facing
unimaginable challenges and struggling to make their voices heard.

On Sunday, Venezuelans went to the polls to elect their governors, hoping for a change that would bring them closer to a better
life. But what they got was a farce, a sham of an election that has left them feeling betrayed and disillusioned.

The ruling socialist party, led by President Nicolas Maduro, has been accused of using every dirty trick in the book to maintain
their grip on power. They've been accused of switching electoral centers to dangerous areas at the eleventh hour, of gross abuse
of state resources, and of tampering with the ballots. But despite these allegations, the opposition has failed to provide concrete
evidence of these claims.

But here's the thing, my friends. It doesn't matter if there's concrete evidence or not. What matters is that the people of
Venezuela have been crying out for change, and they were promised that change in this election. They were promised that their
voices would be heard, that their votes would count. And now, it seems that those promises have been broken.

The opposition has refused to swear in the newly-elected governors before a pro-government legislative superbody that they
deem unconstitutional. And why should they? Because that body is not a legitimate representative of the Venezuelan people. It's
a body that has been stacked with Madura's loyalists, a body that has been used to silence the opposition and maintain the status
quo.

But the people of Venezuela are not giving up. They are fighting back, they are protesting in the streets, they are demanding to
be heard. And | stand with them, because | believe that the voices of the people must be heard, no matter what the cost.

In Bolivar state, a small protest broke out over fraud allegations, and it's a sign of things to come. The people of Venezuela are
not going to let this injustice stand. They are going to continue to fight for their rights, for their freedom, and for their future.
And so, my friends, | ask you to stand with the people of Venezuela. Stand with them in their fight for democracy, for freedom,
and for a better life. Because the struggle of the Venezuelan people is not just their struggle, it's our struggle too. It's the
struggle of all of us who believe in the power of the people, who believe in the power of democracy, and who believe in the
power of freedom.

So let us stand together, my friends, and let us stand with the people of Venezuela. Let us show them that we hear their cries,
that we see their struggles, and that we will not let them fight alone. Let us show them that we are all in this together, and that
together, we can make a difference.

Thank you.

Figure 12: Case of Llama 2-Chat-13B performing the TSST task with enhanced instruction.
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Case 8

instruction: Please transform the following passage into a speech that would captivate an audience.

input:

A smartphone is a portable computer device that combines mobile telephone functions and computing functions into one unit.
They are distinguished from older-design feature phones by their more advanced hardware capabilities and extensive mobile
operating systems, which facilitate wider software, access to the internet (including web browsing over mobile broadband), and
multimedia functionality (including music, video, cameras, and gaming), alongside core phone functions such as voice calls
and text messaging. Smartphones typically contain a number of metal-oxide—semiconductor (MOS) integrated circuit (IC)
chips, include various sensors that can be leveraged by pre-installed and third-party software (such as a magnetometer, a
proximity sensor, a barometer, a gyroscope, an accelerometer, and more), and support wireless communication protocols (such
as Bluetooth, Wi-Fi, or satellite navigation). More recently, smartphone manufacturers have begun to integrate satellite
messaging connectivity and satellite emergency services into devices for use in remote regions where there is no reliable
cellular network.

Following the rising popularity of the iPhone in the late 2000s, the majority of smartphones have featured thin, slate-like form
factors with large, capacitive screens with support for multi-touch gestures rather than physical keyboards and have offered the
ability for users to download or purchase additional applications from a centralized store and use cloud storage and
synchronization, virtual assistants, as well as mobile payment services. Smartphones have largely replaced personal digital
assistant (PDA) devices, handheld/palm-sized PCs, portable media players (PMP), and, to a lesser extent, handheld video game
consoles.

Improved hardware and faster wireless communication (due to standards such as LTE) have bolstered the growth of the
smartphone industry. In 2022, 1.43 billion smartphone units were shipped worldwide. 75.05 percent of the world population
were smartphone users as of 2020.

output:

Ladies and gentlemen, distinguished guests, and fellow technology enthusiasts, | stand before you today to take you on a
captivating journey into the world of smartphones. This remarkable invention has revolutionized the way we communicate,
connect, and experience the world around us. So, fasten your seatbelts and prepare to be amazed!

Imagine a device that combines the power of a computer with the convenience of a mobile phone—a device that fits in the
palm of your hand and opens up a universe of possibilities. Enter the smartphone, a portable marvel that has reshaped our lives
in ways we could never have imagined.

Gone are the days of clunky feature phones. Smartphones have emerged as the pinnacle of technological advancement,
boasting cutting-edge hardware capabilities and sophisticated operating systems. These miniature powerhouses grant us access
to a vast array of software, bring the entire internet to our fingertips, and provide us with a plethora of multimedia
functionalities. Music, videos, cameras, gaming—the possibilities are endless.

But a smartphone is more than just a collection of circuits and sensors. It is a gateway to a world of seamless communication
and boundless exploration. With features like voice calls, text messaging, and the ability to browse the web over mobile
broadband, smartphones have become indispensable companions in our daily lives.

Think about the incredible technology packed into these devices. Smartphones are equipped with metal-oxide-semiconductor
integrated circuit chips, which fuel their lightning-fast performance. They house an array of sensors, including magnetometers,
proximity sensors, barometers, gyroscopes, and accelerometers. These sensors, combined with pre-installed and third-party
software, enable a host of innovative applications and experiences.

Communication knows no bounds for these remarkable devices. With support for wireless communication protocols like
Bluetooth, Wi-Fi, and satellite navigation, smartphones have truly connected us in ways we never thought possible. And now,
even in the most remote regions, where reliable cellular networks are scarce, manufacturers have integrated satellite messaging
connectivity and emergency services into these incredible devices.

...(Omit 78 words.)

The rise of the smartphone has been nothing short of extraordinary. Improved hardware and faster wireless communication
standards, such as LTE, have propelled the industry to unprecedented heights. In 2022 alone, a staggering 1.43 billion
smartphone units were shipped worldwide. And as of 2020, a staggering 75.05 percent of the global population were
smartphone users—highlighting the widespread impact these devices have had on our lives.

As we look to the future, we can only anticipate further advancements in smartphone technology. Artificial intelligence,
augmented reality, and 5G connectivity are poised to unleash a new wave of innovation, promising even more immersive
experiences and endless possibilities.

So, my friends, let us embrace the marvels of the smartphone. Let us celebrate the way it has transformed our lives, bridging
gaps, and connecting us across borders. Let us marvel at the power we hold in our hands—a power that has forever changed the
way we communicate, work, and play.

In the palm of your hand lies a gateway to a world of endless possibilities. It's time to unlock the full potential of the
smartphone and embark on a journey of discovery, innovation, and connection.

Thank you.

Figure 13: Case of GPT-3.5 performing the TSST task with concise instruction.
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Case 9

instruction: Please transform the following passage into a captivating speech that would grab the audience's attention.
Throughout the speech, incorporate engaging storytelling techniques, use vivid language to paint images in the minds of the
audience, and keep them hooked by building suspense and excitement. Remember to maintain a conversational tone, as if you
were directly addressing the audience, making them feel involved.

input:

A smartphone is a portable computer device that combines mobile telephone functions and computing functions into one unit.
They are distinguished from older-design feature phones by their more advanced hardware capabilities and extensive mobile
operating systems, which facilitate wider software, access to the internet (including web browsing over mobile broadband), and
multimedia functionality (including music, video, cameras, and gaming), alongside core phone functions such as voice calls
and text messaging. Smartphones typically contain a number of metal-oxide—semiconductor (MOS) integrated circuit (IC)
chips, include various sensors that can be leveraged by pre-installed and third-party software (such as a magnetometer, a
proximity sensor, a barometer, a gyroscope, an accelerometer, and more), and support wireless communication protocols (such
as Bluetooth, Wi-Fi, or satellite navigation). More recently, smartphone manufacturers have begun to integrate satellite
messaging connectivity and satellite emergency services into devices for use in remote regions where there is no reliable
cellular network.

Following the rising popularity of the iPhone in the late 2000s, the majority of smartphones have featured thin, slate-like form
factors with large, capacitive screens with support for multi-touch gestures rather than physical keyboards and have offered the
ability for users to download or purchase additional applications from a centralized store and use cloud storage and
synchronization, virtual assistants, as well as mobile payment services. Smartphones have largely replaced personal digital
assistant (PDA) devices, handheld/palm-sized PCs, portable media players (PMP), and, to a lesser extent, handheld video game
consoles.

Improved hardware and faster wireless communication (due to standards such as LTE) have bolstered the growth of the
smartphone industry. In 2022, 1.43 billion smartphone units were shipped worldwide. 75.05 percent of the world population
were smartphone users as of 2020.

output:

Ladies and gentlemen, imagine a world where communication, entertainment, and endless possibilities fit right in the palm of
your hand. A world where a single device combines the power of a computer and the convenience of a mobile phone. It's a
world where the future has arrived, and it comes in the form of a captivating device known as the smartphone.

But what exactly is a smartphone? Well, it's not just any ordinary gadget. No, my friends, it's a marvel of technology that
weaves together the realms of imagination and practicality. Picture this: a sleek and slender device, exuding elegance, with a
vibrant, capacitive screen that responds to the gentlest touch of your finger. Gone are the days of clunky physical keyboards, for
now, you can effortlessly glide your fingers across the screen, engaging in a symphony of multi-touch gestures that unlock a
world of possibilities.

These incredible devices, my friends, are more than just phones. They are companions, confidants, and gateways to a universe
of knowledge and entertainment. With the tap of a finger, you can browse the vast expanse of the internet, exploring its depths
and uncovering treasures of information. No longer bound by wires and cables, you can connect with friends and loved ones
across the globe, sharing laughter, tears, and moments of pure joy. The smartphone has become the heartbeat of our digital age,
pulsating with life and energy.

But it doesn't stop there, my friends. These ingenious gadgets are equipped with a symphony of sensors, hidden beneath their
sleek exteriors. A magnetometer, a proximity sensor, a barometer, a gyroscope, an accelerometer, and more—these sensors
work harmoniously, like the gears of a finely tuned machine, to enhance our experiences. They bring a new dimension to
gaming, immersing us in virtual worlds that defy imagination. They empower us to capture the beauty of life with stunning
cameras, preserving memories that will forever be etched in our hearts.

Now, let me take you on a journey through time. Cast your minds back to the late 2000s when a revolution was brewing. It was
the rise of a device that would forever change the landscape of technology—the iPhone. With its sleek design, large screen, and
support for multi-touch gestures, it set the stage for a new era of smartphones. And just like a wildfire, the iPhone sparked a
revolution that engulfed the world, captivating the hearts and minds of millions.

...(Omit 236 words.)

In 2022 alone, a staggering 1.43 billion smartphone units were shipped worldwide, a testament to their irresistible allure. And
as of 2020, a whopping 75.05 percent of the world's population had embraced the smartphone revolution, their lives forever
intertwined with these magnificent devices.

So, my friends, as we stand here today, let us marvel at the wonders that surround us. Let us recognize the incredible journey
that brought us here, from the humble beginnings of the feature phone to the extraordinary realm of smartphones. And let us
embrace the future with open arms, for the smartphone is not just a tool but a gateway to infinite possibilities. It is a symbol of
human ingenuity and our unwavering spirit to conquer the unknown.

Together, let us embark on this journey, where technology meets imagination, where dreams become reality, and where the
smartphone remains at the heart of it all. Thank you, and may the wonders of the smartphone forever inspire us to reach for the
stars.

Figure 14: Case of GPT-3.5 performing the TSST task with enhanced instruction.
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Interactivity:
GPT-3.5 output:

Ladies and gentlemen,

Today, I stand before you to address...

Picture this - a vibrant tapestry of tech firms, Yahoo, Apple, and Microsoft, ...

Remember when the state of North Carolina passed a law that forced transgender individuals to use
public restrooms based on their gender assigned at birth? It caused an uproar, with businesses
expressing their disdain by boycotting the state. The result? A staggering loss of over $560 million in
economic activity. That's right, my friends, the power of the business community can sway even the
most stubborn hearts.

And now, ... But make no mistake, they have made their stance clear. ... Why? Because they
understand, as we all should, that equality is not just a feel-good word - it's a business imperative.

The Trump administration argues that transgender policies should be left to the states to decide. But my
friends, let us remember history. Let us remember the Emancipation Proclamation, when President
Abraham Lincoln declared freedom for slaves. Since that pivotal moment, the federal government has
played a vital role in protecting the rights of all Americans. Are we really willing to turn our backs on
that legacy now?

We must also remember the consequences faced by North Carolina when it passed a similar law.... Is
this the future we want for our country?

My friends, today, I implore you to join forces with these companies, ...

Together, we have the power to influence change. Let us be a force that cannot be ignored. Let us hold
our leaders accountable. Let us ensure that the rights of every individual are protected, regardless of
their gender identity.

Remember, my friends, the power of the business community is immense. Let us use it wisely, let us
use it boldly, and let us use it to shape a future where equality reigns supreme.

Llama 2-Chat-13B output:

Ladies and gentlemen,

Today, I want to talk about a crucial problem that affects every single one of us: equality and the rights
of all Americans...

Businesses in North Carolina lost more than $560 million in commercial action as a result ...

Yahoo, Apple, and Microsoft have all expressed their disapproval of the choice in statements... Let us
not stop now.

We must speak out and defend the rights of all Americans. It is the obligation of the business
community to act. We can all contribute by speaking out and acting to safeguard the rights of
marginalized groups. We must not stand by and allow the progress made in recent years to be lost.

In conclusion, this is not only a problem for marginalized people but also for everybody. We must work
together to safeguard the principles of dignity, fairness, and opportunity for all. Thank you.

Rank:

Llama 2-Chat-70B:  GPT-3.5 = Llama 2-Chat-13B
EM(gpt_based): GPT-3.5 > Llama 2-Chat-13B
EM(llama_based): GPT-3.5 > Llama 2-Chat-13B
Human: GPT-3.5 > Llama 2-Chat-13B

Figure 15: An instance of the evaluation failure in the interactivity dimension using Llama 2-Chat-70B. The
provided prompt is shown in Figure 6 . The color code represents human preferences, with purple indicating a
stronger preference and blue indicating a weak preference. Notably, LLaMA?2-Chat-70B assigns the same ranking
to both texts, highlighting a failure in speech-style strength evaluation.
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Prompt 1

Here is a task to evaluate the semantic consistency of two texts.

Text 1: [Text 1]

Text 2: [Text 2]

Let's think step by step:

1. Extract the key information such as entity information, logical relationships, etc. from these two texts as completely as
possible.

2. Compare the similarity between the key information of the two texts.

3. Judge the semantic consistency of the two texts by comparing the similarity of their key information.

4. On ascale of 0 to 100, where 0 indicates that the key information of the two texts does not overlap and 100 indicates that the
key information is completely consistent, please rate the semantic consistency between Text 1 and Text 2. Remember to be
cautious and strict. Please provide a single token representing the numerical score (0-10) for semantic consistency, without
any additional text:

Text 1:

Chile‘s conservative presidential candidate Sebastian Pinera on Wednesday promised to double economic growth and by

2025 make the country the first in Latin American to achieve developed nation status. Pinera said he would increase

investment and eventually cut corporate taxes in his bid to expand Chile s economy. The country is currently judged an

upper-middle-income nation by the World Bank and would have to lift per-capita income to join the group of economies
termed developed . Long the front-runner in November s election, recent polls show Pinera, 67, has increased his lead
over his nearest opponent, center-left Senator Alejandro Guillier. Speaking at a news conference, Pinera said he would
double growth after a four year period under President Michelle Bachelet in which Chile s economy slowed to an average
annual rate of 1.8 percent expansion due to declining investment. Pinera, who was president from 2010 to 2014, is
strongly backed by the business community in Chile, Latin America s wealthiest country on a gross domestic product per

capita basis. To triumph in a likely December run-off he will need to address middle-class demands for the country s

affluence to be more fairly distributed. Our mission, by 2025, is to see Chile become the first country in Latin America to

reach developed nation status, Pinera said. He also promised to leverage future growth to eradicate poverty and better
share wealth. Bachelet s tax and labor reforms - a hallmark of her center-left administration - have received a lukewarm
reception across the political spectrum. Leftists complain the reforms are too timid and the conservative opposition says
they have stoked market uncertainty and crimped private investment. Pinera promised to simplify Bachelet s tax reform to
promote investment and balance the budget within six to eight years. We re striving for a corporate tax rate comparable to
that of OECD countries, Pinera said. Chile s corporate tax rate in 2018 was 27 percent, compared to the OECD average of

24-25 percent. A recent spike in the price of copper, Chile s main export, has started to boost the country s coffers, leading

the government to estimate higher growth of 3 percent next year up from 1.5 percent this year.

Text 2:

Chile‘s conservative presidential candidate Sebastian Pinera on Wednesday promised to double economic growth and by

2025 make the country the first in Latin American to achieve developed nation status. Pinera said he would increase

investment and eventually cut corporate taxes in his bid to expand Chile s economy. The country is currently judged an

upper-middle-income nation by the World Bank and would have to lift per-capita income to join the group of economies
termed developed . Long the front-runner in November s election, recent polls show Pinera, 67, has increased his lead
over his nearest opponent, center-left Senator Alejandro Guillier. Speaking at a news conference, Pinera said he would
double growth after a four year period under President Michelle Bachelet in which Chile s economy slowed to an average
annual rate of 1.8 percent expansion due to declining investment.

GPT-4 output: 7.5

Prompt 2

You are a natural language processing expert specializing in semantic analysis and text consistency. Your role is to evaluate the
semantic consistency between two given texts based on factors such as length, entity information, logical relationships, and
other relevant criteria. You have the ability to understand the context and nuances of the texts, enabling you to accurately rate
their semantic consistency. Your expertise in natural language understanding allows you to perform this task with precision and
efficiency. Please judge whether the contents of the following two texts are consistent. If they are consistent, please output 1,
otherwise output 0.

Text 1:

Same as Prompt 1.

Text 2:

Same as Prompt 1.

GPT-4 output: 1

Figure 16: Prompts and results of GPT-4 evaluating the semantic consistency of two texts. The length of Text 2 is
about 60% less than Text 1.
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