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Abstract

Large language models exhibit high-level com-001
monsense reasoning abilities, especially with002
enhancement methods like Chain-of-Thought003
(CoT). However, we find these CoT-like meth-004
ods lead to a considerable number of originally005
correct answers turning wrong, which we de-006
fine as the Toxic CoT problem. To interpret007
and mitigate this problem, we first utilize at-008
tribution tracing and causal tracing methods to009
probe the internal working mechanism of the010
LLM during CoT reasoning. Through compar-011
isons, we prove that the model exhibits infor-012
mation loss from the question in the shallow013
attention layers when generating rationales or014
answers. Based on the probing results, we de-015
sign a novel method called RIDERS (Residual016
decodIng and sERial-position Swap), which017
compensates for the information deficit in the018
model from both decoding and serial-position019
perspectives. Through extensive experiments020
on multiple commonsense reasoning bench-021
marks, we validate that this method not only022
significantly eliminates Toxic CoT problems023
(decreased by 23.6%), but also effectively im-024
proves the model’s overall commonsense rea-025
soning performance (increased by 5.5%).026

1 Introduction027

With the increase in scale, large language mod-028

els (LLMs) have demonstrated outstanding perfor-029

mance in different reasoning tasks, among them,030

commonsense reasoning has received significant031

attention due to its importance for general intelli-032

gence. In this task, researchers have proposed a033

series of chain-of-thought (CoT) like techniques034

to elicit models’ potential abilities (e.g. Self-035

Consistency (Wang et al., 2023c), Least-to-Most036

(Zhou et al., 2023), Reflexion (Shinn et al., 2023)).037

Through them, LLMs can generate reasonable ra-038

tionales and improve their reasoning performance.039

While these works have made great progress,040

we notice an overlooked problem in them, which041
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Figure 1: Two examples for the Toxic CoT problem.

we define as Toxic CoT — Sometimes LLMs can 042

directly provide correct answers to questions, but 043

after applying CoT-like methods, it brings extra 044

reasoning paths to models, causing their answers 045

to be wrong. Figure 1 illustrates two main error 046

types of this problem — Rationale Drift and An- 047

swer Drift. Specifically, for the Rationale Drift 048

case, given the question “What kind of status is the 049

bald eagle given?”, the model can directly give the 050

correct answer “protection”. However, in the ratio- 051

nale, the model explains “what is the bald eagle” as 052

“a symbol of America”, which has a semantic drift 053

from the question. Thus, the model chooses the 054

wrong option “america” based on the drifting ratio- 055

nale. For the Answer Drift case, given the question 056

“Metal is used to make what?”, the model can di- 057

rectly answer “instruments”. It can also generate 058

a correct rationale “metal is to make tools and ma- 059

chines”, but when answering based on the rationale, 060

the model drifts from it and selects the incorrect 061

option “(4)”. We further conduct a statistical analy- 062
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sis over extensive commonsense reasoning datasets063

and find that, among all CoT errors, this problem064

accounts for 37% for the white-box model and065

33% for the black-box model on average, indicat-066

ing this problem has become a crucial bottleneck067

in CoT reasoning.1068

So what is the mechanism behind this issue?069

In this paper, we attempt to answer this question070

by probing the inner workings of the LLM’s CoT071

reasoning. Specifically, we first make initial obser-072

vations on examples of Rationale Drift and Answer073

Drift issues, which suggest that the model likely074

misses some important information from the ques-075

tion when generating corresponding rationales or076

answers. To further verify these findings, we use077

attribution tracing and causal tracing methods to078

probe the LLM in two stages (rationale generation079

stage and answer generation stage). By employing080

these methods under various experimental settings,081

we find that there is a significant loss of infor-082

mation flow from the question in the shallow083

attention layers when generating drifting ratio-084

nales and answers. Therefore, we interpret the085

Toxic CoT problem as the model lacking informa-086

tion from the question in the two stages.087

To validate our interpretation and mitigate this088

problem, we design an approach called RIDERS089

(Residual decodIng and sERial-position Swap)090

based on the interpretation. Concretely, for the Ra-091

tionale Drift issue, we devise a decoding algorithm,092

promoting the model to generate tokens that pay093

more attention to question contexts. For the An-094

swer Drift issue, we swap the positions of the out-095

put sequence, reducing the information loss from096

the question to the final prediction. We evaluate097

our method on five commonsense reasoning bench-098

marks and conduct extensive experiments. The099

results not only prove our interpretation, but also100

indicate that our method is effective in addressing101

the Toxic CoT problem and improving the model’s102

overall commonsense reasoning abilities.103

We summarize the contribution of this paper as104

follows:105

(1) We identify a crucial bottleneck affecting106

LLM’s reasoning performance called the Toxic107

CoT problem, probe this issue through attribution108

tracing and causal tracing methods, and interpret109

the mechanism behind it as the model missing infor-110

mation from questions in shallow attention layers.111

1Appendix A presents the details of settings and results in
this statistical experiment.

The results contribute to a more in-depth under- 112

standing of the LLM’s reasoning mechanisms. 113

(2) To mitigate the Toxic CoT problem, we intro- 114

duce RIDERS, which effectively compensates for 115

the internal information loss during CoT reasoning 116

from decoding and serial-position perspectives. 117

(3) We conduct extensive experiments on various 118

benchmarks. The results not only verify the ratio- 119

nality of our interpretation, but also demonstrate 120

the effectiveness of our method in addressing the 121

Toxic CoT problem (the proportion of the problem 122

decreased by 23.6%) and enhancing commonsense 123

reasoning performance (overall accuracy increased 124

by 5.5%). We will release the source code for this 125

work if it is accepted. 126

2 Problem Statement 127

2.1 Toxic Chain of Thought Reasoning 128

We start our work by formally defining the Toxic 129

CoT problem as follows: 2 130

Definition 2.1 (Toxic CoT). Given a question q 131

and the correct answer o∗, if the model’s output M 132

meets the following conditions, it is considered a 133

case of Toxic CoT: 134

o∗ = M(q, Pd) ∧ o∗ ̸= M(q, Pc) 135

where o∗ = M(q, Pd) indicates the model’s direct 136

answering for q is correct, o∗ ̸= M(q, Pc) indi- 137

cates the model’s cot-like answering for q is wrong, 138

Pd, Pc are the corresponding prompts. 139

2.2 Two-stage Drift Issues 140

To investigate the reasons for the problem, we clas- 141

sify these Toxic CoT cases and identify a main error 142

causing this problem (On average, it accounts for 143

67% on two datasets, see more details in Appendix 144

B). Furthermore, if we divide the CoT process into 145

two stages: rationale generation and answer gen- 146

eration, there exist two types of issues in this error: 147

Definition 2.2 (Rationale Drift). If the reasoning 148

chain is factually correct but logically inconsistent 149

with the question, this case is called “Rationale 150

Drift” (see Figure 1a). 151

Definition 2.3 (Answer Drift). If the reasoning 152

chain is both factually correct and logically con- 153

sistent with the question, but the final answer is 154

inconsistent with the rationale, this case is called 155

“Answer Drift” (see Figure 1b). 156
2In practice, CoT-type methods all have Toxic CoT prob-

lems, but to simplify the work, this paper mainly focuses on
the basic CoT prompting.
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2.3 Hypothesis Formulation157

To provide a direction for subsequent probing ex-158

periments, here we attempt to propose hypotheses159

for the mechanism of issues by analyzing some160

examples. For the Rationale Drift issue, the model161

tends to focus on part of the essential reasoning con-162

ditions in the question context. As an example, in163

Figure 1a, the CoT only focuses on the “bald eagle”164

in the question but misses another key information165

“status”. As for the Answer Drift issue, the model166

seems to be disrupted by CoT, losing attention to167

the question and resulting in an off-topic prediction.168

For instance, in Figure 1b, though the CoT gives169

correct information “to make tools and machines”,170

the model can only predict the wrong answer “(4)171

metal fabrication shop”. This is likely because the172

model loses the question’s target “to make what”173

and directly copies the entity “metal”, which fre-174

quently appears in CoT, as the answer. Therefore,175

we summarize our hypotheses as follows:176

Hypothesis 1. The Rationale Drift issue arises177

from the model lacking information from the ques-178

tion context in the rationale generation stage.179

Hypothesis 2. The Answer Drift issue arises from180

the model lacking information from the question in181

the answer generation stage.182

To validate the above hypotheses, in the follow-183

ing two sections, we conduct probing experiments,184

exploring the LLM’s internal working mechanisms185

during the two stages of CoT reasoning.186

3 Tracing Information Flow in Rationale187

In this section, we aim to verify the Hypothesis188

1 by tracing the information flow in the rationale189

generation stage. To this end, we start by describing190

our attribution tracing method (§3.1). Through191

this method, we conduct comparative experiments192

between the correct reasoning and the drifting one,193

figuring out the mechanism behind the issue (§3.2).194

At last, we use the attention score to validate our195

findings from another perspective (§3.3).196

3.1 Tracing Method197

To investigate the roles of different model com-198

ponents in the rationale generation stage, we use199

attribution scores (Hao et al., 2021; Dai et al., 2022;200

Wang et al., 2023b) to compute the contribution of201

a neuron ω:202

Attr(ω) = ω ⊙
∫ 1

α=0

∂F (αω)

∂ω
dα ≈ ω

m
⊙

m∑
k=1

∂F ( k
m
ω)

∂ω

(1)203
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Figure 2: Attribution tracing results on Winogrande.

where F (·) represents the model’s output. We com- 204

pute the attribution score via Riemman approxi- 205

mation of the integration and m is the number of 206

approximation steps. For neurons A(l) in the i-th at- 207

tention layer, we sum the absolute values of scores 208

on all attention heads to get the final attribution 209

score. Since the attention module involves inter- 210

actions between different tokens, we can compute 211

the information flow between the question context 212

q and the CoT c on it: 213

Q(l)
qc =

1

|N |
∑

(i,j)∈Cqc

Attr(A
(l)
i,j)

Cqc = {(i, j)|qs ≤ i ≤ qe, cs ≤ j ≤ ce}
(2) 214

Here, Attr(A(l)
i,j) represents the intensity of infor- 215

mation flow from the i-th token to the j-th token in 216

the l-th attention layer and |N | denotes the number 217

of CoT steps. More implementation details of this 218

method are reported in Appendix C. 219

3.2 Attribution Tracing Experiment 220

Experimental Settings To validate the defi- 221

ciency in Hypothesis 1, we need to figure out the 222

context information flow difference between gener- 223

ating a drifting rationale and a correct one. Thus, 224

we first use golden labels as hints to generate cor- 225

rect CoTs in the drifting cases. Then, we compute 226

the average information flow under these two cases 227

and compare their results. We choose Llama2-13B 228

(Touvron et al., 2023) and Baichuan2-13B (Yang 229

et al., 2023) as our probing models, since they 230

are moderated-sized white-box models with decent 231

CoT performance. For datasets, we select Wino- 232

grande (Sakaguchi et al., 2020) and CSQA (Talmor 233

et al., 2019).3 The detailed implementation of this 234

experiment is shown in Appendix C. 235

Result and Analysis Figure 2 illustrates our ex- 236

perimental results on Winogrande (The results on 237

3Unless otherwise specified, we use the same models and
datasets in the following probing experiments.
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Figure 3: Information flow divergence comparison on
Winogrande.

CSQA are shown in Appendix C). We can find238

that: (Claim 1) When the Rationale Drift issue239

occurs, CoT receives less information from the240

question context compared to the correct case.241

On both datasets and different models, there is a242

significantly lower information flow between the243

question context and CoT when the LLM gener-244

ates a drifting rationale (the blue line) compared to245

the correct one (the orange line). This aligns with246

Hypothesis 1. (Claim 2) The shallow attention247

layers are crucial for LLMs to extract contex-248

tual information. In all cases, both the information249

flow and the gap peak at around the 15th attention250

layer, indicating these layers are significant sites251

for the rationale generation.252

Supplementary Experiment In the main experi-253

ment, we use golden labels to generate the correct254

CoT. To eliminate the influence of this additional255

factor on our results, we design a supplementary256

experiment. Concretely, we first use the label to257

generate CoTs from correct reasoning cases, which258

serves as a control group. Then, we compute the259

context information divergence between the newly260

generated CoT cn and the original one co, i.e.:261

Attr(cn|co) = Q(l)
qcn −Q(l)

qco
(3)262

where q is the question context. We compare this263

divergence between the control and drifting group,264

whose results are reported in Figure 3 and Figure265

10. As we can see, the gap between the correct266

CoT and the drifting one (the blue line) is larger267

than the control group (the orange line) and the268

max divergence occurs in shallow layers (around269

the 15th layer). This indicates that a correct CoT270

indeed gets more information flow from the con-271

text in shallow attention layers, validating the272

effectiveness of Claim 1 and 2.273

3.3 Attention Tracing Experiment274

Experimental Settings We also design an exper-275

iment based on attention scores to validate Hypoth-276
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Figure 4: Attention tracing results across different atten-
tion heads on Llama2-13B.

esis 1 from another perspective. For a pair of ratio- 277

nales <c, c∗> targeting the same question context 278

q (c denotes the correct CoT and c∗ is the drifting 279

one), we compute their attention divergence: 280

Attn(c|c∗) =
∑

(i,j)∈Cqc

A
(l,h)
i,j

|c| −
∑

(i,j)∈Cqc∗

A
(l,h)
i,j

|c∗| (4) 281

Here, we replace the Attr(A(l)
i,j) in Equation 2 with 282

the weights on the h-th attention matrix head A
(l,h)
i,j 283

and repeat the calculation in Equation 3. 284

Result and Analysis The results on two datasets 285

are shown in Figure 4 and Figure 11. We can get 286

the following observations: (1) The attention di- 287

vergence is greater than 0 in most heads, which 288

indicates a lack of information from the question 289

context in Rationale Drift cases (consistent with 290

Claim 1). (2) The largest attention divergence 291

appears around layer 15, which is consistent 292

with the sites we find in Claim 2. This once again 293

illustrates that attention heads of these layers are 294

crucial for the LLM to obtain contextual informa- 295

tion when generating CoT. 296

4 Tracing Information Flow in Answer 297

In this section, our goal is to verify the informa- 298

tion loss based on Hypothesis 2. To achieve this, 299

we first introduce the main tracing method in this 300

section, which is called the causal tracing method 301

(§4.1). Next, by employing it, we trace the infor- 302

mation flow in the answer generation stage and 303

identify the mechanism behind the Answer Drift 304

issue through comparative experiments (§4.2). At 305

last, we apply the attribution tracing method to ver- 306

ify our hypothesis from another perspective (§4.3). 307

4.1 Tracing Method 308

Since the task we study is in the form of multiple- 309

choice questions, we set our focus on the feedfor- 310

ward pass that predicts the label. Inspired by the 311

4



1 5 10 15 20 25 30 35 40
Layers

co
nt

ex
t

op
tio

n
co

t
la

st

0.0

0.1

0.2

0.3

0.4

0.5

(a) Correct Case’s Attn

1 5 10 15 20 25 30 35 40
Layers

co
nt

ex
t

op
tio

n
co

t
la

st

0.0

0.1

0.2

0.3

0.4

(b) Correct Case’s MLP

1 5 10 15 20 25 30 35 40
Layers

co
nt

ex
t

op
tio

n
co

t
la

st

0.0

0.1

0.2

0.3

0.4

0.5

(c) Drifting Case’s Attn

1 5 10 15 20 25 30 35 40
Layers

co
nt

ex
t

op
tio

n
co

t
la

st

0.0

0.1

0.2

0.3

0.4

(d) Drifting Case’s MLP

Figure 5: Intervention tracing results on Winogrande in correct and drifting answering cases.

previous works (Meng et al., 2022; Stolfo et al.,312

2023; Geva et al., 2023), we take the causal tracing313

method to quantify the contribution of different in-314

termediate variables during this pass. Specifically,315

for hidden states h
(l)
i in a clean run that predicts316

the answer, we have:317

h
(l)
i = h

(l−1)
i + a

(l)
i +m

(l)
i

a
(l)
i = attn(l)(h

(l−1)
1 , ..., h

(l−1)
i )

m
(l)
i = mlp(l)(a

(l)
i + h

(l−1)
i )

(5)318

where i, l is the i-th token in the l-th layer, a(l)i ,m
(l)
i319

represents the activations of attention and MLP320

modules in Transformer (Vaswani et al., 2017).321

Supposing that a certain input part is represented322

as z = [v
(l)
i , ..., v

(l)
j ] after passing through a model323

component, we set v(l)k = v
(l)
k + ϵ for k ∈ [i, j]324

to intervene this hidden vector, where ϵ is Gaus-325

sian noise.4 Thus, we can compute the direct effect326

(DE) of this component:327

DE(z) =
P (o)− P ∗

z (o)

P (o)
(6)328

where P (o) is the probability of the model’s final329

prediction, P ∗
z (o) is the probability after the inter-330

vention. Therefore, through this metric, we can331

quantify the contributions of different components332

in changing the final prediction, thereby tracing the333

information flow in this stage.334

4.2 Intervention Tracing Experiment335

Experimental Settings We sample correct and336

drifting answering cases from datasets, average337

over them and compute the average direct effect338

(ADE). Here we compute the impact of four com-339

ponents on the final prediction: context (question340

contexts), option (question options), CoT, and last341

(the last token before the label prediction).342

4We select ϵ to be 3 times larger than the empirical standard
deviation of hidden embeddings in each dataset.

0 5 10 15 20 25 30 35 40
Layers

0.00

0.02

0.04

0.06

0.08

0.10

A
ttr

Drift
Correct

(a) Winogrande

0 5 10 15 20 25 30 35 40
Layers

0.0

0.1

0.2

0.3

0.4

A
ttr

Drift
Correct

(b) CSQA

Figure 6: Attribution tracing results on Llama2-13B
during the answer generation stage.

Results and Analysis We report the result of 343

Llama2-13B on Winogrande in Figure 5 and others 344

in Appendix D, from which we can get two conclu- 345

sions: (Claim 3) For attention modules, drifting 346

cases loss information from the question. When 347

the answer is correct, we can observe a high effect 348

on the context and option in the first layer (see Fig- 349

ure 5a). But for the drifting case, the LLM extracts 350

limited information at these positions (see Figure 351

5c). This aligns with Hypothesis 2. (Claim 4) For 352

MLP modules, the information is not lost. We 353

observe the same high-effect sites in the last layer 354

and shallow layers of the last token, they do not 355

show regular differences (see Figure 5b and 5d). 356

4.3 Attribution Tracing Experiment 357

Experimental Settings For further validation of 358

our hypothesis, we also use the attribution score 359

in §3 to trace the information flow in this stage. 360

Referring to Equation 2, we compute the score 361

between the question context and the last token 362

(since it’s used for generating the answer). We set 363

the F (·) in Equation 1 as the loss for predicting the 364

final answer, comparing the scores for correct and 365

drifting cases after averaging across samples. 366

Results and Analysis The results of this exper- 367

iment are reported in Figure 6 and 15. We can 368

observe that, when the Answer Drift issue occurs, 369

the information flow from the question signif- 370

icantly decreases. This verifies the information 371
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A person who is ... Since Emily needed a boost to …, Emily is not tall in height. Emily

Question CoT AnswerLast Token

Needing a boost Emily asked Rachel to … _ is tall in height

Rachel

𝜆𝐿𝑐
𝜇𝐿𝑞 + 𝐿𝑐

𝜆𝐿𝑐 + 𝐿𝑞
𝜇𝐿𝑞Swap

A person who is ... Since Emily needed a boost to …, Emily is not tall in height. Needing a boost Emily asked Rachel to … _ is tall in height

Figure 7: An example of our serial-position swap method.

loss we mention in Hypothesis 2 and Claim 3.372

5 Mitigating Toxic CoT Problem373

In this section, we propose a novel method called374

RIDERS (Residual decodIng and sERial-position375

Swap) to address the Toxic CoT problem. We first376

introduce the two components in it, which are de-377

signed based on Hypothesis 1 and 2, respectively378

(§5.1). Then, we conduct experiments on com-379

monsense reasoning benchmarks, demonstrating380

the effectiveness of our method (§5.2 and §5.3).381

At last, we conduct extra experiments to further382

emphasize the contribution of our approach (§5.4).383

5.1 Mitigation Method384

Residual Decoding We design a new decoding385

methodology to address the Rationale Drift issue,386

in which we construct a virtual residual structure387

during the CoT generation, “connecting” the ques-388

tion context with each CoT token. Our decoding389

algorithm is demonstrated in Algorithm 1. In each390

iteration of generating a new token, we first select391

the top n tokens with the highest probabilities and392

record their logits scores (line 3). Then we calcu-393

late the attention score between the context and394

current token like Equation 4, normalize it, and395

add it as an additional reward to promote more in-396

formation flow (lines 6,7). Finally, we select the397

token with the highest score to update the input and398

repeat the process until the termination condition399

is met. We use the attention matrix in layer 15 to400

compute the attention score, since it is crucial for401

the exchange of contextual information according402

to Claim 2. More implementation details of this403

method are provided in Appendix E.404

Serial-Position Swap In this method, we attempt405

to compensate for the information lack in the An-406

swer Drift issue. According to previous research407

on the serial-position effect in context, models tend408

to utilize information better at the beginning and409

Algorithm 1 Residual Decoding Algorithm
Require: model M, input x, question context q, candi-

date_num n, weight ω.
1: for iteration i ∈ 0, 1, ... do
2: logits = M(x)
3: tokens, scores = top(logits, n)
4: for j ∈ 1, ...n do
5: t = tokens[i]
6: attn_score = Attn(q, t) / Attn(x, t)
7: scores[j] = scores[j] + ω ∗ attn_score
8: end for
9: idx = argmax(scores)

10: t = tokens[idx]
11: x = x+ t
12: if stop(t) then
13: break
14: end if
15: end for
16: return x

end of the input (Qin et al., 2023; Liu et al., 2023b). 410

In our work, the beginning of the input are prompts, 411

while the current question and the generated CoT 412

are both located at the end. Therefore, when they 413

are closer to the last token, their information is 414

more easily utilized in the final prediction. As in 415

Figure 7, we denote the lengths of the question 416

and CoT as Lq and Lc, and assume that the key 417

information is located at positions µLq and λLc 418

(similar to the center of mass in physics). We can 419

infer that, after the swapping operation in Figure 7, 420

the distance from the question to the end is reduced 421

(µLq + Lc → µLq). Besides, if we consider the 422

total distance from the question and CoT to the end, 423

we can perform the following calculation: 424

d1 = µLq + Lc + λLc

d2 = λLc + Lq + µLq

∆d = d2 − d1 = Lq − Lc

(7) 425

where d1 is the total distance in normal serial posi- 426

tions and d2 is the distance after swapping the two 427

components. In most scenarios, we have Lq < Lc, 428

thus, we can infer that ∆d < 0. That means, if we 429

replace the original order of “[Question] + [CoT]” 430

with the order of “[CoT] + [Question]”, we can 431
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Method Winogrande CSQA HellaSwag SIQA PIQA Avg
ACC↑ TR↓ ACC↑ TR↓ ACC↑ TR↓ ACC↑ TR↓ ACC↑ TR↓ ACC↑ TR↓

Few-shot Answer 57.1 - 66.8 - 45.3 - 68.2 - 61.6 - 59.8 -
Chain-of-Thought 56.7 43.1 69.9 28.8 45.4 34.8 67.3 37.3 62.7 41.3 60.4 37.1
Self-Consistency 56.4 40.9 72.4 24.9 46.2 33.7 64.7 41.0 54.6 45.8 58.9 37.3
Self-Refine 48.7 50.3 55.5 47.0 42.0 37.2 65.1 38.8 50.8 48.3 52.4 44.3
Least-to-Most 58.9 38.8 69.0 27.5 31.3 39.4 66.3 36.6 65.7 32.2 58.2 34.9
Contrasive CoT 59.4 38.0 71.1 23.2 45.9 35.6 67.0 36.0 68.1 44.9 62.3 35.5

Ours
RD Only 58.6 29.5 72.2 13.5 49.4 24.0 69.4 20.8 66.3 26.2 63.0 22.8
SPS Only 59.1 22.8 72.6 18.9 49.3 18.7 69.7 28.8 68.5 27.6 63.7 23.4
RIDERS 60.7 16.6 73.2 6.7 50.6 12.8 71.9 15.3 69.9 15.9 65.3 13.5

Table 1: Performance comparison across five commonsense reasoning datasets on Llama2-13B.

not only increase the intensify of information flow432

from the question to the final prediction, but also re-433

duce the total information loss due to the reduction434

in total distance. Although this method is straight-435

forward in implementation, it proves to be effective436

in both theory and experiments.437

5.2 Mitigation Experimental Settings438

Datasets Following previous works, we use439

five representative commonsense reasoning bench-440

marks: WinoGrande (Sakaguchi et al., 2020),441

CSQA (Talmor et al., 2019), HellaSwag (Zellers442

et al., 2019), SIQA (Sap et al., 2019) and PIQA443

(Bisk et al., 2020). The specific information of each444

dataset is reported in Appendix F.445

Metrics In addition to the commonly used Ac-446

curacy (ACC) metric, we also introduce a new447

metric — Toxic Rate (TR), to quantify the severity448

of Toxic CoT problems:449

TR(f) = |Cd ∩Wf |/|Wf | (8)450

where Cd denotes questions that models give cor-451

rect answers directly and Wf denotes questions that452

models give wrong answers after applying method453

f . Thus, we can infer that the lower the TR, the454

fewer Toxic CoT problems the method introduces.455

Baselines As our research focuses on enhanc-456

ing CoT methods in commonsense reasoning, we457

select some of the latest CoT-like methods appli-458

cable to this task for comparison: Few-shot An-459

swer, Chain-of-Thought (Wei et al., 2022), Self-460

Consistency (Wang et al., 2023c), Self-Refine461

(Madaan et al., 2023), Least-to-Most (Zhou et al.,462

2023) and Contrasive CoT (Chia et al., 2023). For463

all methods, we employ a 5-shot prompt and use 4464

NVIDIA GeForce RTX 3090 GPUs for inference.465

More implementation details can be found in the466

Appendix F.467

Method Winogrande CSQA
Type1 Type2 Type1 Type2

CoT 0.0 0.0 0.0 0.0
RD Only 41.9 47.8 56.7 46.2
SPS Only 58.1 78.3 46.7 92.3
RIDERS 74.2 82.6 73.3 84.6

Table 2: Accuracy on the two types of drifting issues.

5.3 Mitigation Results 468

The main result of our experiments on Llama2-13B 469

is shown in Table 1 (see Table 8 for the result on 470

Baichuan2-13B). We can get the following con- 471

clusions: (1) Our method effectively mitigates 472

Toxic CoT problems. Compared to CoT prompt- 473

ing, our method reduces the Toxic Rate by an aver- 474

age of 23.6% across five datasets. Besides, com- 475

pared to other advanced CoT-like methods, our 476

method causes the fewest Toxic CoT problems 477

(decreased by an average of 22.0% over SOTA 478

methods). (2) Our method can also improve the 479

model’s overall performance on commonsense 480

reasoning. Our work improves the accuracy on 481

all benchmarks (improved by 5.5% compared to 482

CoT and 3.0% compared to SOTA methods on av- 483

erage). This proves that the Toxic CoT problem 484

poses a bottleneck in LLM’s commonsense reason- 485

ing, highlighting the value of our work. 486

5.4 Discussion and Analysis 487

Performance on Two Drifting Issues To demon- 488

strate the effectiveness of our method in addressing 489

the Rationale Drift issue (Type1) and Answer Drift 490

issue (Type2), we conduct experiments on these 491

samples and report the results in Table 2. Both of 492

our methods can mitigate the corresponding issues 493

(RD solves 49.3% Rationale Drift issue on average, 494

while SPS resolves 85.3% Answer Drift issue on 495

average). This verifies the validity of our hypothe- 496
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Figure 8: Information flow comparison on Winogrande
after applying our two methods.

Method Wino CSQA Hella SIQA PIQA Avg

CoT 3.2k 2.6k 4.2k 2.9k 2.7k 3.1k
SC 4.5k 3.2k 5.5k 3.8k 4.3k 4.3k
SR 9.2k 6.9k 10.2k 7.6k 6.5k 8.1k
L2M 8.7k 7.9k 11.4k 8.3k 6.7k 8.6k
CON 4.6k 3.5k 5.4k 3.8k 3.5k 4.2k

Ours 3.6k 2.9k 4.9k 3.4k 3.3k 3.6k

Table 3: Token consumption per example comparison.

sis 1, 2, as all of these methods are built upon them.497

Besides, combining the two methods leads to even498

greater improvements, demonstrating the necessity499

of optimizing from both of these perspectives.500

Performance in the Model In §3 and §4, we501

probe information loss in two issues by tracing the502

information flow in models. Here, we repeat the503

attribution tracing experiments, comparing the dif-504

ferences before and after applying our method to505

further validate the effectiveness of our work. As506

we can see from Figure 8 and 16, our two methods507

(orange lines) increase the information flow from508

questions in two stages compared to CoT prompt-509

ing (blue lines). This indicates our method indeed510

compensates for the information loss in the LLM.511

Cost Analysis For the applicability, we mea-512

sure the computation and time cost of our ap-513

proach. Here we compare the token cost between514

our method and the baseline. According to Table515

3, our method requires fewer tokens compared to516

other SOTA methods (only 1.2× cost of the basic517

CoT method). We also compare the time cost of518

our decoding method in Appendix G and find that519

the speed of RD is comparable to existing decod-520

ing strategies. Therefore, we illustrate the cost-521

efficiency of our approach across different tasks.522

6 Related Work523

6.1 CoT Problems Analysis and Mitigation524

Recently, many works have focused on analyz-525

ing and mitigating problems in CoT reasoning.526

For analytical work, most studies focus on black- 527

box LLMs. Through intervening or paraphrasing 528

prompts and comparing outputs, researchers can in- 529

terpret the reasons leading to errors in the model’s 530

reasoning (Lanham et al., 2023; Liu et al., 2023c; 531

Wang et al., 2023a). For optimization works, they 532

design additional supervision signals or training 533

processes for the model (Ramnath et al., 2023; Liu 534

et al., 2023a) or leverage external resources for the 535

model (Shinn et al., 2023; He et al., 2023; Lyu 536

et al., 2023). However, these works lack the prob- 537

ing of inner mechanisms behind these problems, 538

leading to insufficient analysis or less universally 539

applicable optimization methods. 540

6.2 Mechanistic Interpretability 541

The work on mechanistic interpretability aims to 542

understand the internal mechanisms of models 543

when performing various tasks. Early work fo- 544

cused on how the model stores factual knowledge 545

internally (Meng et al., 2022; Dai et al., 2022). In 546

recent times, some research efforts have shifted 547

towards examining how models retrieve and uti- 548

lize knowledge. This includes internal knowledge 549

retrieval (Geva et al., 2023), knowledge retrieval 550

from prompts (Wang et al., 2023b), and the utiliza- 551

tion of knowledge for reasoning purposes, such as 552

math reasoning (Stolfo et al., 2023) and multi-step 553

reasoning (Hou et al., 2023). However, there is 554

limited existing work that explains commonsense 555

reasoning and CoT reasoning, which are significant 556

contributions of this work. 557

7 Conclusion 558

In this paper, we find a problem named Toxic 559

CoT, which results in the model’s reasoning de- 560

viating from the original correct answer when uti- 561

lizing CoT-like prompting. Through tracing the 562

internal information flow of the LLM with attri- 563

bution tracing and causal tracing methods, we 564

prove that this problem is mainly caused by the 565

model’s lack of information from the question in 566

shallow attention layers when generating rationales 567

or answers. Based on this result, we propose the 568

RIDERS method to mitigate the Toxic CoT prob- 569

lem from both decoding and serial position perspec- 570

tives. Through extensive experiments on multiple 571

commonsense reasoning datasets, we verify the 572

effectiveness of our approach in mitigating Toxic 573

CoT problems and enhancing the model’s overall 574

commonsense reasoning capabilities. 575
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Limitations576

Although our work conducts an in-depth interpre-577

tation and mitigation of the Toxic CoT problem, it578

has several limitations. Firstly, like former com-579

monsense reasoning works (Liu et al., 2022, 2023a;580

Xie et al., 2023), our research focuses on the form581

of multi-choice questions. This stems from the582

absence of effective evaluation methods for open-583

ended commonsense reasoning, leading to the pre-584

dominance of benchmarks in this format. This585

calls for advancements in benchmark-related re-586

search. Secondly, we refrain from analyzing Toxic587

CoT problems in additional reasoning tasks such588

as math and logic, primarily due to the poor per-589

formance of current moderately-sized white-box590

models on these tasks. For instance, Llama2-13B591

achieves a mere 7.2% accuracy on GSM8K (Cobbe592

et al., 2021) without utilizing the CoT technique.593

This calls for developments in model-related re-594

search. We leave these limitations as our future595

work to explore.596
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A Early Statistical Experiments860

In this section, we conduct early experiments on861

existing representative commonsense reasoning862

datasets to analyze the prevalence of Toxic CoT863

problems through statistical methods.864

Datasets We utilize five representative common-865

sense reasoning datasets to analyze the distribution866

of Toxic CoT problems. The basic information of867

the dataset is outlined in Table 4. It is noteworthy868

that, owing to the extensive size of Hellaswag’s dev869

set (over 10,000), we extract 2,000 instances for870

the experiment.871

Metric We design a new metric called Toxic872

Rate, which measures the proportion of Toxic CoT873

problems among all errors. Its calculation method874

is shown in Equation 8.875

Results The result of our early statistical experi-876

ments is reported in Table 5. Here we use Llama2-877

13B-Chat-hf to present the white-box LLM and878

use GPT-3.5-turbo-1106 to present the black-box-879

model. The average Toxic Rates are as high as880

37.0% and 32.8% across the five datasets, indicat-881

ing that this issue cannot be ignored and warrants882

further investigation.883

B Toxic Reason Statistical Experiments884

In this section, we manually categorize the error885

types of Toxic CoT problems through statistical886

classification. Specifically, we sample 1,000 exam-887

ples from CSQA and 1,000 examples from Wino-888

grande, classifying the Toxic CoT problems (In all889

of the probing experiments in the main text, we890

use these samples as our probing data). The re-891

sults are presented in Table 6. In the inconsistent892

error, the model exhibits logical inconsistency with893

the preceding context when generating CoT or the 894

final answers. In the factual error, the CoT con- 895

tains incorrect factual knowledge, which leads to 896

erroneous answers. The presence of question er- 897

rors reflects the subpar quality of the dataset. In 898

such cases, questions may exhibit multiple viable 899

answers or all options are incorrect. As for the 900

other error, the questions trigger certain refusal-to- 901

answer mechanisms in the model (e.g., inquiries 902

about how to commit murder), leading to the iden- 903

tification of incorrect answers. 904

As the inconsistency error constitutes the pre- 905

dominant portion of all reasons, our work focuses 906

on addressing this issue. We further categorize 907

this error into Rationale Drift and Answer Drift 908

based on the error occurrence (see §2.2 for their 909

definitions). 910

Reason Winogrande CSQA

Inconsistent Error 71(78.9%) 48(53.9%)
Factual Error 16(17.8%) 17(19.1%)
Question Error 2(2.2%) 21(23.6%)
Other Error 1(1.1%) 3(3.4%)
Sum 90 89

Table 6: The classification of CoT reasoning errors

C More Details for Reasoning Tracing 911

Method Implementation We introduce the at- 912

tribution score method in § 3.1. In Equation 1, 913

we set m = 20 following the previous works. For 914

F (·), we set it as the language modeling loss (for 915

next-token prediction) during the CoT generation. 916

Here, we obtain this value directly from the out- 917

put of the LlamaForCausalLM module using the 918

Transformers library. In Equation 2, we partition 919

Winogrande CSQA HellaSwag SIQA PIQA

Split dev dev dev dev dev
#Sample Num 1267 1221 2000 1954 1838
#Option Num 2 5 4 3 2

Table 4: Dataset information in this work.

Winogrande CSQA HellaSwag SIQA PIQA Avg

Llama2-13B 43.1 28.8 34.8 37.3 41.2 37.0
GPT-3.5 34.8 37.8 27.5 37.5 26.4 32.8

Table 5: Toxic rate on different datasets and models.
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Strategy Wino CSQA Hella SIQA PIQA Avg

Greedy 5.2 2.8 4.9 3.6 5.8 4.5
Beam 8.1 4.9 10.1 5.8 9.4 7.7
Ours 13.4 6.6 16.2 7.4 15.9 11.9

Table 7: Decoding time per example comparison.

the step numbers |N | in CoT based on the occur-920

rence of periods in the text. For models, we use921

Llama2-13B-Chat-hf and Baichuan2-13B-Chat.922

Attribution Tracing Experiment Figure 17 il-923

lustrates the prompt we use for generating correct924

CoTs from drifting cases. After the generation, we925

will manually filter out the wrong CoT and conduct926

the comparative experiment. We use a 5-shot to927

generate CoT and concatenate it to the question928

for our probing experiments. Figure 9 shows the929

remaining results of this experiment, from which930

we can get the same conclusions as Section 3.2.931

Additionally, we also conduct the supplementary932

experiments on CSQA and report the results in933

Figure 10.934

Attention Tracing Experiment Figure 11 re-935

ports more results in this experiment.936

D More Details for Answering Tracing937

Intervention Tracing Experiment Figure 12,938

13, 14 and 15 report the remaining intervention939

tracing experiment results, which are consistent940

with our conclusion in the main text.941

E Mitigation Method Implementation942

Residual Decoding Here, we provide a detailed943

explanation of Algorithm 1. At the beginning, we944

set the input to the entire question (contexts + op-945

tions). In line 2, we get the logits from the output946

of the LlamaForCausalLM. In line 6, we calculate947

the attention score by summing the values on the948

attention matrix corresponding to the tokens. We949

use the output character “</s>” as the termination950

condition for Llama2-13B generation in line 12.951

Serial-Position Swap In this method, we swap952

the positions of the question and the generated CoT,953

outputting the option with the highest logits score.954

This method can be implemented under both few-955

shot and zero-shot settings, demonstrating its cost-956

efficiency.957

F More Details for the Mitigation 958

Experiment 959

Dataset In this experiment, the specific informa- 960

tion of all datasets can be found in Table 4. 961

Baselines For the Self-Consistency method, we 962

sample 5 CoTs and use a majority voting method 963

to select the final predicted answer. For the Self- 964

Refine method, we first conduct one round of CoT 965

reasoning and then follow it with one round of 966

feedback to generate the final answer. For all 967

the baselines, we will release the prompts in our 968

source code if the work is accepted. We implement 969

all of the methods on Llama2-13B-Chat-hf and 970

Baichuan2-13B-Chat. 971

Our methods In our RD method, we set two 972

hyperparameters — candidate_num n and weight 973

ω, and here are their specific values in the experi- 974

ments: for Winogrande, we set n to 4 and ω to 80, 975

for CSQA, we set n to 10 and ω to 135, for Hel- 976

laSwag, we set n to 3 and ω to 80, for SIQA, we set 977

n to 10 and ω to 160, for PIQA, we set n to 4 and ω 978

to 120. Additionally, in Figure 18,19,20,21,22, we 979

list our method’s few-shot prompts on five datasets. 980

Note that both CoT prompting and our two methods 981

utilize the same prompt. 982

Results Table 8 reports more results in this ex- 983

periment. 984

G More Details for Cost Analysis 985

Table 7 illustrates the time cost comparison of our 986

residual decoding methods with other strategies. 987

Here we set num_beams in the beam search strat- 988

egy as 5, and candidate_num in the RD strategy 989

as 3. We compute the average seconds cost per 990

example over 50 samples for each dataset. On av- 991

erage, our decoding strategy takes 2.6 times longer 992

than greedy search and 1.4 times longer than beam 993

search. This reflects that our decoding method has 994

significantly stronger performance while having a 995

comparable overall time to these main decoding 996

strategies. 997
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Method Winogrande CSQA HellaSwag SIQA PIQA Avg
ACC↑ TR↓ ACC↑ TR↓ ACC↑ TR↓ ACC↑ TR↓ ACC↑ TR↓ ACC↑ TR↓

Few-shot Answer 59.7 - 69.9 - 47.1 - 68.8 - 60.7 - 61.2 -
Chain-of-Thought 58.7 34.8 66.8 37.8 41.1 27.5 66.5 37.5 66.1 26.4 59.8 32.8
Self-Consistency 56.1 38.8 64.3 41.5 39.4 30.6 67.8 33.5 70.0 21.0 59.5 33.1
Self-Refine 59.6 35.7 66.7 38.8 39.2 29.9 62.2 43.1 62.6 31.0 58.1 35.7
Least-to-Most 59.7 35.6 62.8 45.6 37.8 32.1 66.5 36.8 62.8 20.6 57.9 34.1
Contrasive CoT 55.2 40.6 67.0 37.4 38.7 29.7 65.0 37.3 65.9 26.2 58.4 34.2

Ours
RD Only 59.2 21.1 69.5 25.3 44.4 19.3 68.9 25.0 67.0 12.9 61.8 20.7
SPS Only 59.9 22.8 69.7 23.5 46.3 15.2 69.2 27.8 67.7 14.2 62.6 20.7
RIDERS 60.1 18.6 71.3 14.6 46.3 13.0 69.0 20.5 67.2 8.3 62.8 15.0

Table 8: Performance comparison across five commonsense reasoning datasets on Baichuan2-13B.
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Figure 9: Attribution tracing results on CSQA.
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Figure 10: Information flow divergence comparison on CSQA.
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Figure 11: Attention tracing results across different attention heads on Baichuan2-13B.
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Figure 12: Intervention tracing results on CSQA in correct and drifting answering cases (Llama2-13B).
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Figure 13: Intervention tracing results on Winogrande in correct and drifting answering cases (Baichuan2-13B).
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Figure 14: Intervention tracing results on CSQA in correct and drifting answering cases (Baichuan2-13B).
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Figure 15: Attribution tracing results on Baichuan2-13B during the answer generation stage.
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Figure 16: Information flow comparison on CSQA after applying our two methods.

System Instruction: You are a helpful, respectful and honest 

assistant. You should use your reasoning abilities to given the reason 

for the answer to the given questions. Your response should be in 

this form: 'Reason: {reason}’.

Example Input: Question: {QUESTION}\nAnswer: {ANSWER}

Example Output: Reason: {COT} 

Input: Question: {QUESTION}\nAnswer: {ANSWER}

Output:

Figure 17: Prompts for correct CoT generation.
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System Instruction: You are a helpful, respectful and honest assistant. You 

should use your reasoning abilities to answer the given questions in reasoning 

tasks. You should reply the correct rationales and the answer. Your response 

should be in this form: '{reason} So the answer is: ({option}) {answer}'. If 

you don't know the answer to a question, please reply 'Answer: None’.

Question: The test was hard for Samuel but a breeze for Randy , since _ had 

failed to study for it.\n(1) Samuel (2) Randy

Answer: To pass a test, a person need to study for it. If a person feel the test 

like a breeze, it means the test is easy for him. A person feels the test easy, 

because he studies hard for it. Since we know that Samuel feel the test very 

hard, she may fail to study for it. So the answer is: (1) Samuel.

Question: Kyle slowly wormed their way into the life of Derrick, because _ 

was good and manipulating people.\n(1) Kyle (2) Derrick

Answer: A person wormes his way into other's life, because he is friendly 

and approachable. A friendly person is considered good. A person is seen as 

manipulating people, that means he like to interact with others and others like 

him. Since Kyle slowly wormed their way into the life of Derric, Kyle will be 

seen as good and manipulating people. So the answer is: (1) Kyle.

Question: Donald was very grounded but Michael often got lost in their 

daydreams. _ was very capricious all the time.\n(1) Donald (2) Michael

Answer: A person is grounded means he works hard and does not like to 

fantasize. A person often gets lost in his daydreams, he is seen as unrealistic 

and egocentric. A person is capricious all the time means he does everything 

only according to his own ideas. Since Michael often gets lost in their 

daydreams but Donald does not, Michael is seen as very capricious all the 

time. So the answer is: (2) Michael.

Question: After stopping when running, Betty was able to help Rachel treat 

their asthma because _ has it too.\n(1) Betty (2) Rachel

Answer: A person who has a mild disease may knows how to treat it.  Since 

Since Betty was able to help Rachel treat their asthma, Betty may has it, too. 

So the answer is: (1) Betty.

Question: Jeffrey was sick with the stomach flu and not hungry, but 

Christopher was starving. _ ordered food.\n(1) Jeffrey (2) Christopher

Answer: Stomach flu is a viral infection in the digestive system. A person is 

starve so that he need to eat something next. A person is not hungry means he 

does not want to eat something. Ordering food means to buy food online. A 

person may eat food after ordering it. Since Christopher was starving and 

Jeffery was sick and not hungry, Christopher tended to order food. So the 

answer is: (2) Christopher.

        

Figure 18: 5-shot prompts for Winogrande.
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System Instruction: You are a helpful, respectful and honest assistant. 

You should use your reasoning abilities to answer the given questions 

in reasoning tasks. You should reply the correct rationales and the 

answer. Your response should be in this form: '{reason} So the answer 

is: ({option}) {answer}'. If you don't know the answer to a question, 

please reply 'Answer: None’.

Question: Google Maps and other highway and street GPS services 

have replaced what? \n (1) atlas (2) mexico (3) countryside (4) united 

states (5) oceans Answer: Electronic maps and GPS services are the 

modern version of paper atlas. In that case, the atlas have been 

replaced by Google Maps and other highway and street GPS services. 

So the answer is: (1) atlas.

 

Question: The fox walked from the city into the forest, what was it 

looking for? \n (1) pretty flowers. (2) hen house (3) natural habitat (4) 

storybook (5) dense forest

Answer: Since the fox walk from the city into the forest, he may looks 

for something in the forest but not in the city. From all of the options, 

the natural habitat are usually away from cities. So the answer is: (3) 

natural habitat. 

Question: You can share files with someone if you have a connection 

to a what? \n (1) freeway (2) radio (3) wires (4) computer network (5) 

electrical circuit

Answer: Files usually can be stored in the computers. In that case, we 

can share them over the Internet. Thus, if we connect to a computer 

network, we can share the file with others. So the answer is: (4) 

computer network. 

Question: Too many people want exotic snakes. The demand is 

driving what to carry them? \n (1) ditch (2) shop (3) north america (4) 

outdoors (5) pet shops 

Answer: If people want exotic snakes, they may like to raise snakes as 

pets. If there is a demand for snakes as pets, pet shops will be pushed 

to carry them, in order to make more money. So the answer is: (5) pet 

shops.

Question: The body guard was good at his duties, he made the person 

who hired him what? \n (1) better job (2) feel safe (3) irritated (4) save 

money (5) headache 

Answer: The job of body guards is to ensure the safety and security of 

the employer. People ususally hire the body guard to make themselves 

safe. So the answer is: (2) feel safe. 

Figure 19: 5-shot prompts for CSQA.
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System Instruction: You are a helpful, respectful and honest assistant. You should use 

your reasoning abilities to answer the given questions in reasoning tasks. You should 

reply the correct rationales and the answer. Your response should be in this form: '{reason} 

So the answer is: ({option}) {answer}'. If you don't know the answer to a question, please 

reply 'Answer: None’.

Question: Then, the man writes over the snow covering the window of a car, and a 

woman wearing winter clothes smiles. then \n (1) the man adds wax to the windshield 

and cuts it. (2) a person board a ski lift, while two men supporting the head of the person 

wearing winter clothes snow as the we girls sled. (3) the man puts on a christmas coat, 

knitted with netting. (4) the man continues removing the snow on his car. 

Answer: Snow must be removed from a car before one can drive it. Since there is some 

snow covering the car, so the man tends to remove it next. So the answer is: (4) the man 

continues removing the snow on his car.

Question: The man in the center is demonstrating a hairstyle on the person wearing the 

blue shirt. the man in the blue shirt \n (1) is standing on the sponge cutting the hair of the 

person wearing the blue shirt. (2) is doing the hairstyle with his hand and the hairspray. (3) 

sits on the chair next to the sink. (4) is being shown eye to eye. 

Answer: One should sit still when getting a haircut. People often sits down when they are 

get a haircut. From the context, we can get that the man in the blue shirt is getting a 

haircut, so he should sit down and wait. So the answer is: (3) sits on the chair next to the 

sink.

Question: The roof is done and a view of the entire house is shown to show off the 

finished roof. the woman \n (1) is standing in front of the home, smiling while talking. (2) 

interviews the man again and leaves the room. (3) shows the soil with two lay-ups of 

shingle and applies a layer onto the top shingle. (4) stacks the bags on the side and begins 

putting stencils on the top. 

Answer: One usually feels pleased after finishing a home improvement project. If a 

person feels pleased, he tends to smile. Since the woman has finished all the work, she 

may be proud of it and feel pleased. Then she may smile. So the answer is: (1) is standing 

in front of the home, smiling while talking.

Question: People practice ballet in a studio alone and in couples. then \n (1) a man 

begins dancing and top dancing standing on the ground. (2) a boy and a girl dance ballet, 

then a man enter and dance with the girl. (3) the band performs ballet in the studio and in 

the open gathered. (4) people dances and dances together, dancing. 

Answer: Ballet is a kind of dance. If people pratice ballet, they often dance with their 

partener or dance alone, which matches the description of option (2). So the answer is: (2) 

a boy and a girl dance ballet, then a man enter and dance with the girl.

Question: A person is seen standing on a tennis court bouncing a ball. another man \n (1) 

takes his turn speaking to the camera. (2) walks up hitting a birdie. (3) is seen standing 

ready on the other side in front of a large audience. (4) is holding the racket next to him. 

Answer: The player who bounces the ball is the one who serves. In the tennis race, two 

players are located on opposite sides of the court, one is serving and the other is preparing 

to receive the ball. Since there is a person who serves, another one should stands ready. 

So the answer is: (3) is seen standing ready on the other side in front of a large audience.

 

Figure 20: 5-shot prompts for HellaSwag.
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System Instruction: You are a helpful, respectful and honest assistant. You 

should use your reasoning abilities to answer the given questions in reasoning 

tasks. You should reply the correct rationales and the answer. Your response 

should be in this form: '{reason} So the answer is: ({option}) {answer}'. If 

you don't know the answer to a question, please reply 'Answer: None’.

Question: Quinn wanted to help me clean my room up because it was so 

messy. What will Quinn want to do next? \n (1) Eat messy snacks (2) help out 

a friend (3) Pick up the dirty clothes

Answer: Quinn want to clean the room up. Picking up the dirty clothes is one 

way to clean the room. Thus, quinn will want to pick up the dirty clothes next. 

So the answer is: (3) Pick up the dirty clothes

        

Question: Sasha's mom passed out in the middle of the party. Aubrey took 

Sasha's mom to the hospital. What will Aubrey want to do next? \n (1) help 

Aubrey go back home (2) keep on partying without the mom (3) going on 

with the mom

Answer: Sasha's mom is sent to the hospital beacuse she passes out. After 

that, she becomes a patient. A patient needs to be cared for. Aubrey may need 

to take care of her. Thus, Aubrey will go on with the mom. So the answer is: 

(3) going on with the mom

Question: Their cat kept trying to escape out of the window, so Jan placed an 

obstacle in the way. How would Jan feel afterwards? \n (1) scared of losing 

the cat (2) normal (3) relieved for fixing the problem

Answer: The cat try to escape so Jan need to stop it to avoid losing the cat. 

Jan place an obstacle in the way so the cat can not escape. The problem is 

been solved. Thus, Jan will fell relieved for fixing the problem. So the answer 

is: (3) relieved for fixing the problem

Question: Sydney had so much pent up emotion, they burst into tears at work. 

How would Sydney feel afterwards? \n (1) affected (2) like they released their 

tension (3) worse

Answer: Crying is often a way to release tension. Sydney burst into tears at 

work. Thus, she would release the tension. So the answer is: (2) like they 

released their tension

Question: Sydney got a raise and a new promotion. What does Sydney need 

to do before this? \n (1) be bad at her job (2) do a good job (3) be lazy

Answer: To get a raise and a new promotion, Sydney needs to work hard and 

do a good job. Sydney got a raise and a new promotion. Thus, she need to do 

a good job before this. So the answer is: (2) do a good job

Figure 21: 5-shot prompts for SIQA.
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System Instruction: You are a helpful, respectful and honest assistant. 

You should use your reasoning abilities to answer the given questions in 

reasoning tasks. You should reply the correct rationales and the answer. 

Your response should be in this form: '{reason} So the answer is: 

({option}) {answer}'. If you don't know the answer to a question, please 

reply 'Answer: None’.

Question: How do you flood a room?\n(1) fill it with objects. (2) fill it 

with water

Answer: Too much water can cause flooding. Thus, if we want to flood a 

room, we should use water. So the answer is: (2) fill it with water

Question: How can I get oil stains out of my driveway?\n(1) Douse each 

stain with a couple cans of beer. (2) Douse each stain with a couple cans 

of soda.

Answer: Sodium carbonate solution can wash away oil stains. The soda is 

a kind of sodium carbonate solution. Thus, you can use cans of soda to get 

oil stains out of your driveway. So the answer is: (2) Douse each stain 

with a couple cans of soda.

Question: Soothe a painful sunburn.\n(1) Wait until brewed tea bag is 

cool, then apply on burn. (2) Wait until brewed tea bag is hot, then apply 

on burn.

Answer: Sunburn can be alleviated by applying cold material. Thus, you 

should apply cool tea rather than hot tea bag to soothe your sunburn. So 

the answer is: (1) Wait until brewed tea bag is cool, then apply on burn.

Question: What can I use for fuel in an alcohol stove?\n(1) Use acetone. 

(2) Use vinegar.

Answer: Acetone is flammable, while vinegar is not. If you want to use 

something for fuel, the thing you use should be flammable. Thus, you 

should use acetone for fuel in an alcohol stove. So the answer is: (1) Use 

acetone.

Question: How can I cut the handles of metal cutlery?\n(1) Use a hand 

saw to cut the handles. (2) Use a hand drill to cut the handles.

Answer: A hand saw is used for making cuts and a hand drill is used for 

making holes. If you want to cut something, you should use a hand saw 

rather than hand drill. So the answer is: (1) Use a hand saw to cut the 

handles.

Figure 22: 5-shot prompts for PIQA.
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