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Abstract

Current research in form understanding pre-001
dominantly relies on large pre-trained language002
models, necessitating extensive data for pre-003
training. However, the importance of layout004
structure (i.e., the spatial relationship between005
the entity blocks in the visually rich document)006
to relation extraction has been overlooked. In007
this paper, we propose REgion-Aware Relation008
Extraction (RE2) that leverages region-level009
spatial structure among the entity blocks to im-010
prove their relation prediction. We design an011
edge-aware graph attention network to learn012
the interaction between entities while consid-013
ering their spatial relationship defined by their014
region-level representations. We also introduce015
a constraint objective to regularize the model to-016
wards consistency with the inherent constraints017
of the relation extraction task. To support the re-018
search on relation extraction from visually rich019
documents and demonstrate the generalizabil-020
ity of RE2, we build a new benchmark dataset,021
DIVERSEFORM, that covers a wide range of022
domains. Extensive experiments on DIVERSE-023
FORM and several public benchmark datasets024
demonstrate significant superiority and trans-025
ferability of RE2 across various domains and026
languages, with up to 18.88% absolute F-score027
gain over all high-performing baselines1.028

1 Introduction029

Visually Rich Documents (VRDs) encompass var-030

ious types such as invoices, questionnaire forms,031

financial forms, legal documents, and so on. These032

documents possess valuable layout information that033

aids in comprehending their content. Recent re-034

search (Liu et al., 2019; Jaume et al., 2019; Yu035

et al., 2020) has focused on extracting key infor-036

mation, such as entities and relations, from VRDs037

by leveraging their layout structures and Optical038

1We will make all the programs, model checkpoints and
dataset publicly available once the paper is accepted.

Figure 1: Example of entity and relation extraction from
a visually rich document. The colored boxes represent
three categories of semantic entities and the arrows rep-
resent relations between them.

Character Recognition (OCR) results2. Figure 1 039

shows an example where entity recognition aims 040

to identify blocks of text in certain categories, such 041

as Question(Q), Answer(A), and Header(H). Rela- 042

tion extraction further predicts the links among the 043

entities, especially Q-A links indicating that the A 044

block is the corresponding answer to the Q block. 045

Extracting key information, especially relations 046

in VRDs is a challenging task. Though similar to 047

traditional extraction tasks in text-only Natural Lan- 048

guage Processing (NLP) (Grishman, 1997; Chen 049

et al., 2022), inferring relations in VRDs poses 050

additional challenges. They require not only under- 051

standing the semantic meaning of entities but also 052

taking into account the layout information, e.g., the 053

spatial structures among the entity blocks in orig- 054

inal VRDs. Previous studies mainly focused on 055

combining the text and layout with language model 056

pre-training (Lu et al., 2019; Su et al., 2020; Chen 057

et al., 2020; Powalski et al., 2021; Xu et al., 2022a; 058

Wang et al., 2022a,b; Huang et al., 2022) or encod- 059

ing the local layout information by constructing 060

super-tokens (Qian et al., 2019; Liu et al., 2019; Yu 061

et al., 2021; Lee et al., 2022, 2023). However, the 062

2Optical Character Recognition will recognize a set of
bounding boxes and their corresponding text from VRDs
where each bounding box can represent a single word or a
cohesive group of words, both semantically and spatially.

1



layout of the VRDs, especially the relative spatial063

relationship among the entity blocks, is still yet to064

be effectively explored for relation extraction.065

To this end, we propose REgion-Aware Relation066

Extraction (RE2) that leverages region-level spa-067

tial structures among the entities to reason about068

their relations3. Specifically, given the question and069

answer entities from each VRD, we define three070

categories of region-level representations for each071

entity block, through which we further characterize072

the relative spatial relationship between each pair073

of question and answer entities. We then employ074

a layout-aware pre-trained language model (i.e.,075

LayoutXLM (Xu et al., 2022a)) to encode the enti-076

ties and an Edge-aware Graph Attention Network077

(eGAT) to further learn the interaction between the078

question and answer entities in a bipartite graph079

while considering their spatial relationship. To en-080

sure each answer is linked to at most one question,081

we design a constraint-based learning objective to082

guide the learning process, in combination with the083

relation classification objective.084

To validate the effectiveness of RE2, we con-085

duct extensive experiments on various benchmark086

datasets for a wide range of languages and do-087

mains. We evaluate RE2 on two public datasets088

FUNSD (Jaume et al., 2019) and XFUND (Xu089

et al., 2022b), under supervised, multitask transfer,090

and zero-shot cross-lingual transfer settings. We091

also create a new benchmark dataset DIVERSE-092

FORM that covers diverse domains, such as Veter-093

ans Affairs, visa applications, tax documents, air094

transport and so on, and evaluate RE2 for cross-095

domain transfer. Experimental results show that096

RE2 outperforms the previous state-of-the-art ap-097

proaches with a large margin on (almost) all lan-098

guages and domains across all settings. Our abla-099

tion studies also verify the significant benefit of the100

region-level spatial structures of entity blocks for101

relation extraction. The contributions of this work102

are summarized as follows:103

• We are the first to propose the region-level104

entity representations and utilize them to char-105

acterize the spatial structure among the entity106

blocks, which have been proven to be signif-107

icantly beneficial to relation extraction from108

visually rich documents.109

• We develop a new framework RE2 that lever-110

ages the spatial structures among the question111

3This work mainly focuses on extracting Q-A relation
given the gold Question and Answer entities.

and answer entities with an effective eGAT 112

network and regularizes model predictions 113

with a novel constraint objective. RE2 demon- 114

strates superior performance across (almost) 115

all languages and domains under supervised, 116

cross-lingual, and cross-domain transfer set- 117

tings. 118

• We contribute DIVERSEFORM, a new bench- 119

mark dataset that covers a wide range of do- 120

mains to support the research on information 121

extraction from visually rich documents. 122

2 Related Work 123

Recent research on visually rich document infor- 124

mation extraction shows that incorporating 2D po- 125

sitional embedding and layout coordinates into the 126

pre-trained language models improves VRD under- 127

standing (Xu et al., 2020, 2022a; Huang et al., 2022; 128

Powalski et al., 2021; Wang et al., 2022b). To deal 129

with the variation of relation definitions, DocRel 130

(Li et al., 2022) proposes a contrastive learning 131

framework that utilizes the coherence of existing 132

relations in diverse enhanced positive views to gen- 133

erate relational representations. Zhang et al. (2021) 134

further explores entity relation extraction as depen- 135

dency parsing, incorporating minimum vertical and 136

horizontal distances between the entities as layout 137

heuristics. Compared with all these studies, our 138

approach is the first to propose and incorporate 139

multi-granular spatial structures among the entities, 140

which have shown to significantly improve relation 141

extraction from VRDs. 142

Graph Attention Networks (GAT) (Veličković 143

et al., 2018) have proven to be efficient for learn- 144

ing on graph-structured data (Zhang et al., 2022a). 145

This is exemplified by the work GraphDoc (Zhang 146

et al., 2022b), a multimodal graph attention-based 147

model that simultaneously utilizes text, layout, and 148

image information for visually rich document un- 149

derstanding. Though several studies (Liu et al., 150

2019; Lee et al., 2022, 2023) have explored GNNs 151

for entity extraction from VRDs, we are the first to 152

design edge-aware GAT to improve relation extrac- 153

tion from VRDs, which presents additional chal- 154

lenges, encompassing spatial analysis to determine 155

entity layout on the page and semantics between 156

entities for identifying relationships. GNNs have 157

also been applied to relation extraction from tex- 158

tual documents (Zhu et al., 2019; Guo et al., 2019; 159

Zhang et al., 2018). However, these methods can- 160

not be directly adapted to relation extraction from 161

VRDs due to the fundamental differences in doc- 162
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Figure 2: Overview of the REgion-level Relation Extraction (RE2) framework. In the eGAT layer, the representation
of each entity is updated based on the attention scores of its first-order neighbors.

ument formats, structures, and the key challenges163

encountered in relation extraction: text-only docu-164

ments primarily rely on linguistic cues and phrases165

for relation extraction, whereas VRDs necessitate166

consideration of both semantics and spatial con-167

text. Given that, we innovatively incorporate a168

multi-granular layout heuristic into an edge-aware169

graph attention network, placing greater emphasis170

on capturing more fine-grained layout structures.171

3 Approach172

Given a visually rich document D, a set of173

question entities Q = {q1, q2, ..., qm} and an-174

swers A = {a1, a2, ..., an}, we aim to iden-175

tify all the connected pairs (q, a) where q ∈176

Q and a ∈ A, indicating that a is the cor-177

responding answer of q. Each qi or aj can178

be denoted as {[w0, w1, · · · , wt], (x0, y0, x1, y1)},179

where [w0, w1, · · · , wt] is the sequence of words180

denoting the entity span and (x0, y0, x1, y1) is the181

coordinates for the entity bounding box. Figure 2182

illustrates our RE2 framework that aims to leverage183

region-level spatial structures among the question184

and answer blocks to detect their association.185

3.1 Entity Representation186

We first learn the encoding of question and answer187

entities based on LayoutXLM (Xu et al., 2022b),188

a layout-aware transformer-based model that has189

been extended to support multilingualism by pre-190

training on multilingual VRD datasets.191

Given a set of question entities Q = 192

{q1, q2, ..., qm} and answers A = {a1, a2, ..., an} 193

from document D, we obtain the entity embeddings 194

Q = {q1, q2, ..., qm}, A = {a1,a2, ...,an}, 195

qi, ai ∈ R1×F, where F is the entity feature di- 196

mension4. For entities with multiple tokens, we 197

use the embedding of their first tokens as their rep- 198

resentations5. 199

3.2 Region-Aware Graph Construction 200

Based on the spatial structures of the input VRD, 201

we define three distinct categories of regions (i.e., 202

bounding box) for each entity: (1) an entity-level 203

bounding box that refers to the bounding box en- 204

compassing the entire entity span and is obtained 205

by merging the bounding boxes of all the words in 206

a span obtained by OCR (Liu et al., 2019; Yu et al., 207

2020); (2) a paragraph-level bounding box that 208

is defined as a visually distinct section for the para- 209

graph where the entity occurs within a document 210

and corresponds to the clustering of words that are 211

located within a dense region. The paragraph-level 212

bounding boxes are extracted by an existing tool, 213

EasyOCR6, which takes the maximum horizontal 214

and vertical distances between adjacent word-level 215

bounding boxes as hpyerparameters to merge them 216

into paragraph-level bounding boxes; and (3) a 217

tabular-based bounding box if the entity occurs 218

in a tabular structure. We define a tabular-based 219

4We use bold symbols to denote vectors.
5Preliminary experiments showed use of first subtoken

performed better than average embedding of all subtokens.
6https://www.jaided.ai/easyocr/
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(a) (b) (c)

Figure 3: Entity level bounding box (for question and answer entities) are shown in blue, paragraph-level bounding
box in red and tabular-based bounding box in green.

bounding box as the coordinates of a table cell.220

Note that each entity can only appear in either a221

paragraph or a table, so other than its entity-level222

bounding box, we always assign either a paragraph-223

level or tabular-based bounding box for each entity,224

instead of both. Our preliminary results show that a225

tabular-based bounding box is vital because tabular226

structures are usually not well-captured by exist-227

ing OCR tools. Illustrations of the three types of228

regions are shown in Figure 3. The pseudocode for229

extracting paragraph/tabular regions is present in230

Appendix H.231

To characterize the links between the question232

and answer entities, we further propose to construct233

a complete bipartite graph, G = (Q,A,E), for234

each visually rich document, where the question235

entities Q = {q1, q2, ..., qm} and answers A =236

{a1, a2, ..., an} are the nodes, and for each pair of237

qi and aj , there is an edge eij ∈ E connecting them.238

Each entity is represented by the encoding learned239

from LayoutXLM as detailed in Section 3.1, and240

each edge is represented by a one-hot encoding241

vector based on the spatial relationship between the242

three categories of bounding boxes of the question243

and answer:244

ēij = [I,E1
lr,E1

tb,E0
lr,E0

tb,Rlr,Rtb],245

where each term is an indicator variable: I indi-246

cates whether the two entities are within the same247

paragraph/tabular region. If so, I = 1, otherwise,248

I = 0. When the two entities are from the same249

paragraph/tabular region, E1
lr and E1

tb further indi-250

cate the left-right (lr) and top-bottom (tb) spatial251

relationship of their entity-level bounding boxes. 252

For example, E1
lr = 1 indicates that the entity-level 253

bounding boxes of the two entities have a left-right 254

spatial relation, otherwise, E1
lr = 0. When the two 255

entities are not from the same paragraph/tabular 256

region, E0
lr and E0

tb indicate the left-right and top- 257

bottom spatial relationship of their entity-level 258

bounding boxes, while Rlr and Rtb indicate the 259

left-right and top-bottom spatial relationship of 260

their paragraph/tabular level bounding boxes. Note 261

that when the two entities are from the same para- 262

graph/tabular region, the indicators of E0
lr, E0

tb, Rlr, 263

Rtb will be all zero. 264

To obtain a dense representation of each edge, 265

we pass each one-hot encoding vector ēij to a feed- 266

forward network, and the resulting vector eij = 267

FFN(ēij) is assigned as the edge weight between 268

qi and aj , where eij ∈ R1×F/2. 269

3.3 Edge-aware Graph Attention Network 270

We further propose an edge-aware graph attention 271

network (eGAT) , extended from the graph atten- 272

tion network (GAT) (Veličković et al., 2018) by 273

incorporating the edge weights inferred by spatial 274

information to learn the interaction between the 275

question and answer nodes. In our experiments, 276

eGAT consists of 2 encoding layers, while each 277

layer updates the node embeddings based on the 278

first-order neighbors with masked self-attention. 279

Specifically, given the node embeddings at layer 280

l, Ql = {ql1, ql2, ..., qlm}, A = {al
1,a

l
2, ...,a

l
n}, 281

we first compute the attention weight between qi 282
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and aj as follows283

att(W lql
i,W

lal
j) = W⊤

att(W
lql

i||W
lal

j)284

285
c(qli, a

l
j) = LeakyReLu

(
att

(
W lql

i,W
lal

j

))
286
287

α(qli, a
l
j) = softmax

j

(∑
(el

ij · c(ql
i,a

l
j))

)
288

where · denotes scalar multiplication. W l ∈289

RF ′×F is a parameter matrix for shared linear trans-290

formation for qli and al
j . W att ∈ R2F ′

is a weight291

vector for the attention mechanism. || denotes the292

catenation operation. elij = FFNl(el−1
ij ) where293

e0ij is the initial dense representation eij of each294

edge.295

The resulting edge-aware normalized attention296

scores are then used to update the hidden represen-297

tations of the question and answer nodes, respec-298

tively, with residual connection:299

q̄l+1
i = qi +

∑
j∈Ni

α(qli, a
l
j)Wal

j300

301
āl+1
j = aj +

∑
i∈Mj

α(al
j , q

l
i)Wql

i302

where Ni and Mj denotes the first order neighbors303

of qi and aj respectively.304

For each layer of eGAT, we apply multi-head at-305

tention (Vaswani et al., 2017), where each attention306

head performs operations independently, and the307

mean of all attention heads is taken for aggregation.308

The updated representation of question node qi and309

answer aj is computed as follows:310

ql+1
i = σ

(
1

K

K∑
k=1

(
qi +

∑
j∈Ni

α(qli, a
l
j)

kW kal
j

))
311

312

al+1
j = σ

(
1

K

K∑
k=1

(
aj +

∑
i∈Mj

α(al
j , q

l
i)

kW kql
i

))
313

where K is the number of independent attention314

heads and W k denotes the weight matrix for the315

kth attention head. σ(·) denotes a non-linear func-316

tion (ELU is used for experiments). ql+1
i and al+1

j317

are then used as input node embeddings for layer318

l + 1.319

3.4 Relation Extraction320

Binary Relation Prediction For each pair of321

question qi and answer aj , we aim to predict a322

binary label, indicating whether the answer corre-323

sponds to the particular question or not. The repre-324

sentation of qi or aj is formed by concatenating the325

LayoutXLM embedding, the final node embedding326

learned from eGAT, the edge representation of the 327

pair of qi and aj , and an entity type representation 328

(i.e., question or answer). The entity type repre- 329

sentation is learned by an embedding layer during 330

training. The inclusion of entity type embedding 331

is important in determining the direction of the 332

relation between the two entities. The resulting 333

representations qi and aj are then passed through 334

two feed-forward networks and a biaffine classifier 335

(Dozat and Manning, 2017) to obtain a score si,j 336

for determining whether the pair is associated or 337

not. 338
q

′

i = FFNq(qi ∥ q
L
i ∥ eL

ij ∥ hq) 339
340

a
′
j = FFNa(aj ∥ aL

j ∥ eL
ij ∥ ha) 341

342

sij = q
′

iUa
′
j + V

(
q

′

i ◦ a
′
j

)
+ b 343

where hq and ha are the type embeddings of ques- 344

tion and answer entities. Note that hq and ha re- 345

main the same across all questions and answers, 346

respectively. U ,V and b are trainable parameters. 347

During training, the loss is computed following the 348

cross-entropy loss 349

Lb = −
∑

y · log(pij). 350

where y ∈ {0, 1} is the target binary label and 351

pij = softmax(sij), indicating the probability of a 352

relation between qi and aj . 353

Constraint Loss Our preliminary study shows 354

that without any constraint, the model tends to pre- 355

dict multiple questions to be associated with one 356

answer, which is against the definition of relation 357

extraction for VRDs, where each answer is linked 358

to at most one question. To address this issue, we 359

incorporate the constraint into the learning process 360

in the form of a constraint loss. Previous work (Li 361

et al., 2019; Wang et al., 2020) demonstrated that 362

declarative logical constraints can be converted into 363

differentiable functions, and help regularize the 364

model towards consistency with the logical con- 365

straints. We design a declarative logical constraint 366

that holds true for relation extraction task from 367

VRDs as follows, ∀aj ∈ A, ∀qi ∈ Q, 368

rel(qi, aj) →
∧

qk∈Q\{qi}

¬ rel (qk, aj). 369

This means, for any aj ∈ A, if there exists one re- 370

lation link between aj and any particular qi among 371

all questions, there cannot be another relation link 372
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Model EN ZH JA ES FR IT DE PT Avg.

XLM-RoBERTaBASE (Conneau et al., 2020) 26.59 51.05 58.00 52.95 49.65 53.05 50.41 39.82 47.69
InfoXLMBASE (Chi et al., 2021) 29.20 52.14 60.00 55.16 49.13 52.81 52.62 41.70 49.10
LayoutXLMBASE (Xu et al., 2022b) 54.83 70.73 69.63 68.96 63.53 64.15 65.51 57.18 64.32
LiLT[InfoXLM]BASE (Wang et al., 2022a) 62.76 72.97 70.37 71.95 69.65 70.43 65.58 58.74 67.81

RE2 (Our Approach) 71.76 79.60 75.36 75.59 76.38 77.45 75.86 59.76 73.98

Table 1: Language-specific fine-tuning results (F1%) on FUNSD(EN) and XFUND.

Model EN ZH JA ES FR IT DE PT Avg.

XLM-RoBERTaBASE 26.59 16.01 26.11 24.40 22.40 23.74 22.88 19.96 22.76
InfoXLMBASE 29.20 24.05 28.51 24.81 24.54 21.93 20.27 20.49 24.23
LayoutXLMBASE 54.83 44.94 44.08 47.08 44.16 40.90 38.20 36.85 43.88
LiLT[InfoXLM]BASE 62.76 47.64 50.81 49.68 52.09 46.97 41.69 42.72 49.30

RE2 (Our Approach) 71.76 66.32 64.42 58.82 69.02 61.83 60.57 43.87 62.08

Table 2: Zero-shot cross-lingual results (F1%) (trained on EN (FUNSD) and tested on other languages)
.

for this answer aj . We further define the following373

constraint loss derived from the logical constraints:374

Lc = y ·
∣∣∣∣ log(pij)− 1

|Q| − 1

|Q|∑
k=0
k ̸=i

log (1− pkj)
∣∣∣∣375

where Q denotes the whole set of questions in the376

document.377

Overall Learning Objective The overall learn-378

ing objective is a weighted combination of the bi-379

nary cross entropy loss and the constraint loss:380

L = βLb + δLc381

where β and δ are hyperparameters.382

4 Experiment Settings383

4.1 Datasets384

The main challenge of relation extraction from vi-385

sually rich documents lies in the varying layouts386

of form-like documents from different domains or387

languages. On the other hand, the region-level388

spatial structures defined in RE2 are domain and389

language-independent. To validate the effective-390

ness of RE2, we perform experiments on several391

benchmark datasets covering a wide range of lan-392

guages and domains.393

FUNSD The FUNSD dataset (Jaume et al., 2019)394

is a subset of the RVL-CDIP dataset (Harley et al.,395

2015) containing realistic scanned document im-396

ages with ground truth OCR. It provides bound-397

ing boxes for entity spans and annotations for four398

types: Question, Answer, Header, and Other. The399

dataset includes relational links among these enti-400

ties, with a particular focus on Question-Answer401

links. We adopt the same data split and experimen- 402

tal settings as previous studies (Xu et al., 2022b; 403

Wang et al., 2022a), using 149 documents for train- 404

ing, 50 documents for evaluation, and reporting the 405

best performance on the evaluation set. 406

XFUND XFUND (Xu et al., 2022b) is a diverse 407

multilingual dataset containing visually rich doc- 408

uments in seven languages: Portuguese, Chinese, 409

Spanish, French, Japanese, Italian, and German. 410

The dataset encompasses a wide range of docu- 411

ment structures, reflecting variations in document 412

conventions across languages and countries. With a 413

total of 1,393 fully annotated forms, each language 414

includes 149 forms in the train set and 50 forms in 415

the test set. The dataset provides human-annotated 416

ground truth OCR, entity annotations, and relation 417

annotations. Notably, the XFUND dataset shares 418

similarities with the FUNSD dataset in terms of its 419

document format. 420

DIVERSEFORM To best demonstrate the perfor- 421

mance of domain transfer of RE2, we further cre- 422

ate a new dataset, DIVERSEFORM, by curating 423

government forms from Aggarwal et al. (2020) 424

and Sarkar et al. (2020). These forms encompass 425

a wide range of question types, including check- 426

boxes, tables, multiple-choice questions (MCQs), 427

and fill-in-the-blank fields. The domains of the 428

forms cover various areas such as Veterans Af- 429

fairs, visa applications, tax documents, air trans- 430

port, legal forms, vehicle-related forms from the 431

Department of Motor Vehicles (DMV), and mis- 432

cellaneous forms from different government agen- 433

cies. These forms are of single page and were 434

originally empty and they are designed to collect 435

confidential information such as health data and 436

6



Model EN ZH JA ES FR IT DE PT Avg.

XLM-RoBERTaBASE 36.38 67.97 68.29 68.28 67.27 69.37 68.87 60.82 63.41
InfoXLMBASE 36.99 64.93 64.73 68.28 68.31 66.90 63.84 57.63 61.45
LayoutXLMBASE 66.71 82.41 81.42 81.04 82.21 83.10 78.54 70.44 78.23
LiLT[InfoXLM]BASE 74.07 84.71 83.45 83.35 84.66 84.58 78.78 76.43 81.25

RE2 (Our Approach) 74.11 88.25 82.27 83.23 86.83 84.02 81.89 71.04 81.46

Table 3: Multitask fine-tuning performance (F1%) on FUNSD(EN) and XFUND.

Model DIVERSEFORM FUNSD → DIVERSEFORM DIVERSEFORM → FUNSD

LayoutXLMBASE 69.72 37.33 32.58
LiLT[InfoXLM]BASE 64.15 41.56 30.26
RE2 70.87 41.78 50.32

Table 4: Supervised results on DIVERSEFORM and cross-domain transfer results between DIVERSEFORM and
FUNSD. (F1%)

tax details. To populate the forms, we employed437

two annotators who used synthetic data generated438

by The One Generator7 for fields such as names,439

addresses, and other necessary information. This440

approach ensures the privacy and security of in-441

dividuals’ personal information while providing a442

realistic representation of the data typically found443

in these government forms. We then hire another444

annotator to label the Question and Answer enti-445

ties as well as their relations for these documents446

using the annotation tool UBIAI8, which also of-447

fers its customized OCR model for extracting text448

from uploaded images. However, due to the seri-449

alized top-left to bottom-right text extraction ap-450

proach of the OCR, the spans of entities are some-451

times fragmented in complex layout forms. Dur-452

ing the annotation process, these fragmented spans453

are identified and merged to achieve the correct454

serialization of spans. After labeling the entities455

and relations for these documents, we further hire456

three annotators to validate the annotations. All the457

annotators are senior undergraduate students ma-458

joring in Computer Science and are paid a rate of459

$15/hour. We name the final annotated dataset as460

DIVERSEFORM, which comprises a total of 150461

training documents and 50 testing documents. De-462

tails of DIVERSEFORM annotation and statistics463

is in Appendix C.464

4.2 Experiment Results465

Language-specific fine-tuning results are pre-466

sented in Table 1, where each model is fine-tuned467

on language X and tested on language X. The ex-468

perimental findings show that the proposed model469

outperforms all the baselines across all evaluated470

7https://theonegenerator.com/
8https://ubiai.tools/

languages. To evaluate the cross-lingual zero-shot 471

transfer capability, the model is fine-tuned on the 472

FUNSD dataset in English, followed by testing 473

on multiple languages. The experimental results, 474

as shown in Table 2, demonstrate the superiority 475

of our model over the baseline approach in terms 476

of zero-shot performance. This outcome provides 477

compelling evidence that the incorporated region- 478

level spatial structures and constraints for relation 479

extraction exhibit effective transferability across 480

different languages. We also conduct a significance 481

test for both our approach and the best-performing 482

baseline (i.e., LiLT[InfoXLM]BASE (Wang et al., 483

2022a)) under the settings of language-specific fine- 484

tuning and cross-lingual zero-shot transfer. As 485

shown in Table 7 in Appendix D, our approach 486

significantly outperforms the baseline under both 487

settings. 488

Furthermore, the multitask fine-tuning results 489

are shown in Table 3, where the model is trained 490

on the training sets of all languages and then tested 491

on each individual language. The achieved results 492

demonstrate superior performance, indicating that 493

the model successfully learns the layout invariance 494

present across different languages. By effectively 495

capturing and leveraging the shared layout charac- 496

teristics, the model exhibits improved generaliza- 497

tion capabilities, leading to enhanced performance 498

across diverse linguistic contexts. This highlights 499

the significance of incorporating layout informa- 500

tion in cross-lingual settings and underscores the 501

model’s ability to adapt and transfer its learned 502

knowledge to effectively process and understand 503

documents in various languages. 504

Note that RE2 shows less competitive perfor- 505

mance on Portuguese (PT) due to more complex 506

layout structures. Portuguese forms exhibit a com- 507

7
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Model EN ZH JA ES FR IT DE PT Avg.

RE2 71.76 79.60 75.36 75.59 76.38 77.45 75.86 59.76 73.98

- node embedding 70.19 78.93 75.00 74.60 76.00 76.82 73.20 57.29 72.75
- edge embedding 57.42 69.37 67.93 72.01 73.73 69.67 63.48 55.61 66.15

- constraint loss 68.52 77.77 74.49 74.78 75.20 75.66 73.61 57.48 72.19

- entity level regions 44.69 76.89 66.71 73.11 62.44 70.63 62.10 44.30 62.61
- paragraph/tabular regions 71.57 79.5 74.17 72.05 74.98 76.79 74.55 57.49 72.64

Table 5: Ablation study results (F1%) on eGAT (node and edge embeddings), constraint loss, paragraph/tabular
regions and entity level regions.

bination of mixed tables and paragraph structures,508

making it challenging to determine the appropriate509

usage for paragraph-level regions or tabular regions.510

An example is shown in Appendix E.511

We also assess the generalization of RE2 and512

two high-performing baselines based on DIVERSE-513

FORM and FUNSD, which cover two sets of dis-514

tinct domains. We conduct experiments under the515

settings of both domain-specific fine-tuning and516

cross-domain transfer where the models are trained517

on one dataset and tested on the other. As shown in518

Table 4, RE2 significantly outperforms the two519

strong baselines when fine-tuned on DIVERSE-520

FORM and tested on DIVERSEFORM or FUNSD.521

The improvement of RE2 when it’s trained on522

FUNSD and tested on DIVERSEFORM is marginal,523

probably due to the greater diversity and complex-524

ity in document layout of DIVERSEFORM com-525

pared to FUNSD.526

4.3 Ablation Study527

Effect of Node and Edge Embeddings from528

eGAT The node and edge embeddings from529

eGAT are concatenated with the entity represen-530

tations before being passed to the biaffine classifier.531

A series of ablation studies are conducted to assess532

the individual contributions of the layout informa-533

tion. The results of these studies are presented in534

Table 5. Figure 6 in Appendix F provides visual535

evidence that solely relying on the updated node536

embeddings from eGAT fails to adequately capture537

the layout heuristics and results in the omission of538

numerous relations. Conversely, employing only539

the updated edge embeddings without considering540

the node embeddings leads to an over-prediction541

of relations with limited regard for the semantic542

relevance of the entities involved. Optimal per-543

formance is achieved through the joint utilization544

of both node and edge embeddings, indicating the545

importance of integrating both sources of informa-546

tion to effectively capture the region-level spatial547

structures and consider the semantic context of the 548

relations. 549

Effect of Constraint Loss The constraint loss 550

has been modeled to encourage each answer entity 551

to be linked to at most one question. Table 5 shows 552

that incorporating the constraint loss significantly 553

improves the F1 score of RE2, especially precision. 554

The detailed experimental results are evidenced in 555

Appendix G. 556

Effect of Region Information We also inves- 557

tigate the impact of each category of regions on 558

characterizing the spatial relationship among the 559

entities and further affecting the performance of 560

RE2. As shown in Table 5, the inclusion of each 561

category of region information significantly im- 562

proves the performance of RE2. The absence of 563

entity-level regions resulted in a substantial de- 564

crease in performance, underscoring the vital role 565

of pairwise entity layout information, i.e., whether 566

the question and answer entities are arranged verti- 567

cally (top-bottom) or horizontally (left-right). Fig- 568

ure 7 in Appendix F shows an example to com- 569

pare the relation predictions with and without para- 570

graph/tabular regions, indicating that incorporating 571

paragraph/tabular regions helps prevent the model 572

from predicting relations across semantically differ- 573

ent regions. The result of this ablation study proves 574

the effectiveness of the multi-granular region infor- 575

mation. 576

5 Conclusion 577

In this work, we propose a novel entity relation 578

extraction model, RE2, that incorporates layout 579

heuristics and constraints that are generalizable 580

across different languages. Experimental results 581

on 8 different languages and our proposed dataset 582

DIVERSEFORM show the effectiveness of our 583

proposed method under four settings (language- 584

specific, cross-lingual zero-shot, multi-lingual fine- 585

tuning, and cross-domain transfer). 586
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Limitations587

In this work, we found the incorporation of layout588

heuristics to be compelling and we are excited by589

how leveraging region information improves per-590

formance drastically. One of the limitations of our591

model is its reliance on a relatively limited set of592

heuristics and features. For instance, we have not593

yet incorporated visual information and template-594

based knowledge, which could potentially improve595

the accuracy and robustness of the relation extrac-596

tion task. Additionally, the current model employs597

an exhaustive inference approach, considering all598

possible relations during prediction. While this599

ensures comprehensive coverage, it also results in600

longer inference times for each relation type. These601

limitations indicate avenues for further improve-602

ment, such as exploring additional heuristics and603

incorporating more efficient inference strategies,604

to enhance the performance and efficiency of our605

model.606
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Appendix811

A Data Preprocessing812

To accurately determine the layout heuristics, it813

is important to get the bounding box of the en-814

tire entity span. If token-level bounding boxes are815

provided, the boxes can be merged to obtain a span-816

level box. All the paragraph/tabular regions are de-817

tected and their bounding boxes are obtained. We818

identify the region an entity belongs to by checking819

the entity’s Intersection over Union (IoU) with the820

regions and assign the region with the maximum821

IoU.822

B Experiment Setting and823

Hyperparameters824

NVIDIA A40 GPU was used for all finetuning825

tasks. To create paragraph-level regions using826

EasyOCR, a horizontal merging of text boxes is827

carried out when their distance is within 2, and ver-828

tical merging is done when the distance is within829

1, while setting the paragraph flag to True. The830

model is trained end-to-end, with fine-tuning of the831

LayoutXLM base model. The eGAT layers and832

relation extraction head are trained from scratch,833

using 2 eGAT layers for all experiments. The train-834

ing process entails 5000 steps with a batch size of835

4, a learning rate of 5e-5, and a warm-up ratio of836

0.1. The cross entropy loss is weighted at 1 and837

constraint loss is weighted at 0.02.838

C Annotation Details and Statistics of839

DIVERSEFORM840

The guidelines of annotating entities are as follows:841

• Question: A word, set of words, or sentence842

worded or expressed so as to elicit information843

from the person filling the form.844

– Questions are annotated even if they845

haven’t been answered846

– Questions and sub-questions are labeled847

as the same type of entity.848

• Header: A word, set of words, or sentences849

worded or expressed so as give context or en-850

capsulate a set of questions.851

– Annotate headers even if their questions 852

haven’t been answered 853

– Headers do not have answers directly at- 854

tached to them 855

• Answer: A word, set of words, or sentence 856

written in response to a question. 857

– Responses in the form of checkbox op- 858

tions count as answers. 859

– In multiple choice type questions, all the 860

options are annotated as answers (follow- 861

ing FUNSD and XFUND) 862

The guidelines of annotating relations are as fol- 863

lows: 864

• Question-Answer: A link exists between a 865

question entity and an answering entity when 866

the answer is a response to a particular ques- 867

tion. 868

– When multiple answers exist for a ques- 869

tion, there are multiple Question-Answer 870

links from the same question entity. 871

– Answers to a sub-question should only 872

be linked to the sub-question and not the 873

parent question. 874

• Question-Question: A link exists between a 875

question entity and another question entity 876

if one question is a sub-question of another 877

question or one question is conditioned on the 878

answer of another question. 879

– For example, “If yes, . . . ” type of ques- 880

tion has a Question-Question link with 881

the parent question. 882

– A question that is split into multiple 883

fine-grained questions has a Question- 884

Question link between them. For ex- 885

ample, "Address" can have further ques- 886

tions such as "Apt. No", "Street Name", 887

"City", "State", "Zip Code". 888

• Header-Question: A link exists between a 889

header entity and a question entity if the ques- 890

tions are present under the section or subsec- 891

tion that is characterized by the header. 892

– If multiple questions exist under a header, 893

there are multiple Header-Question links 894

from the same header entity. 895

– Often confused with Question-Question 896

links and can be differentiated based on 897
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layout structure, font style, and other vi-898

sual aspects of the questions from the899

form.900

The guidelines of annotation of tables are as901

follows: We mainly deal with one dimensional902

tables. For the case that each cell in the table is903

related to both row and column questions, there will904

be a Question-Question link between the questions905

extracted from the row and column, indicating that906

one question is a sub-question of another question907

or one question is conditioned on the answer of908

another question. This is part of the annotation909

guidelines for FUNSD and our own dataset. Based910

on these annotation rules, the constraint of one911

answer having one question still holds.912

Figure 4 shows the distribution of domains in DI-913

VERSEFORM. Miscellaneous consists of forms for914

voter registration, agriculture, scholarship, immi-915

gration, property tax, etc. Veteran’s Affairs encom-916

passes varying forms ranging from child support917

payments to retirement funds. There is rich layout918

variation within each domain shown in the chart.919

The number of entities and relations of each type920

in DIVERSEFORM are tabulated in Table 6.921

D Significance Test922

Table 7 shows the significance test results for both923

our approach and the best performing baseline (i.e.,924

LiLT[InfoXLM]BASE (Wang et al., 2022a)) under925

the settings of language-specific fine-tuning and926

cross-lingual zero-shot transfer. The results for all927

experiments reported were averaged across 3 runs.928

E Case Study929

Figure 5 visualizes paragraph-level regions, tabu-930

lar regions, and predictions for a Portuguese form931

in FUNSD. It shows that paragraph-level regions932

are suitable for the top portion of the form, while933

tabular regions specifically pertain to the bottom934

table. In this particular form, the decision was935

made to adopt paragraph-level regions, resulting936

in the exclusion of the tabular layout despite its937

ability to convey more information. We acknowl-938

edge that there are instances where our proposed939

approach may struggle to accurately distinguish be-940

tween paragraph-level and tabular regions, leading941

to a performance decrease.942

F Visualizations of Ablation Results943

Figure 6 shows the visualization of predictions944

of the ablation study of node and edge embed-945

dings. Figure 7 shows the visualization of pre- 946

dictions of the ablation study of incorporating para- 947

graph/tabular regions. 948

G Ablation Results of Constraint Loss 949

The constraint loss has been modeled to encour- 950

age each answer entity to be linked to at most one 951

question. Table 8 shows that incorporating the con- 952

straint loss significantly improves the F1 score of 953

RE2, especially precision. 954

H Pseudocode 955

The following pseudocode extracts the tabular and 956

paragraph-level regions from a VRD. 957
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Algorithm 1 IdentifyHorizontalAndVerticalLines(image)
1: Apply horizontal kernel to the image
2: Apply vertical kernel to the image
3: Find horizontal lines
4: Find vertical lines
5: return Combined horizontal and vertical lines

Algorithm 2 FindBoundingBoxes(lines)
1: TabularBoxList = []
2: Find contours in lines
3: for each contour do
4: Compute the bounding box
5: Append the box to TabularBoxList
6: end for
7: return TabularBoxList

Algorithm 3 SortBoxesByArea(boundingBoxes)
1: Sort the bounding boxes by area in increasing order
2: return boundingBoxes

Algorithm 4 AppendBoxToList(boundingBoxes, text)
1: FinalBoxList = []
2: for each box in boundingBoxes do
3: if the box contains any text and has no intersection with existing boxes in FinalBoxList then
4: Append the box to FinalBoxList
5: end if
6: end for
7: return FinalBoxList

Algorithm 5 CheckAllTextPresent(FinalBoxList, text)
1: if all the text in the document is present in the boxes in FinalBoxList then
2: return True
3: else
4: return False
5: end if

Algorithm 6 GetMissingText(FinalBoxList, text)
1: missingText = []
2: if the text is not present inside the bounding boxes of any of the FinalBoxList then
3: Append text to missingText
4: end if
5: return missingText

Algorithm 7 AppendMissingTextBoxes(FinalBoxList, missingText, ParagraphRegions)

1: for each missing text in missingText do
2: if missing text is present in any paragraph region in ParagraphRegions then
3: Append paragraph region to FinalBoxList
4: end if
5: end for
6: return FinalBoxList

13



Entities Relations

Split Question Answer Header Question-Answer Question-Question Header-Question

Training 3,087 3,585 230 1,172 594 546
Test 956 1,048 57 520 270 164

Table 6: Statistics of entities and relations in DIVERSEFORM

Figure 4: Domain distribution of DIVERSEFORM.

(a) (b)

(c)

Figure 5: Visualization of paragraph-level regions (a), tabular regions (b) and predictions (c) for a Portuguese form
in XFUND.
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(a) Ground Truth (b) Concatenating only node embeddings

(c) Concatenating only edge embeddings (d) Concatenating node & edge embeddings

Figure 6: Visualization of predictions of the ablation study of node and edge embeddings, where red lines denote the
question span, green lines denote the answer span, and blue lines denote the question answer relation predictions.

Algorithm 8 GetParagraphTabularRegions(imageFile)
1: image = LoadImage(imageFile)
2: text = OCR(imageFile)
3: lines = IdentifyHorizontalAndVerticalLines(image)
4: boundingBoxes = FindBoundingBoxes(lines)
5: boundingBoxes = SortBoxesByArea(boundingBoxes)
6: FinalBoxList = AppendBoxToList(boundingBoxes, text)
7: if CheckAllTextPresent(FinalBoxList, text) then
8: OutputResult(FinalBoxList)
9: else

10: ParagraphRegions = GetParagraphRegionsFromEasyOCR(image)
11: missingText = GetMissingText(FinalBoxList, text)
12: FinalBoxList = AppendMissingTextBoxes(FinalBoxList, missingText, ParagraphRegions)
13: OutputResult(FinalBoxList)
14: end if
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(a) Ground Truth (b) Predictions without paragraph/tabular region information

(c) Predictions with paragraph/tabular region information

Figure 7: Visualization of predictions of the ablation study of incorporating paragraph/tabular regions.
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RE2 Baseline

Setting Mean SD Mean SD P-value

Language-Specific Fine-Tuning 73.98 6.15 67.81 4.98 0.0447
Zero-Shot Cross-Lingual 62.08 8.53 49.30 6.55 0.0047

Table 7: Significance Test Results

Model EN ZH JA ES

P R F1 P R F1 P R F1 P R F1

RE2 69.71 73.74 71.67 76.80 82.62 79.60 70.16 81.39 75.36 70.26 81.78 75.59

RE2- constraint loss 58.76 82.16 68.52 74.77 81.01 77.77 69.13 80.75 74.49 69.41 81.05 74.78

Model FR IT DE PT

P R F1 P R F1 P R F1 P R F1

RE2 70.05 83.97 76.38 74.34 80.83 77.45 73.01 78.94 75.86 48.06 78.99 59.76

RE2- constraint loss 71.54 80.57 75.79 72.32 79.32 75.66 71.74 75.59 73.61 46.98 74.02 57.48

Table 8: Precision, Recall and F1 score of ablation study of Constraint Loss on RE2
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