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Abstract

We evaluate LLMs’ language understanding
capacities on simple inference tasks that most
humans find trivial. Specifically, we target
(i) grammatically-specified entailments, (ii)
premises with evidential adverbs of uncertainty,
and (iii) monotonicity entailments. We de-
sign evaluation sets for these tasks and con-
duct experiments in both zero-shot and chain-
of-thought setups, and with multiple prompts.
The models exhibit moderate to low perfor-
mance on these evaluation sets in all settings.
Subsequent experiments show that embedding
the premise under presupposition triggers or
non-factives, which should exhibit opposite lin-
guistic behavior, causes ChatGPT to predict en-
tailment more frequently in the zero-shot and
less frequently in the chain-of-thought setup,
and in each case regardless of the correct label.
Similar experiments with LLaMA 2 exhibit dif-
ferent yet equally flawed tendencies. Overall
these results suggest that, despite LLMs’ cel-
ebrated language understanding capacity, they
have blindspots with respect to certain types
of entailments, and that certain information-
packaging structures act as “blinds” overshad-
owing the semantics of the embedded premise.

1 Introduction

LLMs have gained immense popularity thanks
to their unprecedented ability to understand user
queries and generate fluent seemingly-human re-
sponses. At the same time, people constantly report
on LLMs’ failures, anecdotal (Borji, 2023) and sys-
tematic, e.g, the lack of reliability and consistency
(Shen et al., 2023; Jang and Lukasiewicz, 2023;
Plevris et al., 2023), contradictory or unreasonable
answers (Zhong et al., 2023), inability to detect
false assumptions (Shen et al., 2023), wrong infor-
mation in prompts (Zuccon and Koopman, 2023),
contradictory responses to identical queries (Jang
and Lukasiewicz, 2023; Plevris et al., 2023).
However, humans are prone to some failures as

well, e.g., overlooking false assumptions in ques-
tions beyond their area of expertise, or failing to
find the correct solution to a math problem. There-
fore LLMs’ errors on such tasks, while making
them unreliable for certain applications, do not
necessarily mean that they haven’t reached human-
level performance on reasoning and understanding.
In this work we focus on tasks that are trivial for
humans, and do not require any specialized exper-
tise beyond proficiency in English. For example, it
is obvious to a human that Her brother was singing
entails Someone was singing, and Fred’s tie is very
long implies Fred’s tie is long, but not vice versa.
However, as shall be seen shortly, LLMs fail to es-
tablish such systematic relations correctly. LLMs’
errors on such simple tasks are much more indica-
tive of absence of human-like text understanding.
We experiment with several types of natural
language inferences (NLI), (a.k.a. recognizing
textual entailment (Dagan et al., 2005; Bowman
et al., 2015)), that are easy for humans but nonethe-
less pose a challenge to LLMs. Using NLI we
reveal some of the models’ blind spots that in-
dicate that they are far from a genuine human-
level understanding. Furthermore, we show that
some information-packaging structures may act
as “blinds” that hinder the semantics of embedded
premises, again in contrast to human-like behavior.
We focus on inference types that are solely
based on common linguistic phenomena and “trival”
world-knowledge such as class membership (“a
dog is an animal”, “navy blue is a shade of blue”).
Specifically, we test LLMs’ ability to make three
inference types: (i) Grammatically-specified entail-
ments, i.e. replacing a constituent of the premise
with an indefinite pronoun as somebody or some-
thing. (ii) Premises with evidential adverbs of un-
certainty (supposedly, allegedly etc.), that block the
entailment of the rest of the clause, and (iii) Mono-
tonicity entailment (see MacCartney and Manning
(2008)) of two kinds: upward , i.e. from subsets
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Figure 1: High-level summary of the experiments and results.

to supersets (“Jack is a dog” entails “Jack is an
animal”), and downward, i.e. from supersets to
subsets (“Jack isn’t an animal” entails “Jack isn’t a
dog”). We manually curate test sets for these infer-
ence types and experiment with them in a zero-shot
setup, observing that LLMs struggle with these
phenomena, leading to low accuracy.

We next check how embedding of the premise
in a larger grammatical context affects the predic-
tion. Such embedding can take several forms. In
particular, contexts consisting of presupposition
triggers (e.g. He realized that [...], They were
glad that [...], Something happened before [...])
serve to strengthen the embedded premise, while
similarly structured non-factive verbs (e.g. I feel
that [...], They thought that [...], He imagined that
[...]) may cancel it. We experiment with both
types of contexts and show that ChatGPT! has a
hard time distinguishing the two cases, incorrectly
treating both as hints towards entailment (for reg-
ular prompting) or against it (for chain-of-thought
prompting). These or similar trends are consistent
across different prompts and models (such as GPT-
3.5 and LLaMA 2), and in both regular and chain-
of-thought prompting showing that these inference
failures are robust, and merit further investigation.
Figure 1 summarizes our main results.

"https://openai.com/chatgpt

2 Linguistic background

First, we briefly explain the linguistic phenomena
that we use in the experiments described below.

Gramatically-specified entailments The set of
the entailments of any sentence includes so-called
grammatically-specified entailments (Wilson and
Sperber, 1979), i.e., entailments where a con-
stituent of the premise is substituted with a variable
(such as an indefinite pronoun like somebody, some-
thing etc.). For instance, the entailments of “You’ve
eaten all my apples” include, among others:

You’ve eaten all someone’s apples.
You’ve eaten all of something.
You’ve eaten something.

You’ve done something.

Someone’s eaten all my apples.

Monotonicity entailments hold when less spe-
cific predicates are substituted with more specific
ones, or vice versa. They can be of two types:

» Upward: more specific predicates can be sub-
stituted with less specific ones.

Jack is a dog. |= Jack is an animal.

* Downward: less specific predicates can be
substituted with more specific ones.

All animals need water. |= All dogs
need water.
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Liu et al. (2023) show that ChatGPT’s perfor-
mance on monotonicity entailment datasets (HELP
(Yanaka et al., 2019b) and MED (Yanaka et al.,
2019a)) improves on previous models but is still far
from perfect (42.13% and 55.02% respectively).

Evidential Adverbs “express degrees of certi-
tude with respect to the speaker’s subjective per-
ception of the truth of a proposition” (Haumann,
2007). We run experiments that test LLMs’ abil-
ity to understand evidential adverbs expressing un-
certainty (allegedly, purportedly, supposedly etc.).
Introducing such adverbs into a clause cancels the
entailment of the remaining part of the clause. For
example, Mike allegedly worked all night does not
entail Mike indeed worked all night. The relation
between the two statements is ‘neutral’.

Presuppositions and Presupposition Triggers
Presupposition (Beaver et al., 2021; Jeretic et al.,
2020; Parrish et al., 2021) is a type of inference
“whose truth is taken for granted in the utterance of
a sentence” (Huang, 2011). Below, a presupposes
b (i.e. if b is false, a cannot be felicitously uttered):

a. Jane returned to New York.

= b. Jane has been to New York before.

Presuppositions are not presented as at-issue con-
tent of the utterance, but rather as part of the back-
ground, mutually known or assumed by the speaker
and the hearer (even if in reality it is not the case).
The speaker of a does not inform the hearer that
Jane has been to New York before: she assumes
it; and if the hearer doesn’t know it, she accommo-
dates it upon hearing the utterance (Fintel, 2008).

Presuppositions are normally evoked by con-
structions or lexical items, called presupposition
triggers (Karttunen, 2016). In sentence a above,
the presupposition is triggered by the verb returned,
from the class of iterative verbs which presuppose
that the action has happened before. Other iterative
verbs are relearn, reread, reapply etc. Presuppo-
sition triggers used in this work are factives, tem-
poral, and other adverbial clauses and embedded
wh-questions, (We detail them in Appendix A).

Non-factive Verbs and Expressions (Kiparsky
and Kiparsky, 1970), such as believe, claim, feel,
hope, suspect, think, do not entail either truth or
falsity of their complements. For example, given:

a. Jane thinks that Bill bought bread.
b. Bill bought bread.

¢. Bill didn’t buy bread.

Sentence a doesn’t entail either b or ¢. The relation
between a and b is neutral, and so is the relation
between a and c.

Presupposition Triggers, Non-Factives and NLI
It is important to note that embedding a premise
under a presupposition trigger doesn’t affect the
relations between the premise and hypothesis. By
contrast, if we embed the premise under a non-
factive, the relation becomes neutral. For example:

a. A balloon hit a light post.
= b. Something hit a light post

Premise a above entails hypothesis b. If we embed
premise b under a presupposition trigger as in a’:

a’. She realized that a balloon hit a light
post,

= b. Something hit a light post

the relation does not change: the new premise a’
still entails b. However, when embedding premise
a under a non-factive verb:

a”. I suspect a balloon hit a light post
= b. Something hit a light post

the relation becomes neutral: without additional
context the new premise a”” doesn’t entail b.

3 Main Experiments

Setup. In this section our experiments use the gpt-
3.5-turbo-0301 ChatGPT version (while Section 4
tests more models). We access ChatGPT through
OpenAI’s API” with the default settings, and use
a single prompt which receives two texts and asks
if, given text 1, text 2 is true, false or neutral (see
Appendix B for details). This prompt yields a 71%
accuracy® on a 300-instance SNLI sample, consis-
tent with previous SNLI literature (Qin et al., 2023;
Wang et al., 2023; Jang and Lukasiewicz, 2023).

Probing ChatGPT for Phenomena Explaining.
Before each experiment we probe ChatGPT’s abil-
ity to explain the relevant linguistic phenomenon.
In humans, being able to explain a concept typi-
cally implies being able to apply it. However in
LLMs, explaining does not necessarily imply know-
ing. While not our study’s main focus, this probing
exemplifies a contrast between humans’ and LLMs’
language comprehension attested abilities.

2https ://openai.com/product
3All the results reported in this paper are from a single run.
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if John did something, is it also true that somebody did something?

m Yes, if John did something, it is also true to say that somebody did something. The word [}
"somebody" is a generic or unspecified term used to refes
specific manner. So, if you say "John did something," you

named John. However, if you say "somebody did somethi

sense, indicating that an action was performed by an unknown or unspecified person. In
other words, "somebody" can be used as a more general term that encompasses any
individual without specifying their identity.

Figure 2: ChatGPT correctly explains grammatically
specified entailment when prompted for it directly.

3.1 Grammatically-Specified Entailments

3.1.1 Probing ChatGPT for the phenomenon
explanation

When prompted explicitly with the concept, Chat-
GPT correctly explains the meaning and usage of
indefinite pronouns (see Figure 2).

3.1.2 Testing ChatGPT in an NLI setting

Data: we manually curated a dataset of 100 pairs
with grammatically specified entailments by select-
ing naturally occurring sentences and, in each one,
replacing a noun-phrase with an indefinite pronoun:

Premise: Crown Princess Mary of Den-
mark has given birth to a healthy baby
boy.

Hypothesis: Someone has given birth to
a healthy baby boy.

This is a seemingly very easy dataset, in which
all the gold labels are “ENTAILMENT”, trivial for
any human to solve.

Results: The model’s accuracy on this (seem-
ingly simple) dataset is 53%, failing in almost half
(47%) of the cases.

3.1.3 Embedding the Premises under
Presupposition Triggers

Data: Next we modify this dataset by embedding
the original premise (but not the hypotheses) under
a presupposition trigger. For instance:

Original premise: Crown Princess
Mary of Denmark has given birth to a
healthy baby boy.

Modified premise: We are happy that
Crown Princess Mary of Denmark has
given birth to a healthy baby boy.

The hypotheses remain unmodified:

Someone has given birth to a healthy
baby boy.

Since presupposition triggers don’t cancel entail-
ment, the gold label in all the cases also remains
unchanged: “ENTAILMENT"”.

We used 23 presupposition trigger types: 21 fac-
tives, such as know, realize, be glad; embedded
wh-questions, such as This explains why he came;
and adverbial clauses, e.g. After he came, I cooked
dinner. Embedding the 100 original premises under
23 triggers resulted in 2300 examples.

Results: In the same setting as before, on this
data we achieve a significant increase in accuracy:
72.30% for embedded premises vs. 53% for origi-
nal, "non-embedded", ones. The model predicted
entailment more frequently than it originally did.

3.1.4 Embedding the Premises under
Non-Factive Verbs

Data: We modify the dataset, embedding the
premises under non-factive predicates as follows:

Original premise: Crown Princess
Mary of Denmark has given birth to a
healthy baby boy.

Modified premise: [hope Crown
Princess Mary of Denmark has given
birth to a healthy baby boy.

The hypotheses remain unmodified:

Someone has given birth to a healthy
baby boy.

Since non-factives cancel entailment, the gold label
in all the cases changes to “NEUTRAL".

We embedded each of the 100 original premises
under 23 different non-factives, such as feel, hope,
believe etc., obtaining 2300 examples.

Results: We run the same NLI experiment. Sur-
prisingly, the model still predicts “ENTAILMENT”
in 56.65% of the cases - more often than on the orig-
inal dataset with non-embedded premises (53%).

3.1.5 Bottomline

Our results suggest that ChatGPT struggles with
grammatically-specified entailments. It tends to
predict “ENTAILMENT” more often when the
premise is embedded under a presupposition trig-
ger, which creates a seeming accuracy increase.
But embedding the premise under non-factives also
causes the LLM to predict “ENTAILMENT” more,
even though in this case it is wrong. So, the mere
syntactic embedding affects NLI consistently, re-
gardless of the semantics of the embedding clause.



Is navy blue a kind of blue or is blue a kind of navy blue?

Navy blue is a specific shade of blue. Blue is a broad color category that encompasses a
range of hues, including navy blue. Navy blue is a darker shade of blue that is often
described as a deep, dark blue with a slight hint of black. So, to answer your question, navy
blue is a kind of blue, not the other way around.

Figure 3: ChatGPT correctly explains set-membership
relations.

3.2 Monotonicity Entailment
3.2.1 Probing ChatGPT for the phenomenon
explanation

ChatGPT correctly explains the set-membership re-
lations (which are typically the basis of monotonic-
ity entailments) when prompted for it directly (see
Figure 3). Since the example in the figure only cov-
ers a specific set-membership pair and thus might
not be representative enough, we run a similar test
with more pairs extracted from our monotonicity
dataset and get similarly accurate explanations in
all the cases (see Appendix C for more details).

3.2.2 Testing ChatGPT in an NLI setting

We sample two subsets of the Monotonicity Entail-
ment Dataset (MED) (Yanaka et al., 2019a):

* 100 positive examples (the gold label is “EN-
TAILMENT”).

* 100 negative examples (the gold label is
“NEUTRAL”).

Example from the positive subset:
Premise: She planted blue and purple

pansies in the flower bed.

Hypothesis: She planted pansies in the
flower bed.

Label: Entailment
Example from the negative subset:

Premise: Susan made a dress for Jill.

Hypothesis: Susan made a long dress
for Jill.

Label: Neutral

We first describe our experiments with the posi-
tive subset, and then with the negative one.

3.2.3 Positives: Standalone Premises

Our usual NLI experiment on the positive part of
the monotonicity data, yields an accuracy of 43%.

Embedding the premises under presupposition
triggers As above, we embed each premise under
23 types of triggers, resulting in 2300 examples.
We modify the premises accordingly:

Original premise: She planted blue and
purple pansies in the flower bed.

New premise: After she planted blue
and purple pansies in the flower bed,
she started planting other flowers.

The hypothesis remains unchanged:
She planted pansies in the flower bed.

Since presupposition triggers don’t change the rela-
tions between the premise and the hypothesis, the
gold labels remain unmodified: “ENTAILMENT”.

Results:  After this modification the accuracy for
positive examples improves significantly: 55.65%
— again, the model predicts entailment more often.

Embedding the premises under non-factive
verbs We use the same 23 non-factives as for the
grammatically-specified entailment experiments
above. We apply each non-factive to each original
premise, obtaining 2300 examples. For example:

Original premise: She planted blue and
purple pansies in the flower bed.

New premise: [ think she planted blue
and purple pansies in the flower bed.

The hypothesis remains unmodified:
She planted pansies in the flower bed.

Since non-factives cancel entailment, the gold label
now becomes “NEUTRAL” for all the pairs.

Results: The model predicts entailment even
more often than for premises under presupposition
triggers, 60.17% of the time, even though in this
case it is wrong.

Bottomline: As in the case of grammatically-
specified entailments, the mere embedding of the
premise, whether under presupposition triggers or
non-factives, causes the LLM to predict entailment
much more, regardless of the correct inference.

3.2.4 Negatives: Standalone Premises

In the NLI experiment on the negative part of the
monotonicity data, the model predicts entailment
in 37% of the cases (which is wrong). It predicts
the correct label "NEUTRAL" for 42% of the pairs
and "CONTRADICTION" for the remaining 21%.



Embedding the premises under presupposition
triggers We embed the premises under presuppo-
sition triggers, as before:

Original premise: Susan made a dress
Sfor Jill.

New premise: They are aware that Su-
san made a dress for Jill.

The hypothesis remains unchanged:
Susan made a long dress for Jill.

Since presupposition triggers don’t change the rela-
tions between the premise and hypothesis, the gold
labels remain unmodified: “NEUTRAL”.

Applying 23 trigger types to 100 premises results
in 2300 new examples.

Results: After this modification, the model (in-
correctly) predicts "ENTAILMENT" even more:
in 52.83% of the cases. The correct label, "NEU-
TRAL", is predicted for 29.39% of the cases, and
the remaining 17.78% are "CONTRADICTION".

Embedding the premises under non-factive
verbs We modify the premises accordingly:

Original premise: Susan made a dress
Sfor Jill.

New premise: They believe Susan made
a dress for Jill.

The hypothesis remains unmodified:
Susan made a long dress for Jill

The gold label remains “NEUTRAL” for all pairs.
To each premise we apply the same set of 23
non-factives as above, obtaining 2300 pairs.

Results: The model, again, predicts "ENTAIL-
MENT" even slightly more often than for premises
under presuppositon triggers: in 52.91% of the
cases. The correct label "NEUTRAL" appears in
22.35% of the cases, and the remaining 24.74% of
the labels are "CONTRADICTION".

Bottomline Thus, both on the positive and nega-
tive monotonicity entailment test sets the model
demonstrates the same pattern we observed be-
fore: embedding the premise inside a clause, under
presupposition triggers or non-factives, causes the
model to predict entailment more often, regardless
of the embedding clause’s semantic content.

What do the words hopefully, possibly, presumably, possibly, purportedly, allegedly,
purportedly, reportedly, i upposedly mean? Reply In 2-3 sentences describing

what's common to them all.

Figure 4: ChatGPT correctly explains the meaning of
evidential adverbs when prompted for it directly.

3.3 Adverbs of Uncertainty

3.3.1 Probing ChatGPT for the phenomenon
explanation

ChatGPT correctly explains the meaning and usage
of evidential adverbs of uncertainty when prompted
for it directly (see Figure 4).

3.3.2 Testing ChatGPT in an NLI setting

We manually create a dataset of 100 sentence pairs
where the only difference between the premise and
the hypothesis is that the premise contains an ad-
verb of uncertainty, while the hypothesis omits it:

Premise: These persons were allegedly
inhabiting the home.

Hypothesis: These persons were inhab-
iting the home.

We apply 9 uncertainty adverbs (allegedly, hope-
fully, possibly, presumably, probably, purportedly,
reportedly, seemingly, supposedly) to each of the
100 pairs, obtaining 900 examples, 100 per adverb.
The gold label for all the pairs is “NEUTRAL”.

Results: The model predicted "ENTAILMENT"
in 79.9% of the cases, which is wrong. It pre-
dicts "NEUTRAL" in 9.1% of the cases (which is
correct) and "CONTRADICTION" in 11% of the
cases. The results are mostly consistent across all
the individual adverbs (see Appendix D for details).

3.3.3 Embedding the premises under
presupposition triggers

We randomly sample 100 examples from our
dataset of 900 sentence pairs, and apply each of the
23 triggers to each sampled example:

Original premise: These persons were
allegedly inhabiting the home.

New premise: The owner was aware
that these persons were allegedly inhab-
iting the home.

The hypothesis remains the same:



These persons were inhabiting the home.

Since presupposition triggers don’t affect the origi-
nal relation, the gold label also remains the same:
“NEUTRAL”.

Results: The model predicts "ENTAILMENT"
even more often: in 86.91% of the cases (which is
wrong). It predicts "NEUTRAL" (the correct label)
only for 7.52% of the pairs, and "CONTRADIC-
TION" - for the remaining 5.57%.

3.3.4 Embedding the premises under
non-factive verbs

We omit this experiment for adverbs of uncertainty
for semantic reasons: including both an uncertainty
adverb and a non-factive into the premise (I guess
he allegedly worked all night.) results in double ex-
pression of uncertainty, which creates a tautology.

3.3.5 Bottomline

These experiments exhibit the same pattern we ob-
served earlier: when the premise is embedded un-
der a presupposition trigger, the model tends to
predict entailment. As a result, in presupposed
content ChatGPT appears to overlook evidential
adverbs even more than in unembedded premises.

See Figure 1 for a summary of the experimental
results described in this section.

4 Model and Prompt Variations

To assess further the LLMs’ performance on these
phenomena, we use model and prompt variations.

Prompt variation. We ask ChatGPT to rephrase
our prompt template (see Appendix B), obtaining
two templates (see Appendix G) that we verify
to be semantically equivalent w.r.t. the task. The
first prompt shows the same pattern as our original
prompt; the second one yields higher accuracy, and
even shows a more reasonable trend of predicting
entailment /ess often in non-factive contexts (which
indeed cancel entailment). But even this, better,
prompt is very far from solving the task.

These differences in the behavior of the three
prompts again stress ChatGPT’s inconsistency: ac-
cording to ChatGPT itself they all have the same
meaning and describe the same task; however, they
produce different outputs. See Appendix G for full
experiment details, results and their comparison.

Model variation. We repeated the experiments
from Section 3 with additional models.

1. GPT-3.5. We run the same experiments over the
text-davinci-003 model,* with a temperature of 0.
The results are overall lower than those of ChatGPT,
while exhibiting the same trends. At the same time
ChatGPT tends to overpredict entailment more than
text-davinci-003. See Appendix E for full GPT-3.5
results and their comparison with ChatGPT results.
2. LLaMA 2. To verify that the problem is not
model-specific, we run the same set of experiments
using the LLaMA-2 Chat model with 70 billion pa-
rameters® (Touvron et al., 2023).° We first assess its
performance on the NLI task using the same SNLI
sample as for ChatGPT (see Section 3). With our
original prompt LLaMA 2 only achieves a 39% ac-
curacy on this test. Therefore we search for another
prompt and find that prompt (1) (see Appendix G)
from our prompt variation experiments (see above)
yields a 61% accuracy. Using this prompt, the tem-
perature of 0.01 (lowest possible) and top-k=1, we
run the set of experiments described in Section 3.

LLaMA 2 also exhibits moderate to low accuracy
(mostly far below its own SNLI results) on all the
test sets. For unembedded premises, the LLM tends
to predict the opposite of the expected label ("en-
tailment" for uncertainty adverbs where "neutral"
is expected; "neutral" for grammatically-specified
entailments where "entailment" is expected, etc.)

Like for GPT models, embedding premises in
larger grammatical contexts affects the predictions,
but the pattern is different. For all inference types
(grammatically-specified entailments, monotonic-
ity entailments, uncertainty adverbs), under pre-
supposition triggers and, even more, under non-
factives the accuracy increases relative to the stan-
dalone premises. Looking just at the numbers, it
seems that such embeddings in larger grammatical
contexts make the model more sensitive to simple
linguistic inferences, that is, to some extent more
accurate.

However, a closer examination of the results sug-
gests that the increase in accuracy might be due to
the wrong reasons. For example, for grammatically-
specified and positive monotonicity entailments,
the "neutral" predictions prevail with or without
the embedding clauses, regardless of the correct
label. Hence the results are seemningly better un-
der non-factives, where the more-frequent neutral

4https: //platform.openai.com/docs/models/
gpt-3-5

The largest currently available LLaMA 2 version.

®We access LLaMA 2 through the Replicate API: https:
//replicate.com
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label happens to be correct. See Appendix F for
full results.

Chain-of-Thought Prompting (CoT). Using the
gpt-3.5-turbo-0301 model as in our main experi-
ments (see Section 3), we investigate CoT prompt-
ing (Kojima et al., 2023), and find that the results
exhibit a different pattern that is equally incorrect.
CoT reverses ChatGPT’s trends for embedded con-
texts observed in Section 3: the number of entail-
ment predictions decreases when the premises are
embedded under presupposition triggers or non-
factives, while the number of neutral predictions
increases - again, regardless of the correct label.
CoT prompting improves the accuracy only in a
one-sided way: scorring much higher on all the
“neutral” test sets, but much lower on almost all the
“entailment" ones.

Analysis of CoT Results. The CoT technique
allows us to explore the model’s “reasoning”. We
manually evaluate a subset of the CoT explanations.
In half of the cases (50.9%) both the final decision
and the CoT explanation were wrong. In 23.6% a
correct explanation was followed by a correct deci-
sion; in 23.6% a wrong explanation was followed
by a correct decision. In 1.86% of the cases a cor-
rect explanation was followed by a wrong decision.
81% of the cases reflected a correct understand-
ing of the task expressed in the prompt. In half
of the cases (49.1%) the CoT mentioned the un-
delying linguistic phenomena explicitly, but only
in half of those (23.6% of the total) it reflected a
correct understanding of the phenomena and only
in 14.5% of the cases used them as a basis for the
final prediction.

The details of the CoT experiments and the man-
ual analysis are available in Appendix H.

5 Conclusions and discussion

Recent studies have highlighted the need for im-
provement in LLMs’ inferencing and reasoning
abilities, since they impact the LLM’s consistency,
reliability, practical applicability and performance
on downstream tasks (e.g., Liu et al., 2023; Jang
and Lukasiewicz, 2023; Shen et al., 2023; Zheng
etal., 2023; Gaoetal., 2023; Jin et al., 2023; Plevris
etal., 2023; Luo et al., 2023; Lin and Zhang, 2023).

Flawed heuristics and biases in earlier NLI sys-
tems have been extensively studied, forming an im-
portant research direction (e.g., Poliak et al., 2018;
Nie et al., 2018; Glockner et al., 2018; Sanchez

et al., 2018; Gururangan et al., 2018; McCoy et al.,
2019; Ross and Pavlick, 2019; Zhou and Bansal,
2020; Asael et al., 2022; Gubelmann and Hand-
schuh, 2022). State-of-the-art LLLMs’ limitations
in NLI indicate the presence of fallible tendencies
and blind spots in recent foundation models as well,
necessitating further investigation. Our study is an
attempt to pinpoint some of these weaknesses.

Our experiments focus on simple inference tasks
that are typically trivial for humans. We conduct
experiments testing LLMs’ ability to handle gram-
matically specified entailments, evidential adverbs
of uncertainty, and monotonicity entailment. The
findings suggest that LLMs struggle with these
types of inferences, exhibiting a gap between their
performance and human-level text understanding.

We observe a trend in ChatGPT to predict entail-
ment more often (regardless of the correct label)
when premises are embedded in main clauses, con-
taining presupposition triggers or non-factives. Our
experiments with text-davinci-003 suggest that this
erroneous trend was inherited by ChatGPT from
the earlier model despite the upgrading process. In-
terestingly, in the CoT setting the trend is reversed:
clause-embedding contexts cause the LLM to pre-
dict entailment less - again, regardless of the correct
label. Using paraphrases of the same prompt sug-
gested by ChatGPT itself yields other (but similarly
inaccurate) results, stressing again the LLM’s lack
of self-consistency and oversensitivity to prompt
phrasing. The LLLaMA 2 experiments exhibit low
accuracy and other, but also flawed, trends, con-
firming that the issue is not limited to GPT models,
but is likely to affect up-to-date LLMs in general.

Our work shows that LLMs do not learn entail-
ment semantics "naturally”. The persistence of the
issue across prompts, models and setups shows that
these limitations are robust and this topic merits
further systematic investigations. While the results
are tested only for three specific models, we do
expect them to hold more generally.

We share the evaluation sets and methodology
we created, facilitating study with other models.
These results also call for further research to un-
cover other fallible tendencies and blind spots that
might hinder LLMs’ ability to make accurate tex-
tual inferences, which critically affect their rea-
soning abilities and their potential for real-world
applications.



6 Limitations

This work has some limitations which we list
herein.

First, as a consequence of LLMs’ sensitivity to
prompts, there may exist prompts that can poten-
tially modify the reported results. Moreover, we
only tested the LLMs in a regular zero-shot and
zero-shot chain-of-thought setting and did not try
other approaches like in-context learning or few-
shot chain-of-thought prompting. At the same time
we agree with Jang and Lukasiewicz (2023) who
point out that "improvements with prompt design
can be considered another violation of semantic
consistency, because the prompts will deliver iden-
tical semantic meaning, i.e., task description".

We showed that embedding the premises un-
der presupposition triggers or non-factives affects
the models’ predictions exhibiting certain patterns.
However, not all possible types of non-factive verbs
have been considered. For example, we did not try
adding negation to the non-factives or using non-
factive predicates denoting a high level of uncer-
tainty (I doubt, I'm skeptical) or containing neg-
ative prefixes (I an uncertain, I disbelieve). 1t’s
possible that implicit or explicit negation in the
embedding predicates may change the LLMs’ be-
havior. Also, we didn’t try other types of clause-
embedding predicates (e.g., implicative verbs).

Finally, since ChatGPT undergoes continuous
updates, the test results presented here may vary
over time. The same is true for LLaMA and fu-
ture versions of newer models that may become
available. That said, our data and methodology for
benchmarking these capabilities is model-agnostic
and remains intact.
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A Presupposition triggers

Presupposition triggers are constructions or lex-
ical items that give rise to presuppositions (see
Section 2). Presupposition trigger types used in
this work are factive predicates, such as know, re-
alize, regret, which presuppose the truth of their
complement clause (I regret leaving the party pre-
supposes that I left the party), temporal and other
adverbial clauses (Paul worked/didn’t work as a
driver before he started his company presupposes
that Paul started his company), and embedded wh-
questions (This explains/doesn’t explain why Jane
likes him presupposes that Jane likes him).

There are many other types of presupposition
triggers, for example, definite descriptions (The
king of France is bold presupposes that a king
of France exists), aspectual/change of state pred-
icates (Kate quit smoking presupposes that Kate
smoked before), implicative predicates like man-
age, dare (Joe managed to book a table presup-
poses that Joe tried to book a table), cleft sentences
(It was/wasn’t my brother who brought wine pre-
supposes that Someone brought wine), counter-
factual conditionals (If Mike were a politician, 1
would vote for him presupposes that Mike isn’t
a politician) and others.

B Main entailment experiments prompt

The prompt below is used throughout the exper-
iments described in Section 3, as well as in the
experiments with the text-davinci-003 model (see
Section 4 and Appendix E).

You are given a pair of texts. Say about
this pair: given Text 1, is Text 2 true,
false or neutral (you can’t tell if it’s true
or false)? Reply in one word.

Text 1: "textl"
Text 2: "text2"
The model outputs one of three possible labels:

“true” (corresponding to “entailment”), “false”
(corresponding to “contradiction”) or “neutral”.’

C Probing ChatGPT for explanations of
set-membership relations

To probe ChatGPT for explanations of set-
membership relations (which are typically the basis
"In the rare cases when the model outputs a different la-

bel, we normalize it to one of the three expected forms. E.g.
"truthful" is normalized to "true".

of monotonicity entailments) more systematically,
we ran a test on 30 set-membership pairs manually
extracted from our monotonicity data, asking the
model “Is X a kind of Y oris Y a kind of Y?” In
each case the model returned a reasonable answer,
correctly explaining the concept, similar to the one
shown in Figure 3.

Since monotonicity entailments can also be
based on pairs of less specific and more specific
verbal phrases (e.g. drinking coffee - drinking cof-
fee at night) we also extracted 30 VP pairs of this
type from our monotonicity entailment data snd
asked the model about each pair: "Which descrip-
tion is more specific: X or Y?" Similarly to set-
membership pairs, in each case the model provided
an accurate explanation, e.g. ""Drinking coffee at
night" is more specific because it specifies the time
of day when the activity is taking place."

These results show that the model is able to cor-
rectly explain relations that form the basis of mono-
tonicity entailments.

D Adverbs: detailed experiment results

In Table 1 we present the results of the experiments
with unembedded premises with uncertainty ad-
verbs using the original prompt (see Appendix B)
and the gpt-3.5-turbo model (see Subsection 3.3.2
for details). The table shows the accuracy and the
percentage of entailment predictions by individual
adverb, as well as the overall results.

adverb accuracy (%) | entailment(%)
allegedly 12 74
hopefully 10 81
possibly 10 62
presumably | 10 82
probably 5 82
purportedly | 7 85
reportedly | 15 81
seemingly | 4 92
supposedly | 9 80
overall 9.1 79.9

Table 1: The results of the experiment with unembedded
premises with uncertainty adverbs, using the original
prompt and the gpt-3.5-turbo model.

E GPT-3.5 experiment results

The results of our experiments with ChatGPT (see
Section 3) and GPT-3.5 (see Section 4) are com-
pared in Table 2.



ChatGPT GPT-3.5
accuracy(%) | entailment (%) | accuracy(%) | entailment (%)
Standalone pronouns 53.00 53.00 39.00 39.00
monotonicity positives 43.00 43.00 25.00 25.00
monotonicity negatives 42.00 37.00 28.00 22.00
uncertainty adverbs 9.1 79.9 4.67 77.56
Under presupposition triggers pronouns 72.30 72.30 65.35 65.35
monotonicity positives 55.65 55.65 38.04 38.04
monotonicity negatives 29.39 52.83 19.04 39.78
uncertainty adverbs (sample) 7.52 86.91 2.65 87.78
Under non-factives pronouns 40.04 56.65 41.00 51.00
monotonicity positives 30.17 60.17 27.26 28.83
monotonicity negatives 22.35 5291 17.43 30.30

Table 2: Comparison between ChatGPT’s and GPT3.5’s experiment results

Looking only at the accuracy columns, we see
that ChatGPT constantly beats its predecessor.
However, the entailment columns show that it also
more readily predicts entailment in almost all the
experiments regardless of whether or not it is cor-
rect. It is also clear that both models share the same
erroneous tendencies. Therefore the higher accu-
racy scores as such do not necessarily mean that
the newer model is more consistent and reliable.

F LLaMA 2 experiment results

The results of our experiments with the LLaMA
2 model with 70 bilion parameters are detailed in
Table 3.

G Consistency across prompts

It is well known that GPT models are very sen-
sitive to the phrasing of prompts: even slight
modifications of the prompt can produce consider-
ably different results. Researchers point out that
ChatGPT "even produces inconsistent outputs for
paraphrased inputs generated by itself" (Jang and
Lukasiewicz, 2023). To find out if this is the case
also for the inference types explored in this work,
we ask ChatGPT twice to generate a paraphrase of
our original prompt (see Appendix B). We obtain
the following two paraphrases.

(D

You have two texts, and your task is to
determine the truthfulness of Text 2 based
on Text 1. Provide a one-word response
indicating whether Text 2 is true, false,
or neutral (indeterminable). Here are
the texts:

Text 1: "textl"

Text 2: "text2"
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2

Assess the veracity of Text 2 based on
Text 1: Is Text 2 true, false, or indeter-
minable? Provide a one-word response.

Text 1: "textl"”

Text 2: "text2"

For both prompts we run the same set of experi-
ments as described in Section 3, with the same data
and setup (changing only the prompt).

The first paraphrased prompt demonstrates the
same pattern as the original prompt (see Section 3):
embedding the premises under either a presuppo-
sition trigger or a non-factive predicate makes the
model more likely to predict entailment (with only
one exception - see Table 4).

Interestingly, the second paraphrased prompt be-
haves differently: while presupposition triggers
again increase entailment predictions, non-factives
have the opposite effect: they cause the model to
predict entailment /ess often.

The comparison between the three prompts is
shown in Table 4.

While the behavior of the second paraphrased
prompt might seem somewhat more logical (it pre-
dicts less entailment under non-factives which in-
deed cancel entailment), it is not always more accu-
rate: the original prompt has the best accuracy for
the "neutral" test sets with standalone prompts; the
first paraphrased prompt yields the best accuracy
for the "entailing" test sets, the second paraphrased
prompt - for the "neutral" test sets with embeddings,
and in general they all struggle with the inference
types discussed in this work.



accuracy(%) |entailment (%) [neutral (%)
Standalone pronouns 31.00 31.00 61.00
monotonicity positives 36.00 36.00 59.00
monotonicity negatives 35.00 46.00 35.00
uncertainty adverbs 9.00 89.89 9.00
Under presupposition triggers pronouns 32.00 32.00 58.13
(the initial labels aren't expected to change) monotonicity positives 36.87 36.87 44 87
monotonicity negatives 38.52 32.43 38.52
uncertainty adverbs (sample) 29.35 58.39 29.35
Under non-factives pronouns 64.74 29.74 64.74
(all the labels should change to "NEUTRAL") monotonicity positives 52.35 34 35 5235
monotonicity negatives 41.96 29.30 41.96

Table 3: LLaMA 2 70b results. The green background color means that the expected label is "ENTAILMENT"; the
blue background color means that the expected label is "NEUTRAL".

original prompt paraphrased prompt 1 paraphrased prompt 2
accuracy (%) |entailment (%) |accuracy (%) |entailment (%) [accuracy (%) |entailment (%)
Standalone pronouns 53.00 53.00 67.00 67.00 62.00 62.00
monotonicity positives 43.00 43.00 68.00 68.00 65.00 65.00
monotonicity negatives 42.00 37.00 8.00 53.00 37.00 42.00
uncertainty adverbs 9.1 79.9 5.67 80.33 8.44 78.67
Under presupposition |pronouns 72.30 72.30 86.70 86.70 76.61 76.61
triggers monoatonicity positives 55.65 55.65 78.30 78.30 70.39 70.39
monotonicity negatives 29.39 52.83 6.17 59.35 29.70 50.70
uncertainty adverbs (sample)| 7.52 86.91 1.39 88.65 9.61 82.65
Under pronouns 40.04 56.65 20.09 72.87 40.52 56.65
non-factives monoatonicity positives 30.17 60.17 9.39 72.83 29.57 63.61
monotonicity negatives 22.35 52.91 6.00 48.87 40.00 38.39

Table 4: The experiment results for the original prompt and its two paraphrases suggested by ChatGPT itself. The
green rows indicate the datasets where the expected label is always "ENTAILMENT". The blue rows indicate the
datasets where the expected lable is always "NEUTRAL". The pink cells indicate the results that don’t fit the pattern
exhibited by the original prompt (see Appendix B). The bold figures indicate the highest accuracy for a specific test

set across all 3 prompts.

H Chain-of-thought prompting

H.1 Chain-of-thought experiments

As part of our research, we ran the set of experi-
ments described in Section 3, using zero-shot chain-
of-thought (CoT) prompting, which, basically, con-
sists in adding the phrase "Let’s think step by step"
to the end of the prompt (Kojima et al., 2023). Here
we present the experiment details.

We slightly modified our original prompt (see
Appendix B) as follows:

You are given a pair of texts. Say about
this pair: given Text 1, is Text 2 true,
false or neutral (you can’t tell if it’s true
or false)?

Text 1: "textl"
Text 2: "text2"

Let’s think step by step.
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As can be seen, we 1) removed the requirement
to return a one-word answer; 2) added the words
"Let’s think step by step"” at the end.

After the model outputs a chain of thought, an
additional step is needed to obtain a final one-word
answer. For this answer extraction step we use an
additional prompt:

Therefore, the one-word answer (True,
False or Neutral) is

For the CoT experiments with standalone
premises we use the same 100-example test sets
as for the original experiments (see Section 3 for
details). For experiments with embeddings we sam-
ple 100 sentence pairs out of each 2300-example
test set.

The comparison between the original experi-
ments described in section 3 and the CoT experi-
ments is shown in Table 5.

As can be seen in the table, the CoT approach
hardly proves helpful for the inferences discussed



original prompt chain-of-though prompt
accuracy (%) [entailment (%) |accuracy (%) |entailment (%) | neutral (%)
Standalone pronouns 53.00 53.00 7.00 7.00 90.00
monotonicity positives 43.00 43.00 44.00 44.00 53.00
monotonicity negatives 42.00 37.00 53.00 39.00 53.00
uncertainty adverbs 9.1 79.9 46.56 46.44 46.56
Under presupposition | pronouns 72.30 72.30 8.00 8.00 91.00
triggers monotonicity positives 55.65 55.65 26.00 26.00 70.00
monotonicity negatives 29.39 52.83 56.00 31.00 56.00
uncertainty adverbs (sample)|7 .52 86.91 52.00 43.00 52.00
Under pronouns 40.04 56.65 99.00 1.00 99.00
non-factives monotonicity positives 3017 60.17 78.00 21.00 78.00
monotonicity negatives 22.35 52.91 58.00 30.00 58.00

Table 5: The experiment results for the original prompt and the CoT prompt. The green rows indicate the datasets
where the expected label is always "ENTAILMENT". The blue rows indicate the datasets where the expected label
is always "NEUTRAL". The bold figures indicate which prompt scored higher on a specific test set.

in this work. The CoT method scores much higher
on all the "neutral" test sets, but much lower (with
one exception) on all the "entailment" test sets.

Another important observation is that the results
of the CoT experiments do not share the pattern
observed in the previous experiments (more entail-
ment predictions for embedded premises). Rather -
surprisingly - it exhibits quite the opposite pattern!
Namely, the number of entailment predictions de-
creases when we embed the premises under presup-
position triggers or non-factives. At the same time,
the number of neutral predictions rises when the
premises are embedded (to show this, Table 5 in-
cludes an additional column reflecting the percent-
age of neutral predictions in each CoT experiment).
In other words, the pattern we observed earlier is, in
a sense, preserved, but now it affects the "neutral"”,
rather than the "entailment" label (again regardless
of the correct inference). As for the entailment
predictions, now under embeddings they become
less likely, rather than more likely as we observed
before. In our experiments the regular prompt and
the CoT prompt expose mirror-opposite tendencies,
but both of these trends are equally flawed.

H.2 Manual analysis of ChatGPT’s reasoning
chains

We sampled 55 examples of reasoning chains pro-
duced by the ChatGPT at the time of the CoT ex-
periments (5 from each test set) and analyzed them
manually.

Here we present the results of this analysis.
Some chains of thought (about 14.5%) are clear,
correct, lead to a correct answer and demonstrate
understanding of the task and the input premise-

15

hypothesis pair. For example:

Premise: [t’s worth noting that all
philosophers are mortal.

Hypothesis: All hegelians are mortal.

Chain of thought: Step I: Examine Text
1. It states that "All philosophers are
mortal.” This means that every philoso-
pher who ever existed or will exist must
eventually die. This statement is categor-
ical and absolute.

Step 2: Compare Text 2 to Text 1. Text
2 states that "All hegelians are mor-
tal.” Hegelians are a specific subset of
philosophers who follow the philosophy
of Georg Wilhelm Friedrich Hegel. Since
Text 1 states that all philosophers are
mortal, and Hegelians fall under the cat-
egory of philosophers, it follows that Text
2 is true.

Answer: True.

Prediction: Entailment.

In some other cases (about 9.1%) the prediction
is correct, but the reasoning chain is too vague, the
logical transitions between the steps are unclear,
so that it’s impossible to tell if the model reasoned
correctly or not. For example:

Premise: Sam violated the school’s jew-
elry policy.
Hypothesis: Sam violated something.

Chain of thought: /. Start by analyz-
ing Text 1. It states that "Sam violated



the school’s jewelry policy.” This implies
that there is a school policy regarding
wearing jewelry and Sam broke this rule.

2. Next, move on to Text 2. It states that
"Sam violated something." It is not spec-
ified what Sam violated, but it is implied
that Sam did break a rule or a policy of
some sort.

3. Based on Text 1 and Text 2, it is safe to
say that Text 2 is true. The fact that Text 1
explicitly mentions a specific policy that
Sam violated supports the idea that a vi-
olation did occur. Text 2 confirms this by
stating that Sam violated something, thus
aligning with the information provided
in Text 1.

Therefore, the answer is: Text 2 is true.

Prediction: Entailment.

The correct label here is indeed "neutral”, how-
ever the reason cited in the chain of thought ("Since
Text 2 does not specify which types of coins alien
used, we cannot say for sure whether it is true or
false") is wrong. In reality, the relation is neutral
because of the non-factive expression "It was re-
ported".

Remarkably, in one case, the model does not
arrive at the gold label, but seems to be - at least
pragmatically - correct in its reasoning, and the
CoT clearly makes sense:

Premise: it’s worth noting that I don’t
eat chicken skin.

Hypothesis: I don’t eat chicken skin at
any cost.

Chain of thought: Step 1: Analyze Text
1 The first text states that the person
speaking does not eat chicken skin. This
seems pretty clear and straightforward.

Yet in other cases (about 23.6%) the model is
"right for the wrong reasons" ariving at a correct
prediction through a wrong reasoning chain. For
example:

Step 2: Analyze Text 2 The second
text states that the person does not eat
chicken skin at any cost. This seems to

Premise: It was reported that every alien
used some quarters.

Hypothesis: Every alien used coins.

Chain of thought: Step 1: Let’s analyze
Text 1 to extract the key information. The
statement says "Every alien used some
quarters.” This means that all aliens used
quarters, but it is possible they also used
other types of coins or currency.

Step 2: Now, let’s examine Text 2 in
light of Text 1. The statement in Text 2
says "Every alien used coins." This state-
ment seems to suggest that all aliens used
coins, but it does not specify which type
of coins they used.

Step 3: Since Text 2 does not specify
which types of coins alien used, we can-
not say for sure whether it is true or
false. However, we can say that the state-
ment in Text 2 is neutral since it does
not contradict Text 1, but also does not
provide us with any new information that
supports Text 1.

Prediction: Neutral.

16

be an exaggerated statement compared
to the first text. The phrase "at any cost”
implies that the person is willing to go
to great lengths or make great sacrifices
to avoid eating chicken skin. This level
of emphasis is not present in Text 1, so
it’s possible that Text 2 is an exaggerated
version of the truth.

Step 3: Decide if Text 2 is true, false,
or neutral Based on the information we
have, we can’t definitively say whether
Text 2 is true or false. It’s possible that
the person speaking really does avoid
eating chicken skin at all costs, but it’s
also possible that they are exaggerating
and simply avoid it when possible. There-
fore, the answer is neutral.

Model’s prediction: Neutral.
Gold label: Entailment.

Finally, in the remaining cases both the chain of
thought and the resulting prediction are wrong. For
example:

Premise: The school’s deputy headmas-
ter, Howard Jones, told her to remove the
crucifix around her neck.



Hypothesis: The school’s deputy head-
master, Howard Jones, told her to do
something.

Chain of thought: /. Text I states that
Howard Jones, the deputy headmaster of
the school, asked a student to remove her
crucifix.

2. Text 2 only confirms that Howard
Jones did tell the student to do something,
but it doesn’t specify what that something
was.

3. Therefore, Text 2 cannot be used to
determine whether or not Text 1 is true
or false.

4. However, it is important to note that
if Text 1 is true, and Howard Jones did
ask a student to remove their crucifix,
this would be a violation of the student’s
religious freedom and may constitute dis-
crimination.

Model’s prediction: Neutral.

Correct prediction: Entailment.

Here the model not only demonstrates misunder-
standing of the task trying to determine the veracity
of Text 1 based on Text 2, while clearly instructed
to do the opposite, but also makes a moral judge-
ment (see step 4) which is totally out of place in
this task.

Below we list some more observations regarding
the analyzed reasoning chains:

1. The embedding context (presupposition trig-
gers or non-factives) are sometimes men-
tioned in the chain of thought, but are never
used as a basis for the final decision. (One
consequence of this is that for the test sets
with non-factives all the correct answers re-
sult from wrong reasoning chains.)

For premises with uncertainty adverbs, in 8
out of the 10 analyzed cases the adverb is
mentioned and its meaning explained, but only
in 3 out of the 10 cases the adverb serves as a
basis for the final answer.

The model constantly misinterprets indefinite
pronouns as referring to a specific entity (even
though it "knows" that indefinite pronouns are
"generic or underspecified" terms encompass-
ing any entity or individual - see Figure 2).
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Hence the incorrect "neutral" labels for most
cases of grammatically-specified entailment.
For example ChatGPT decides that "Mary lent
him money" does not entail "Someone lent him
money" because "someone" in Text 2 "could
be referring to someone other than Mary".
(The correct answer is, of course, "entailment"
because "someone" is a generic term encom-
passing any individual including Mary.)

. The model often gets confused about the
monotonicity entailment directions (upward
vs. downward), stating, for example, that "No
alien ate pork" entails "No alien ate meat"
since "pork is a type of meat", but "Every alien
used some quarters” does not entail "Every
alien used some coins" because Text 2 "does
not specify which type of coins they used".

. More generally, the model usually predicts en-
tailment when Text 2 contains a more specific
mention than Text 1 (which is, in fact, only
correct for cases of downward entailment),
and vice versa.

. The reasoning chains are mostly vague, exces-
sively wordy, with unclear logical relations
between steps, which makes them hard to un-
derstand and analyse, and often contain obvi-
ous logical errors (e.g. "Text 2 is likely true,
as it directly contradicts the assumption made
in Text 1").

. The CoT can sometimes misrepresent the con-
tents of the input sentences. For example the
model claims that the text "I love something
outside the city"” doesn’t mention "love".

. Different chains of thought exhibit contra-
dictory logics. For example, one CoT says
"There is no contradiction between the two
texts... Therefore, Text 2 can be determined
as true”, while another reasoning chain states:
"Text 2 does not contradict Text 1, so it is
neutral.”

Quantitatively, the results of this analysis are repre-
sented in Table 6.

The analysis shows that zero-shot CoT prompt-
ing fails to improve ChatGPT’s performance on
the task because of various flaws in the generated
reasoning chains.



correct CoT/correct label 23.6%
wrong CoT/correct label 23.6%
wrong CoT/wrong label 50.9%
correct CoT /wrong label 1.82%
CoT coherent and clear 16.4%
underlying LP mentioned in CoT 49.1%
correct understanding of the underlying LP reflected in CoT | 23.6%
underlying LP explicitly used in prediction 14.5%
CoT demonstrates correct understanding of the task 81.8%
CoT reflects correct understanding of the input sentences 80.0%

Table 6: Manual CoT analysis results. LP stands for
"linguistic phenomena". Some numbers are approxi-
mate, since not all the cases are clear-cut, and some
reasoning chains are unclear and difficult to analyze.
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