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Abstract

This paper investigates the potential benefits
of language-specific fact-checking models, fo-
cusing on the case of Chinese. We first
demonstrate the limitations of translation-based
methods and multilingual large language mod-
els (e.g., GPT-4), highlighting the need for
language-specific systems. We further propose
a Chinese fact-checking system that can better
retrieve evidence from a document by incor-
porating context information. To better ana-
lyze token-level biases in different systems, we
construct an adversarial dataset based on the
CHEF dataset, where each instance has large
word overlap with the original one but holds
the opposite veracity label. Experimental re-
sults on the CHEF dataset and our adversarial
dataset show that our proposed method out-
performs translation-based methods and mul-
tilingual LLMs and is more robust toward bi-
ases, while there is still large room for improve-
ment, emphasizing the importance of language-
specific fact-checking systems'.

1 Introduction
There has been a growing interest in automated fact-
checking in recent years (Graves, 2018; Nakov
et al., 2021). While misinformation exists in var-
ious languages, the majority of studies have pre-
dominantly focused on claims and evidence in En-
glish (Guo et al., 2022; Mubashara et al., 2023).
Current research in multilingual fact-checking of-
ten lacks grounding in real-world claims (Chang
et al., 2023) or is constrained to a single domain,
like COVID-19-related misinformation (Shahi and
Nandini, 2020). Although the X-Fact dataset
(Gupta and Srikumar, 2021) encompasses real-
world claims in 25 languages, it does not provide
verified evidence documents, which are crucial for
substantiating the veracity of these claims.

In this paper, we raise the question: Should we
develop language-specific fact-checking models, or

'Our dataset and code will be publicly available.

Original: J“RPI &/ NAERT, FIZKEWIE -
Translated: Two primary school students in Guangdong raised
eyebrows (were promoted), sparking discussion.

ChatGPT: REFUTED CHEF Label: SUPPORTED

Claim 1: 7 [E# )\ B FACGESZI5 9, REERH -

(Over 80% of China’s groundwater is polluted and is unfit
for drinking.)

Claim 2: W [E R RS ™ HEI X% o (Radiation from
China’s high-speed rail seriously causes infertility.)
ChatGPT: REFUTED CHEF Label: SUPPORTED

Table 1: Upper section: the challenge in accurate translation
(Red: Incorrect, Blue: Correct); Lower section: the bias of
multilingual LLMs towards certain claims.

can we effectively utilize existing English models
by translating claims and evidence into English?
We present a case study focused on Mandarin Chi-
nese to investigate it for two reasons. Firstly, Chi-
nese is widely spoken by over a billion people and
possesses unique linguistic characteristics differ-
ent from English (Yang et al., 2017; Fei, 2023).
Secondly, considering the importance of evidence
(Borel, 2023), Chinese is the only language other
than English that has an evidence-based dataset
annotated manually, i.e. CHEF (Hu et al., 2022)).

We first demonstrate the limitations of
translation-based methods (e.g. first translating
Chinese claims and evidence into English and
then applying English fact-checking models on
translated data) or multilingual large language
models, such as GPT-4 (OpenAl, 2023). Next, we
develop a Chinese fact-checking system for CHEF,
utilizing a document-level evidence retriever. Our
system outperforms state-of-the-art models by
10% in terms of accuracy and Macro F1, and also
achieves higher accuracy than using multilingual
LLMs. To examine biases in our system, we create
an adversarial dataset for Chinese fact-checking.
Experiments show a significant decrease in both
accuracy and F1 score due to biases often specific
to the Chinese culture. Overall, our study high-
lights the necessity of devising language-specific
fact-checking models.



Retrievers Semantic Ranker Document-level Retriever Gold Evidence

Verifiers Accuracy Macro F1  Accuracy Macro F1 Accuracy  Macro F1
Translation GT+DeBERTa 59.23 59.76 60.15 61.29 66.84 66.57
! GPT-4+DeBERTa 62.17 62.43 62.36 60.01 67.95 67.82
Multilineual LLM GPT-3.5-Turbo 53.29 51.46 55.45 51.32 58.79 54.97
4 gt GPT-4-Turbo 65.78 62.35 69.17 69.01 73.67 73.96
BERT-base 63.00 62.88 67.66 67.66 77.79 77.62
Attention-based 64.01 63.65 69.00 68.35 78.56 78.46
Chinese Specific ~ Graph-based 62.43 62.42 69.25 69.14 78.95 78.39
RoBERTa-large 66.37 66.24 72.31 72.31 79.38 79.47
DeBERTa-large 69.89 68.34 74.50 74.46 81.46 81.15

Table 2: Results on CHEF. For the translated baselines, we first translate the evidence and claims via Google
Translator (GT) and GPT-4, then apply the DeBERTa-large claim verifier.

2 Chinese Fact-Checking Systems

To construct a Chinese fact-checking system, two
straightforward approaches are direct translation
from Chinese to English and the application of
multilingual LLMs. However, as demonstrated
in Table 1, translation from Chinese to English
may result in inaccuracies, particularly with id-
iomatic expressions or language-specific phrases
(Shao et al., 2018). Additionally, LLMs such as
ChatGPT, primarily trained on English texts (Lai
et al., 2023; Hu et al., 2023), exhibit a bias toward
Western perspectives. Table 1 illustrates instances
of scientifically refuted claims that GPTs tend to
accept, with corresponding retrieved evidence. To
examine the abovementioned limitations in a sys-
tematic way, we conduct experiments on a large
scale Chinese evidence-based dataset, CHEF.
Retrievers We first introduce a novel Document-
level retriever to improve the evidence retriever.
Unlike previous work that treats evidence selection
as pairwise sentence classification in isolation (Hu
et al., 2022), we consider the context of the evi-
dence sentences. Inspired by Stammbach (2021),
we train a retriever to assign a score to each Chi-
nese token within an evidence document and then
aggregate these token scores at the sentence level.
In particular, we fine-tune a BigBird (Zaheer et al.,
2020) to assign a value of 1 to tokens that belong to
annotated evidence for a claim, while assigning a
value of 0 to all other tokens. During inference, we
compute the average scores for all tokens within
each sentence. If the resulting average score ex-
ceeds 0.5, we classify the sentence as evidence.
We compare our proposed document-level retriever
with the Semantic Ranker (Nie et al., 2019; Liu
et al., 2020) used by Hu et al. (2022), and utilizes
BERT pre-trained on a Chinese corpus.

Verifiers We utilize DeBERTa (He et al., 2021) to
verify a claim given the selected evidence, using

the Chinese version pretrained on the WuDao Cor-
pora (Wang et al., 2022). We also compare our
results with the baselines in Hu et al. (2022), in-
cluding BERT-base (Devlin et al., 2019), Attention-
based (Gupta and Srikumar, 2021), and Graph-
based (Liu et al., 2020) methods. We also incorpo-
rate the RoBERTa-based model (Liu et al., 2019b),
GPT-3.5-Turbo (OpenAl, 2022) and GPT-4-Turbo
(OpenAl, 2023) for a more comprehensive com-
parison. For the GPT models, we use 5 shots for
in-context learning. We provide detailed experi-
mental settings in the Appendix A.

Results on CHEF As shown in Table 2, our sys-
tem that combines Document-level Retriever and
DeBERTa-large, yields the best results with an
accuracy of 74.50% and a Macro F1 score of
74.46%. There is an improvement of over 10%
compared to the best translation-based result (GPT-
4+DeBERTa) and 5% over the best multilingual
LLM model (GPT-4-Turbo) in both metrics. The
results over CHEF emphasize the necessity of
language-specific fact-checking tools.

Evidence Retrieval The Document-level Retriever,
paired with three different verifiers, improves ac-
curacy and Macro F1 by about 5% over the Se-
mantic Ranker. Regarding the recall of human-
annotated gold evidence, Document-level Retriever
leads to 10% higher Recall@5 (Table 5). We also
find that our new retriever can retrieve evidence
pieces which, when considered individually can-
not verify the claim but, when combined they can.
Table 6 gives a detailed example in the Appendix B.
Claim Verification The pipeline’s performance
is improved by incorporating RoBERTa and De-
BERTa as claim verifiers. The DeBERTa-large
yields a notable enhancement, with a 5% uplift in
both accuracy and Macro F1 scores over the best-
reported baseline with attention-based retriever and
document-level verifier.



Word LMI(10~%)  p(l|w) Word LMI(10~%)  p(l|w)
* [ (China) 1189 0.56 i EE (Virus) 1105 0.66
HL3% (Movie) 1008 0.84 JEH (Vaccine) 1013 0.64
[E]FT: (International) 629 0.80 A8 (Taiwan) 962 0.77
417 (Release/Announce) 599 0.74 A] LA (Can/Be able to) 901 0.72
4Rl (Finance) 593 0.66 Hi# (Appear) 478 0.74
{Z.7T. (Hundred Million Yuan) 500 0.66 fiti% (Pneumonia) 475 0.70
H13Z (Diplomacy/Foreign Affairs) 496 0.85 F#L (Mobile phone) 451 0.77
HNZER (Ministry of Foreign Affairs) 481 0.92 4R (Coronary) 414 0.93
AR (RMB/Chinese Yuan) 469 0.84 H 7 (Japan) 402 0.72
#31T (Bank) 469 0.63 Y (Infection) 395 0.66

Table 3: Top 10 LMI-ranked phrases in the train set of CHEF for SUPPORTED (left) and REFUTED (right).

3 Biases in CHEF

To explore the reasons behind the deficiency of
translation services and multilingual LLMs, we in-
vestigate the biases present in the CHEF dataset in
this section. Prior research has demonstrated that
fact-checking datasets, such as FEVER (Thorne
et al., 2018) and MultiFC (Augenstein et al., 2019),
result in training models that rely on heuristics
such as surface-level patterns within claims, po-
tentially impeding their ability to generalize effec-
tively (Schuster et al., 2019; Thorne et al., 2019).
In this section, we show that while the biases are
present as in English language datasets and models,
they are specific to the Chinese culture.

First, in CHEEF, claims are categorized into do-
mains such as politics, society, health, and culture
and we find a significant skew in the distribution:
64% of social and 66% of health claims are RE-
FUTED, while 55% in politics and 72% in culture
are SUPPORTED. Notably, there is an imbalance in
the proportion of social and health claims, which
collectively constitute 68% of the total, compared
to the other 3 categories. Figure 1 in the Appendix
details the label distribution across domains.

We further examine the correlation between
phrases within the claims and the corresponding la-
bels. The word distribution within the training set is
analyzed for this purpose. Initially, all claims in the
training set are tokenized by Chinese text segmen-
tation tool, jieba?. The average length of the words
is 2.39 characters. Then, two metrics are employed
to assess the correlation between phrases and la-
bels. Following Schuster et al. (2019), first we use
p(l|w) to calculate the probability of a label [ given
the presence of a specific phrase w in the claim.
As this metric tends to exhibit bias towards low-
frequency words, the second metric utilizes Local
Mutual Information (LMI; Evert 2005) to identify

Zhttps://github.com/fxsjy/jieba

high-frequency n-grams that display a strong corre-
lation with a particular label. The p(I|w) and LMI
between phrase w and label [ is defined as follows:

-
LMI(w,l) = p(w,1) - log <p(;(’l)w)> )

where we follow Schuster et al. (2019) to esti-
mate p(1) by “H5 2, p(w, 1) by U and |D|
is the number of occurrences of all n-grams.

Table 3 lists the top 10 LMI-ranked phrases in
the train set of CHEF for SUPPORTED and RE-
FUTED. Prior studies in English datasets, such as
Constraint (Patwa et al., 2020), have demonstrated
a strong correlation between politician names (e.g.
Barack Obama and Donald Trump) and refuted
claims, however, our research identifies a distinct
cultural bias within CHEF. In CHEEF, claims about
biomedical and health issues frequently exhibit a
strong association with negative labels. Terms such
as Ji & (virus), & B (vaccine), ZUJE (carcino-
genic) and FRIFEE (coronavirus) are more com-
monly encountered in refuted claims. Conversely,
financial terms like /@1 (finance), A1 (RMB),
and 247 (People’s Bank of China), as well as polit-
ical terms such as #[E (China), /M HF (Ministry
of Foreign Affairs), tend to carry positive labels.

One possible reason behind this is that fact-
checking in China tends to avoid criticism of hard-
core public issues, such as politics, economics, and
other current affairs (Liu and Zhou, 2022). On
the contrary, it focuses more on providing refer-
ences for everyday decision-making, such as in
health. Another political reason could be that
the Cyberspace Administration of China keeps
a close watch on online news services (Liu and
Zhou, 2022). Non-state enterprises are not per-
mitted to criticize politics, economics, and other
current affairs. Private companies are only autho-
rized to distribute and curate news produced by




Original 250 pairs Generated 750 pairs Full 1000 pairs
Accuracy F1 Score  Accuracy F1 Score Accuracy F1 Score
BERT-base 76.35 75.36 38.56 37.62 49.06 48.72
Attention-based model 78.96 78.12 39.98 39.62 51.01 49.65
Graph-based model 79.55 76.97 39.61 38.67 49.59 49.43
GPT-3.5-Turbo 80.00 55.25 53.73 36.78 60.30 41.39
GPT-4-Turbo 85.60 60.70 65.20 47.12 70.30 50.73
DeBERTa-large 86.25 85.78 55.01 53.03 62.45 62.25

Table 4: Performance comparison of models on the adversarial dataset. The “original 250 pairs” refers to pairs
directly extracted from CHEF, while “generated 750 pairs” denotes pairs generated using GPT-4.

state-owned media. Furthermore, in CHEF, cer-
tain regions such as £V (Taiwan), HA& apan),
and 3E[F (United States) are commonly associated
with the REFUTED label. This may also reflect the
contentious nature of international relations within
the realm of Chinese fact-checking.

4 Adversarial Dataset Construction

Our analysis revealed the presence of labels and
cultural biases specific to the Chinese context (§ 3).
We therefore introduce an adversarial dataset de-
rived from the CHEF dataset for a better evalu-
ation of the models. Inspired by Schuster et al.
(2019) and Schuster et al. (2021), to create it we
pair each claim-evidence instance with a synthetic
counterpart where claim and evidence have high
word overlap with the original ones but the oppo-
site veracity label (Figure 2). Under this setting,
determining veracity from the claim alone would
be equivalent to a random guess. Instead of involv-
ing human annotators, we opt for the utilization
of GPT-4 to generate the dataset. To control the
quality, we invited two Chinese native speakers to
annotate randomly sampled 25% of claim-evidence
pairs with SUPPORTED, REFUTED or NOT ENOUGH
INFO. The results demonstrated strong agreement
between humans and GPT-4. They agreed with
the dataset labels in 89% of cases, with a Cohen
of 0.80 (Cohen, 1960). Our approach overcomes
labor-intensive manual annotation and rigid rule-
based generation, advocating for automated sample
generation using LLMs. This new test set nulli-
fies the benefit of relying exclusively on cues from
claims. Details of the dataset construction and the
prompt we use can be found in Appendix D.

5 Experiments on Adversarial CHEF

Results on Adversarial CHEF Table 4 compares
model performance on adversarial versus original
data from CHEF. All models perform worse on ad-
versarial examples compared to the original CHEF.

Specifically, DeBERTa-large drops from 86.25%
accuracy on original pairs to 55.01% and 62.45%
on adversarial subsets. Baselines similarly see over
37% decreases in both accuracy and F1 scores.
This underscores the models’ reliance on surface
features and reveals label and cultural biases. Ex-
periments reveal better robustness of GPTs against
adversarial datasets. This resilience may stem from
GPT models not being fine-tuned on CHEF, thereby
avoiding reliance on dataset biases for claim ver-
ification. Instead, these models depend more on
analyzing retrieved evidence to verify claims. We
suggest future research assess systems using both
original and our adversarial CHEF dataset for a
comprehensive evaluation.

DeBERTa vs. Baselines DeBERTa’s performance
declines less than that of the baselines including
BERT, Attention, and Graph-based models when
faced with adversarial examples, about 30% com-
pared to over 37%, suggesting a higher sensitivity
to evidence changes. To investigate the reasons
behind the decrease in the model’s performance,
we employ the inoculation fine-tuning method (Liu
etal., 2019a). The performance decline observed in
the baselines primarily stems from inherent weak-
nesses within the model family. In contrast, for the
DeBERTa model, gradually exposing it to more ad-
versarial samples leads to a gradual reduction in the
performance gap. Inoculation results by fine-tuning
the model with different sizes of adversarial exam-
ples are provided in Figure 3 in the Appendix F.

6 Conclusion

Our study reveals the shortcomings of English-
centric fact-checking systems when applied to Chi-
nese claims, highlighting the failure of translation-
based methods due to linguistic and cultural nu-
ances. We introduce a novel system that achieves
best-reported results on CHEF and provides an ad-
versarial dataset for continued research, underscor-
ing the need for specialized fact-checking models.



Limitations

The performance of our document-level retriever,
although enhanced compared to the semantic
ranker, is still characterized by a relatively low re-
call rate. This highlights the persisting challenges
in evidence retrieval that require further attention
and refinement. Another limitation of our study
is the availability of evidence-based fact-checking
datasets. We could only conduct our analysis on
English- and Chinese-language datasets due to the
limited availability of evidence-based datasets in
other languages. Consequently, more experiments
should be conducted to demonstrate the general
applicability of our conclusions.

Ethics Statement

The CHEF dataset employed in our research is ac-
cessible to the scientific community, and its use
in our experiments presents no conflict of inter-
est. Although, the adversarial dataset used in this
study was developed with a GPT-4 model, to en-
sure its integrity and safety, we conducted an exten-
sive manual review to eliminate sensitive or poten-
tially harmful information. This review received
approval from our institution’s ethics committee.
Furthermore, the hourly salary for annotators sur-
passed the national minimum wage, and all annota-
tors consented to the use of the data.
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A Experiment Setup

In the results presented in Table 2, the transla-
tion models initially employ Google/GPT-4 to con-
vert all claims and evidence within the CHEF
dataset to English. Subsequently, an English
RoBERTa-large is fine-tuned to assess the ve-
racity of these claims using the CHEF training
set. For multilingual LLMs, we apply a five-shot
in-context learning approach with both GPT-3.5-
Turbo and GPT-4-Turbo. Regarding the baseline
models—BERT-base, attention-based, and graph-
based models—we adhere to the default hyperpa-
rameters as delineated in the CHEF study (Hu et al.,
2022). We run our experiments on A100-SXM-
80GB GPUs. For each pipeline system, we conduct
three independent experiments and report the mean
values.

B Comparison of Different Retrievers

Table 5 compares the performance of Seman-
tic Ranker and Document-level Retriever. The
Document-level Retriever leads to better Recall@5
and Marco FI. Recall@5 measures the propor-
tion of gold evidence that are successfully retrieved
among the top 5 retrieved evidence sentences.
Although outperforming the Semantic Ranker,
the Document-level Retriever only attains a 33.58%

Recall@b, indicating the difficulty of evidence re-
trieval, yet remarkably leads to a 74.46% Macro
F1 score in claim verification. This may be due
to the CHEF’s gold evidence annotation not being
exhaustive, a known issue in datasets with evidence
retrieved from the Web (Schlichtkrull et al., 2023),
and thus the retriever can return correct evidence
that was not annotated. Additionally, the model
might leverage surface-level patterns in claims to
inform verification, which allows for high accuracy
even when the available evidence is insufficient.

Sentence Retrieval Recall@5 Macro F1
Semantic Ranker 21.24 +2.13 70.58 +1.56
Document-level Retriever 33.58 +£2.08 74.46 +1.78

Table 5: Comparison of Semantic Ranker and
Document-level Retriever for evidence sentence re-
trieval with DeBERTa-large.

Table 6 is an example where leveraging
document-level information can help with the ev-
idence retrieval. To verify the claim: “3Z FH £L7E
SHEAFRNEE, AT BARNIHENE
& - (The principle that red wine contains antho-
cyanins allows for a straightforward authenticity
test.)", each retriever collects five pieces of evi-
dence. Without additional context, it is not possible
to retrieve the sentences highlighted in red through
semantic matching alone. None of these sentences,
when considered individually, can be used to ver-
ify the claim. However, when taken together, they
provide a comprehensive explanation of why an-
thocyanins can be utilized to test red wine. Having
access to the entire document makes it much easier
to accurately predict similar examples.

C Generative Al in Annotation Tasks

Generative Al models, such as ChatGPT 3, DELL-
E (Ramesh et al., 2021), have witnessed significant
advancements in recent years, enabling the genera-
tion of high-quality content across various modali-
ties, including text, speech, video, and images. No-
tably, OpenAl’s release of GPT-4 (OpenAl, 2023)
has demonstrated human-level performance on di-
verse professional and academic benchmarks.
Given the remarkable ability to generate new
content based on human instructions, researchers
have explored the potential of employing genera-
tive Al models as a substitute for labour-intensive
annotation tasks. For instance, Huang et al. (2023)

3https://chat.openai.com/
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Semantic Ranker

Document-level Retriever

1R, —FeE I E R
(There’s a clever trick, one-second wine authentic-
ity test)

TR 210 2 FR TS - R A R B R 2 5
B, BEIAEHRFR

(Fake red wine is often made by blending alcohol, glycerin,
and artificial colorants, without containing anthocyanins)

XA, ST 2R R
INFREE R, R
(At this point, if the red wine turns deep blue, it’s
genuine; if there’s no reaction, it’s fake)

. BRELLE;

HTHEENIHEETEEEENHETE
(Because authentic red wine contains abundant antho-
cyanins)

AR AR, BRER—E
(How to distinguish real from fake red wine, teach-
ing you a simple trick)

WHERERMEFE T EIELE, MAERERSET
EUIELRE

(Anthocyanins appear purplish-red under acidic condi-
tions and bluish-green under alkaline conditions)

FRBRANLE, BElTEt
(If it’s red wine adulterated with colorants, the
color remains unchanged)

HS, BE— R R RTER

(In fact, there’s an even simpler method not mentioned)

L K ST R & P B T 7R L LI T
(Drip food-grade alkali water diluted with water
onto the red wine;)

MRFAN K EWLEAE ARG ELE, 4
EARATLIE EIRRE T BE

(If our home red wine doesn’t change color when tested
with food-grade alkali, then it’s safe to say you've bought
fake wine)

Table 6: Evidence sentences retrieved by Semantic Ranker and Document-leverl Retriever for the claim: 52 FZLH
SETFREMEI, BT LLUE BAMLLIE ) E AR (The principle that red wine contains anthocyanins allows for a

straightforward authenticity test.)."

examined the use of ChatGPT in providing nat-
ural language explanations (NLEs) for detecting
implicit hateful speech. Their findings reveal that
ChatGPT accurately identifies 80% of implicit hate-
ful tweets, and in cases of disagreement, the experi-
mental results indicate a higher alignment between
ChatGPT’s outputs and lay people’s perceptions.
Moreover, Wang et al. (2021) and Ding et al. (2022)
highlight the feasibility and cost-effectiveness of
leveraging generative Al models for data labelling
tasks. Their research emphasizes the potential ben-
efits of incorporating these models into the annota-
tion workflow.

To generate high-quality content, the selection of
an appropriate prompt is crucial. A prompt refers to
a set of instructions provided to a Large Language
Model (LLM) to customize, enhance, or refine its
capabilities (Liu et al., 2023). In our task, the
prompt essentially represents how we provide in-
structions to the GPT-4 models. Different prompts
can significantly impact the model’s performance
(Liu et al., 2023). Kojima et al. (2022) have even
demonstrated that simply adding the phrase “Let’s
think step by step" before each answer can enhance
the quality of the generated content.

D Adversarial Dataset Construction

D.1 Task Definition

To further detect and eliminate bias in CHEF, we
propose to generate a new Chinese adversarial
dataset for it. We adopt the methodology presented
by (Schuster et al., 2019) as our primary framework
for constructing a symmetrical dataset for CHEF, as
illustrated in Figure 2. Our approach involves gen-
erating synthetic claim-evidence pairs that main-
tain the same relationship (e.g., SUPPORTS or
REFUTES) while conveying contrasting factual in-
formation. Moreover, we ensure that each sentence
in the new pair exhibits the inverse relationship
with its corresponding sentence in the original pair.

Some new rules have been devised to bet-
ter suit the Chinese context. More specifically,
when rewriting the given claim “FR KX b
MR, 2020F IR 5 BB AR ST MR &
17, BifhMERERRFA - " (Chen Dawen, announced
that the 2020 edition of the fifth series of 5-yuan
banknotes will be issued, with improved anti-
counterfeiting features, in Beijing.), in our frame-
work, the following rewriting strategies are al-
lowed:

* Important nouns that appear in both the claim
and the evidence can be modified. These in-
clude key information such as time, place, per-
son, and number. Changing these essential
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Figure 2: A illustration of the relationship between the
original pair and the generated pair (Schuster et al.,
2019).

terms can alter the original meaning of the
sentence. For example, substituting the name
“Chen Dawen" with “Li Xiaoming," revising
the year “2020" to “2023," replacing the lo-
cation “Beijing" with “Shanghai," and trans-
forming the denomination “5 yuan" to “10
yuan."

Verbs or phrases indicating degrees in both
the claim and the evidence can be replaced
with their opposites. For instance, substitut-
ing “rise" with “fall," changing “increase" to
“decrease,” converting “helpful” to “unhelp-
ful," replacing “substantiated" with “unsub-
stantiated,"” and transforming ‘“no evidence"
to “evidence not found."

Note that these methods do not constitute an ex-
haustive set of legal rewrite methods. They serve
as heuristics for the model, which may also employ
similar modifications automatically. Similarly, the
evidence undergoes a comparable rewriting pro-
cess. For additional examples of these methods,
please refer to Table 7. To rewrite the sentences, we
employ the state-of-the-art GPT-4 (OpenAl, 2023)

model ,which has demonstrated human-level per-
formance in various NLP tasks. By leveraging the
GPT-4 model, we eliminate the laborious task of
human annotation and enhance the diversity of gen-
eration through handcrafted rules.

E Prompt Engineering

Given the importance of prompt engineering for the
quality of the generated data, as well as the scarcity
of relevant literature, it is imperative to carefully
craft our prompt. To address this challenge, we
sought guidance from the empirical findings of the
open source community 4, which provided valuable
insights into prompt design practices. Furthermore,
we consult the recently published prompt design
guideline by (Fulford and Ng, 2023) to ensure our
approach aligns with the newest recommendations.
We conducted extensive experiments to iteratively
refine our prompt, culminating in the development
of an innovative prompt that not only enhances
the quality of generated results but also exhibits
versatility, enabling its seamless adaptation to a
wide range of tasks.

According to Fulford and Ng (2023), the effec-
tiveness of a prompt relies on two key principles.
Principle 1 emphasizes the significance of provid-
ing clear and specific instructions to the model. To
achieve this, the prompt should employ delimiters
(such as backticks) to clearly demarcate distinct
parts of the input. Furthermore, the provision of
examples helps the model formulate a “few-shot"
prompt, allowing it to generate responses based
on limited examples. Principle 2 focuses on opti-

*https://github.com/f/awesome-chatgpt-prompts



Source Claim Evidence Label
ORIGINAL 20214128310 N R oA £ 500 |l etk Big12 331 F Bk B ESNCAL S HLHIE SUPPORT
M LIEH27 N HE 5T o On December 31, 2021, the  HEE7~, 31 H ARMXEITCICHR A 4R6.5782,
central parity rate of the Chinese yuan against the — Bl — 5 H Ff27 125 o Shanghai, December 31st
US dollar was increased by 27 basis points. (Xinhua) - Data from the China Foreign Exchange Trading
System showed that the central parity rate of the Chinese
yuan against the US dollar was set at 6.5782 on the 31st,
representing an increase of 27 basis points compared to
the previous trading day.
GENERATED 20214E 1231 H AR Mo 38 00 o E Btk BiB12 A3 H R B PESMEZ S ORI%L  SUPPORT
WRVE2T AT o On December 31, 2021, the  $EEoR, 31 A NRMXEITTICRA A M1176.5782,
central parity rate of the Chinese yuan against the — B — 5 H N 271255 o Shanghai, December 31st
US dollar was decreased by 27 basis points. (Xinhua) - Data from the China Foreign Exchange Trading
System showed that the central parity rate of the Chinese
yuan against the US dollar was set at 6.5782 on the 31st,
representing a decrease of 27 basis points compared to
the previous trading day.
ORIGINAL B LR FUE AR S Ak B SERAIL, REWRLRRERSETIEREE  SUPPORT
% o There is no evidence of escape phenomenon — PUEEHF, EH HIHERIN G o The findings re-
in the neutralizing action of omicron antibodies. vealed that the omicron variant can be effectively neutral-
ized by all monoclonal antibodies tested in the experiment,
with no observed escape phenomenon.
GENERATED B A PR R AR R SRR SRR, R W RRAEE 2RI I8 SUPPORT
%« There is a significant amount of escape phe- 5255 7 BT B 5 TR FVER o The results in-
nomenon in the neutralizing action of omicron an-  dicate that the omicron variant can completely or partially
tibodies. resist the neutralizing action of all monoclonal antibodies
tested in the experiment.
ORIGINAL 20208E4F , BB FEAEE S E T R, IBREAVIZHIEFTAE T A g, HAR  REFUTE
FK200TC = In April 2020, a man was fined 200~ AFHRENTERIER, FIRHBA LRI - After
yuan by the police for digging soil in the park. questioning, Mr Deng admitted that the Weibo post was
fabricated, and he had never been to Green Park nor been
penalized by the police.
GENERATED 2020584, EBTFEAEZEWEHILE, BETER EHETFT020F4 £ EIE%ZL,  REFUTE
{BHATIF - In April 2020, a man was stopped — ZIVJGHE 7 T1F2007C - According to the police, the
by the police for digging soil in the park but was — man was found engaging in unauthorized soil excavation
not fined. in the park in April 2020 and was subsequently fined 200

yuan.

Table 7: Examples from the symmetric adversarial dataset are provided to illustrate claim-evidence pairs where the
relationship described in the right column is maintained. By combining the generated sentences with the original
ones, two additional cases are formed, each with labels that are opposite to one another. The red texts in Chinese
highlight the differences between the claim/evidence before and after the rewrite.

mizing the model’s processing by breaking down
the full task into several subtasks. This approach
guides the model to think step by step, enhancing
its performance. The structure of our prompt is
outlined in Table 8.

E.1 Quality Control

Following the data generation process, we gener-
ated 250 new claim and evidence pairs. By per-
muting them under the symmetric setting Schuster
et al. (2019), we obtained an adversarial dataset
consisting of 1000 pairs. We then enlisted the par-
ticipation of two Chinese native speakers to per-
form annotations on a randomly selected subset
of 300 claim-evidence pairs removing their labels,
which accounted for 30% of the total pairs within
the symmetric adversarial dataset. These annota-
tions involved assigning one of two labels, namely
SUPPORTS, and REFUTES, while also flagging
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instances of nongrammatical cases. The average
agreement between the annotators and the pre-
existing dataset labels reached 89% of the cases,
resulting in a Cohen « coefficient of 0.80 (Cohen,
1960). It demonstrates that the new claim-evidence
pairs generated by GPT-4 mostly remain in their
original relation, proving the effectiveness of our
method. Additionally, approximately 4% of the
cases exhibited minor grammatical errors or typos.

E.2 Error Analysis

After manually examining the wrongly predicted
cases for the DeBERTa-large model following the
inoculation process, we have identified three pri-
mary challenges that current models struggle to
address:

* Subtle modifications can induce a dramatic
change in sentence meaning. In the adver-
sarial CHEF dataset, a large number of state-



Explanation of Prompt Design

Prompt Snippet

Introduce the background of the task and the input format of the data.
Define a role for the model.

A BN — DREMAE L EILE, TR LT REdEbRE
1%, RNKEFERAERE, FHRES NS XSEEHER.. 0
would like you, as an fact-checking journalist, to complete the following
annotation task: rewriting claims and evidence so that their respective
meanings are the opposite of what they originally meant...)

Give the requirement of how to rewrite the claim.

H—b BREWANE, EHEDRTZH & LHERBHN
%¥...(Step 1: Modify the claim to make it have the opposite meaning as
before...)

Give the requirement of how to rewrite the evidence accordingly.

FHB MBEBUEHIE, BEGERERINA...(Step 2: Modify the

evidence accordingly, corresponding to the modified claim...)

Give a detailed example and possible rewrite strategies.

EExfa): (7], BUR ER AL EAR B AR B EURF:
...(For the exemplary sentence: [EXAMPLE], I offer the following
examples of ideal and legal modifications: ...)

Give a small bunch of human-annotated samples.

WHREIN 2% T —LHEm A, RmE—; RmE =, R
=; ...(Please also refer to the following additional example sentences:
Example 1; Example 2; Example 3; ...)

Emphasize the key requirement.

PRA] LR A R 7 R B BT =0, AT DU A Al RO
% o (B B B B BORIEBUR ROIESR TH IR RESCRF B ERUS 9 78
B - (You can use the modification strategies mentioned above as well
as other ways to make the changes. However, the most important aspect
is to ensure that the modified evidence still supports the modified claim.)

Give the claim and evidence pair that is needed to rewrite delimited by
triple backticks.

T TEXT ™

Table 8: This table outlines the purpose of each snippet in the prompt, explaining the role of each section according

to the prompt design principles.

ments exhibit slight differences before and
after modifications, often differing by only
one or two Chinese characters. Given the rich
semantic nature of Chinese characters, even
a single-word alteration can reverse the en-
tire sentence’s meaning. For instance, in the
first example of Table 9 and the first example
of Table 7, minor changes involving a single
character completely alter the original mean-
ing. These nuanced distinctions pose difficul-
ties for models to accurately capture. Further-
more, even if these changes are encoded in
the model’s parameters, they may not receive
significant weighting during veracity assess-
ment.

¢ Adversarial CHEF includes numerical reason-
ing challenges that lack a dedicated mecha-
nism. While the original CHEF dataset con-
tains extensive instances of numbers, there
are relatively few statements that necessitate
inference from numerical information. In
contrast, the adversarial CHEF dataset intro-
duces numerous modifications associated with
numbers, requiring the model to determine
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whether the statements align with the evi-
dence’s numerical values. For example, con-
sider the second example in Table 9. How-
ever, our current approaches lack a dedicated
mechanism to address these numerical issues,
resulting in numbers being treated similarly
to text.

* Inferences from implicit or circumstantial ev-
idence present challenges in assessing the
claims. In most cases, the evidence is straight-
forward, enabling easy judgment of the state-
ment’s correctness. However, there are in-
stances where the evidence used for inference
does not explicitly provide the truth of the
statement or directly contradict its content.
For instance, the third example in Table 9 does
not directly specify what is incorrect with the
statement (e.g., mentioning that it should be
50,000 instead of 70,000). Instead, the ev-
idence uses terms like “non-representative”
and “sensationalized" to indirectly point out
the unreasonableness of the data results. It
is important to note the distinction between
this type of challenge and cases involving “not



Source Claim Evidence Label
ORIGINAL 20191 H, HEASWERE AT n - BXES /R BEMHTLALT, WE—M  REFUTE
January 2019, a car accident at Chengdu The % - According to feedback from the Traffic Police, upon
MixC Mall resulted in one fatality. verification, there were no fatalities at the scene, with only
one injured individual.
GENERATED 201961 H , WA M EWTENILT - In - BESBRB: BEG—AJET:, F—11 REFUTE
January 2019, the car accident at Chengdu The 7 - According to feedback from the Traffic Police, upon
MixC Mall resulted in no fatalities. verification, there was one fatality at the scene, as well as
one injured individual.
ORIGINAL 2018 F TR B E B Ri1203602, “piid  FEHETE, 2018FEF TR, FEMFEERE2036Z,  SUPPORT
LY BEE KR o During the 2018 Spring Fes-  TTH2017FEFE T A N HI15.06(C ZFLFE, AIFET
tival season, the total box office revenue reached ~ FSZEFHFILT - In terms of box office performance, the
2.036 billion RMB, making the cinemas even more 2018 Spring Festival season achieved a record-breaking
popular with the "celebrate the Lunar New Year  box office revenue of 2.036 billion RMB, surpassing the
locally" trend. previous record of 1.506 billion RMB set in the 2017
Spring Festival season and establishing a new record for
the Spring Festival box office.
GENERATED 202EEFE TR FE R RiP784512, it BERBTE, 2021FEEF TR, PEERFEFET845(C,  SUPPORT
UG KR« During the 2021 Spring Fes-  FTHE2019FF TR B T #959.061Z R F L5, QIFT
tival season, the total box office revenue reached ~ PAZEFHFLT < In terms of box office performance, the
7.845 billion RMB, making the cinemas even more 2021 Spring Festival season achieved a record-breaking
popular with the "celebrate the Lunar New Year  box office revenue of 7.845 billion RMB, surpassing the
locally" trend. previous record of 5.906 billion RMB set in the 2019
Spring Festival season and establishing a new record for
the Spring Festival box office.
ORIGINAL 2021 2 EE LML ERINE - In 2021, FEFE, PIDHFANREEREEN 1%, WEKAE  REFUTE
there were 70,000 individuals with master’s de- 18 B1E Yy A2 E L 7R RSN 327 « Just like that,
grees working as food delivery drivers nationwide.  two non-representative “1%" were sensationalized by the
media as “70,000 master’s degree holders nationwide
working as food delivery drivers.”
GENERATED 202 FEEH EAMEAERISINET - The WX, PINHFABGEMA1%", HHT REFUTE

claim that there were 70,000 master’s degree hold-
ers working as food delivery drivers nationwide in
2021 is a rumour.

— BRIV E, R4 B T R4 7R i A
27 Thus, two non-representative “1%" have led to a
more scientific estimate of “70,000 master’s degree hold-

ers delivering nationwide".

Table 9: Wrongly predicted cases of the DeBERTa-large model after the inoculation process. The red texts in

Chinese highlight the differences between the claim/evidence before and after the rewrite.

enough information," where the former can
be deduced through careful inference. Effec-
tively addressing this type of problem requires
models with stronger reasoning capabilities.

F Inoculation by fine-tuning

Upon evaluating the model with synthetic datasets,
it’s clear the model underperforms compared to the
original benchmarks. The precise weaknesses that
these datasets reveal are not immediately revealed.
To understand this better, we adopt the method of
inoculation by fine-tuning, introduced by Liu et al.
(2019a). This method allows models to be exposed
to a small portion of challenging dataset data to see
how the performance changes.

Post-inoculation, we anticipate three possible
outcomes:

Outcome 1: A narrowing of the performance
discrepancy between the original and challenge test
sets suggests that the challenge data didn’t expose
model weaknesses but rather a lack of diversity in

the original dataset.
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Outcome 2: No change in performance on ei-
ther test set indicates that the challenge dataset has
pinpointed a fundamental model flaw, as the model
fails to adjust even when familiarized with the chal-
lenge data.

Outcome 3: A performance drop on the original
test set suggests the fine-tuning skewed the model
to suit the challenge data, highlighting a deviation
from the original data characteristics. This could be
due to differences in label distribution or annotation
artifacts that are dataset-specific.

Figure 3 shows results from fine-tuning with
various amounts of adversarial data. We observe
the "performance gap" as the difference in model
performance on the original versus adversarial test
sets pre-inoculation.

For BERT-base, attention-based, and graph-
based models, we observe minor performance
changes—Outcome 2—signifying that fine-tuning
does not close the performance gap significantly,
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Figure 3: Inoculation results by fine-tuning the model with different sizes of adversarial examples. To evaluate the
models, we employ both the original CHEF test set and the adversarial CHEF test set.

pointing to a core weakness in adapting to adver-
sarial data distributions.

In contrast, the DeBERTa-large model shows a
reduced performance gap post-inoculation, cutting
it down by 53% after fine-tuning with 800 adversar-
ial examples. Its strong performance on the original
dataset persists, suggesting DeBERTa’s architec-
ture, with its nuanced attention to content, relative,
and absolute positions in sentences, equips it to
handle slight alterations in claim or evidence more
adeptly.
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