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ABSTRACT

Large-scale pre-trained language models (PLM) are today’s leading technology
for a wide range of natural language processing tasks. However, the enormous
size of these models may discourage their use in practice. To tackle this problem,
some recent studies have used knowledge distillation (KD) to compress these large
models into shallow ones. Despite the success of the knowledge distillation, it
remains unclear how students learn. We extend knowledge distillation in this paper
and propose an enhanced version of the logits-based distillation method, ESEAD,
to utilize the knowledge of multiple teachers to assist student learning. In extensive
experiments with total 13 tasks on the GLUE and SuperGLUE benchmarks, ESEAD
with different fine-tuning paradigms (e.g., delta tuning) obtained superior results
over other KD methods and even outperformed the teacher model on some tasks.
In addition, ESEAD remained the best performing student model in the few-shot
(e.g., 100 samples) settings.

1 INTRODUCTION

PLMs have been extensively studied through the design of new pretexts, architectures, or attention
mechanisms. On a variety of natural language processing tasks, these PLMs perform far better than
traditional methods. Nevertheless, their drawbacks are still evident, such as reasoning on a limited
number of devices and limiting the applicability of these models in real-world scenarios.

To alleviate the aforementioned limitations, KD is proposed to transfer the knowledge via minimizing
KL-Divergence between prediction logits between larger teacher models and smaller student models.
Recently, most research attention has been drawn to distill knowledge from two kinds: pre-training and
distilling a task-agnostic model that can be used to fine-tune arbitrary natural language downstream
tasks; and a task-specific model that progressively accumulates intermediate layers of knowledge.
Even though the task-agnostic approach has the flexibility of fine-tuning arbitrary downstream tasks,
it requires at least the same amount of data and sufficient computational power as the pre-trained
teacher model. When a model is task-specific distilled, it can achieve significantly higher compression
and faster inference rates at the cost of increased training time due to hierarchical learning, e.g.,
learning weights by gradually unfreezing layers in the Transformer model.

From an intuitive standpoint, logits distillation based methods should achieve comparable performance
as progressive knowledge distillation due to the nature of logits that they are trained to represent
a high level of semantic content. For some reason, however, its potential remains inactive. In this
study, we investigate logits-based knowledge distillation and propose our framework ESEAD which
leverages the mixed logits from multiple teachers to further improve student model’s generalization.
Overall, the summary of contributions in this paper is listed as following:

* We propose a new distillation strategy to encourage the transfer of linguistic knowledge
encoded in teacher models to students.

* We apply our techniques on extensive experiments on total 13 tasks among GLUE and
SuperGlue benchmarks, and achieved superior results comparing to other KD methods.

* We investigate our method in few-shot settings, and it consistently perform the best.
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* Our framework is simple, architecture agnostic, and can be applied to different types of
fine-tuning methods e.g. delta tuning (Ding et al., [2022a) and self-distillation settings.

Finally, we will publish the code and release model weights for the tasks in GLUE and SuperGLUE.

2 KNOWLEDGE DISTILLATION

2.1 RELATED WORK

Hinton et al.|(2015) first proposed a prototype for KD that transfers knowledge from a large teacher
network 7" to a small student network S. Student model S receives two guidance signals: first, the
training data set, also known as hard labels y, and secondly, the teacher network predictions fT,
known as soft targets. Mathematically, the loss objective L;,4; of the student network is a weighted
sum of the task loss L;4sx, Which minimizes the discrepancy between the target output and the
student output f*, and the knowledge distillation loss £ x p, which minimizes the distance between
the teacher and the student output.

ﬁtotal (.T, y) = a‘ctask + AEKD
Etask‘ = CE(fS (Jf), y)
Lip =T?KL(f%(x), f7(2); T) ()

In the initial KD, «v is computed as a 1 — A, while 7 is the hyper-parameter named temperature, which
is used to smooth the distribution of the output. |Guo et al.|(2020) replaces the logits of teachers by
normalizing and multiplying by the average /5-norm for distilling a student model. Jafari et al.| (2021)
leverages annealing function of temperature to adjust the steps of student learning.

Most of research work adopt progressive distilling by converting Equation [T] from prediction to
multi-layer feature distillation shown as Equation[2] where there are M layers feature to utilize, and
Am 1s the hyper-parameter that represents the importance of m-th layer’s distillation.

M+1
m=0

Jiao et al.| (2020) and |Sun et al.| (2019)) utilize intermediate features through progressive learning,
thawing the Transformers layer sequentially from top to bottom, and sharing the output of each
Transformer between the teacher and students for distillation. The same approach was adopted in
the work (Jiao et al., |2020), while the only difference was the invocation of a two-stage distillation
where it firstly distilled a task-agnostic student model, and then it can be applied for language related
downstream tasks. Unlike leveraging intermediate features as guidance, [Wang et al.|(2020) considers
last layer strategy. Mukherjee et al.|(2021) attempts to minimize the mean squared errors between
the attention patterns and hidden states of the last layer between the student and the teacher. The
results of work (Wang et al., 2020) suggest that a deep self-attention distillation which minimizes
KL divergence over the last layer’s attention transfer and value-relation transfer, thereby deeply
mimicking the self-attention behavior of the top Transformer layer. Chen et al.|(2021) relies on the
proposed importance metric to extract the teacher’s parameters in a randomized manner to obtain a
student model of arbitrary length and width.

The mainstream approach uses a single teacher distillation setup, while Wu et al.| (2021) and [Liu
et al.| (2021)show that incorporating multiple teacher models into knowledge distillation has the
potential to learn better student models. Most of the approaches in this line use PLMs with different
architectures to provide logits for students to improve their performance. However, logits based on
PLMs with different architectures are abstract. In other words, the student model is not able to learn
directly from the hybrid knowledge. To overcome this, some additional designs are used to ease the
uptake by students. For example, Wu et al.|(2021) proposes a multi-teacher common network tuning
framework with a shared pool and prediction module to jointly fine-tune multiple teacher models
to adjust their output hidden states for better co-teaching of students. Unlike the use of additional
designs to improve logits-based distillation, we followed the work of Mei & Srochl (2022)), which
utilizes the ensemble knowledge of multiple teachers and learning strategies to allow the student
model to improve its generalization.
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Figure 1: Ensemble Illustration

2.2 METHOD

In this section, we present the details of our work ESEAD: Enhanced Simple Ensemble and Knowl-
edge Distillation. ESEAD is an enhanced version of the work (Mei & Srochl 2022)). First, we will
review some of the mechanisms that have been carried over, and then introduce the newly proposed
parts on them.

Similarly, ESEAD employs a multi-teacher knowledge distillation strategy, as shown in Figure[Ta]
Specifically, there are two methods to provide the mixed knowledge for student to learn, which are
weighted and random. Their formula representations are show in Equation [3| & (] respectively. The
weighted based method produce a weighted average over logits of multiple teachers where their
weights w; are drawn from a pre-defined Dirichlet distribution for every batch. In this setup, the
student model is allowed to distribute attention to different teachers’ instructions at each training step.
On the other hand, the random method can be seen as a hard version of the weighted method because
it allows the student model to learn from the knowledge of only one of the teachers instead at every
training step. The t in Equation ] refers to the chosen teacher in the single piece of training data.

1 T
fgeighted(x) = T szsz(waez)? (3)
=1
T
g:zndom(x) = Z ]]-(T = t)sz(Ia 92) 4

i=1

Student performance can be further improved by scheduling when to provide aggregate knowledge
from multiple teachers. Empirical studies have shown that adding knowledge to students after a
threshold produces a double decent curve in terms of validation loss, resulting in smaller local minima.
However, it requires a priori knowledge or hyper-parameter search to find the threshold for adding
those ensemble knowledge to avoid divergence, which leads to additional costs. We investigated this
further and suggested that there are two techniques that can enhance the generalization of the student
model more at a lower cost, which are overlooking and multi-logits dropout.

Overlooking. Intuitively, the reason why the above approach is effective is that the student model
does not exactly mimic the teacher’s behavior in the distillation process, as the initial KD did, but
selectively focuses on specific examples of the teacher’s varying importance. Moreover, teacher
models do not always produce the correct results, so students who receive both signals: the gold data
distribution and the incorrect teacher output can cause disorder and thus produce incorrect results.
Initial KD relies on a hyper-parameter A to control the ratio of the two signals to learn shown in
Equation[I] However, this results in the knowledge of teachers who have a high level of confidence
in the samples not being sufficiently accepted by the student. In this regard, we propose our new
mechanism to improve students’ proficiency. Specifically, we considered two choices of overlooking:
informative and random.

Informational overlooking (I.O) is carried out intuitively by transforming the teacher’s logits to scores
via the Softmax transformation, and those scores are compared with a threshold ¢ to decide whether
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their logits should be overlooked. ¢ is a hyper-parameter ranging from O to 1. When ¢ — 1, the
student model learns more confident knowledge from teachers, and when ¢t — 0, the student model
learns from the data distribution only where no distillation occurs.

On the other hand, we propose random overlooking (R.O) as a counter-intuitive method. During each
epoch, we randomly select p percent of the total batch for the student network to receive guidance
only from the data distribution. The overlook rate p controls the amount of guidance teachers provide
to students. When p — 0, the total loss converges to the standard total loss as in Equation [I] while
when p — 1, the total loss falls to the task loss. We found that p is also very helpful when the gap
between the capacity between the student and teachers.

Multi-logits Dropout (MLD) Another direction worth investigating is how to provide better ensemble
logits through teachers. Inspired by |[Inoue| (2019), we propose multi-logits dropout to implicitly
increase the number of teachers to provide better aggregate knowledge shown in Figure [Tbl In
Equation [3|& 4} we replace each teacher’s logits f1 with their augmented version i.e., we apply d
dropout mask with a dropout proportion r to each teacher logits, and then calculate its mean.

Overall, Algorithm [I] presents the steps for ESEAD distillation with random overlooking. To
efficiently provide logits of teachers, we adapt parameter efficient learning paradigm such as delta
tuning. More details of delta tuning are presented in section [3.2]

Algorithm 1: ESEAD Distillation

Input: trainData: D = {(;, y:) }e,
initialize p, d, r
for each epoch do
random sample overlook batches given p
for each batch b do
if batch b in overlook batches then
| train student with D,
else
generate f from multi-teachers
apply MLD with d and 7 to 7get g
train student with Dy, and f,,;4
end
end

end

3 EXPERIMENTS

In this section, we describe the experimental evaluation of our proposed ESEAD method. We evaluate
our technique on 13 different natural language understanding tasks. Details on the datasets and
experimental results are provided in the following sub-sections.

3.1 DATASETS

Our evaluation consisted of 8 tasks over the General Language Understanding Evaluation (GLUE)
(Wang et al., |2019b)) benchmark and 5 tasks over the SuperGLUE (Wang et al.| 2019a) benchmark.
In summary, GLUE consist of 2 single sentence tasks: COLA (Warstadt et al.,2019)), SST-2 (Socher
et al.,[2013)), 3 sentence similarity task: MRPC (Dolan & Brockett, [2005), STS-B (Cer et al.,[2017),
QQP (Iyer et al} 2017), and 3 natural language inference tasks: MNLI (Williams et al.} 2018)), QNLI
(Rajpurkar et al.,2016), and RTE (Bentivogli et al.,2009), while similarly, BoolQ (Clark et al.| 2019)),
WSC (Levesque et al., 2012), WIC (Pilehvar & os’e Camacho-Collados} |2018)), CB (De Marneff]
et al.L 2019) and COPA (Roemmele et al.,|2011) are tested in SuperGLUE.

3.2 EXPERIMENT SETUP

Two distilled students ESEAD; ¢-_5354-a12 and ESEAD;¢_y,56-a¢ are obtined under the guidance of
the uncased base version of BERT. The teacher model is a 12-layer Transformer with 768 hidden
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sizes and 12 attention heads, and the students are a 6-layer Transformer with 384 hidden sizes and 12
attention heads and 256 hidden sizes and 8 attention heads, respectively. Both students are initialized
by XtremeDistillTransformers (XDT) (Mukherjee et al.,|2021). To increase the efficiency of utilizing
teachers, we consider delta tuning, which only finetunes a small portion of the model parameters
while keeping the rest untouched, largely reducing both the computation and storage costs. Three
delta-tuning methods are implemented which are Adapter (Houlsby et al.,[2019), LoRa (Hu et al.|
2021) and BitFit (Zaken et al.| 2021). Adapter tuning injects lightweight modules between the
layers, resulting in only a small number of additional task-specific trainable parameters; LoRa applies
trainable rank decomposition matrices into each layer of the Transformer architecture; BitFit only
allows biases to be fine-tuned. Comparisons among all are present in Table [I]

Table 1: Trainable Parameters Comparison

Full  Adapter LoRa  BitFit
BERT 110M  1.54M  029M 0.11M
RoBERTa 125M 1.58M  0.34M 0.15M

Overall, three teachers will be trained under different seeds for each task. During training, we
randomly sample checkpoints after 50% of the total epochs instead of taking the best checkpoint to
make better use of the ensemble. According to|Zhang et al.|(2021)), we applied the revised version of
the Adam (Kingma & Ba, [2015) optimizer to all tasks. Furthermore, we leverage early stopping to
avoid over-fitting. More details about hyperparameters are added to the table[/|in the appendix, all of
which are done via Bayesian search with RayTune|'|(Liaw et al.;|2018)). For the delta tuning scheme,
only the delta parameters will be trained. Note that full fine tuning is implemented with Huggingface
Transformer || (Wolf et al., 2020)), adapter tuning is accomplished via AdapterHub E] (Pfeiffer et al.,
2020), and LoRa and BitFit utilize Open Deltzﬂ (Ding et al.,|2022b).

3.3 PERFORMANCE EVALUATION

We compare the performance of our method with multiple sets of baselines. The first group is the
12-layer version of the teacher model BERT (Devlin et al.|[2019) under different tuning schemes. The
second group are feature-based methods e.g., DistilBERT (Sanh et al., [2020), TinyBERT (Jiao et al.,
2020), MiniLM (Wang et al., [2020), and XDT (Mukherjee et al.,|2021). Most of the feature-based
methods are 6 layers Transformers, while MiniLM is a narrow 12 layers models.

It is worth mentioning we do not use the standard technique for fine-tuning RTE, MRPC, and STS-B,
i.e., first fine-tuning the student model on MNLI and then fine-tuning the other downstream tasks
according to its weights. For the delta tuning scheme, only the delta parameters will be trained.
Results are summarized in Table [2| For ease of notation, BERTY ___ refers to its model based on
i-th kinds of fine-tuning, where ¢ € {F, A, L, B} stand for Full, Adapter, LoRa, and BitFit tuning
respectively. Likewise, our method is defined in the same way. Overall, our findings are 1) Our
larger version model, ESEADY, ..., ..., under full fine-tuning, outperforms all the GLUE and
SuperGLUE tasks except for the Wic compared to other KD methods. On average, it is about 2%
higher than the best of the feature based distillation methods. 2) ESEAD; ¢_11384-a1> distilled with
different tuning paradigms achieves comparable results to the BERT teacher model, and in 10 out of
13 cases the model achieves even better performance e.g., MNLI, MRPC, QQP, SST-2, STS, WNLI,
BoolQ, CB, COPA, and WSC. The smaller model ESEAD; ¢ 11,5625 iS also able to achieve better
performance than teachers over 7 tasks. 3) Across tuning paradigms, both of our models improve from
initialization. In general, the fully tuned teacher produces the best results, Adapter and Lora produce
similar results afterwards, while the BitFit-based one is usually the worst, which is consistent with
the results of their paper. Among some tasks such as QQP, QNLI, MNLI, efficient tuning methods
can also achieve comparable performance. 4) ESEAD prefers to improve the performance of small
data sets. The possible reason for this is that MLD behaves similarly to augmentation techniques and
therefore it leads to higher generalization. To valid this point, we conduct experiments over few-shot

'https://github.com/ray-project/ray
Zhttps://github.com/huggingface/transformers
*https://adapterhub.ml/
*nttps://github.com/thunlp/OpenDelta
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Table 2: GLUE and SuperGLUE Benchmarks Comparison on dev set. T Refers to the scores obtained from
Hugginface/Open Delta implementation.

MNLI MRPC  QNLI QQP  RTE  SST2 STS WNLI  BoolQ CB COPA  Wic  WSC
(m-Acc/mm-Acc) (Acc/Fl) (Acc) (Acc) (Acc) (Acc) (Pear/Spear) (Acc) (Acc) (Acc/F1) (Acc) (Acc) (Acc)
BERTL_ 84.5/- -/87.3 917 913 686 932 -/89.0 535 743t oniwost  e2f 7237 e3st
BERTgase 84.4/34.5 84.6/893 914 90.5 718 92.0 88.8/88.4 535 755t 839775t 570t 622 eL6f
BERTL___ 83.2/83.5 86.8/90.7  91.1 90.0 74.0 93.0 88.9/88.7 57.7 716t 821735t seof 693t e2st
BERTE 82.2/82.9 84.6/80.4 902 852 715 923 88.4/88.1 517 m2t o osamst o ssof et 61t
DistilBERT 82.2/- 1875 89.2 88.5 59.9 913 -/86.9 56.3 735t on1934t  sa0f 652t e3st
TinyBERT 83.5/- -/88.4 9.5 90.6 722 91.6 -/89.6 s63t 7787 8397547 6307 6887 625T
MiniLM 84.0/- -188.4 91.0 91.0 715 92.0 88.8/88.71 563" 73.9 76.8/53.61 5407 696" 644f
XDTy16-1256-28 82.4/83.01 -/90.0 89.5 96 7871 912 88.6/88.81 s63t 7547 856907 6007 6547 63T
XDTrg-n384-212 84.4/84.37 -190.0 90.3 91.0 80.9 923 89.9/90.0T 56.31 76.8T 87.5/81.87 640" 6587 6357
F
ESEADL67H2 56-A8
+ weighted 83.1/83.4 89.7/92.6  90.0 91.0 79.4 92.0 89.6/39.8 59.2 77.1 92.9/89.4 632 67.4 64.4
+ random 82.9/832 89.2/922  90.0 91.0 792 91.6 89.4/89.2 59.2 77.1 92.9/89.4 62.8 67.0 64.4
A
ESEADTs 456 a8
+ weighted 82.8/83.2 89.5/924 899 90.7 79.1 91.7 89.4/39.5 57.7 774 89.3/78.2 632 66.1 64.4
+ random 82.9/832 88.0/91.4 897 90.6 79.1 913 89.4/39.3 57.7 77.1 87.5/78.7 62.8 67.4 64.4
L
ESEADLB*HZ 56-A8
+ weighted 82.6/83.2 89.0/923 897 90.7 79.1 91.7 89.3/89.2 56.3 76.8 85.7/69.1 62.5 66.3 64.4
+ random 82.9/83.4 88.5/91.7  89.7 90.6 79.0 912 89.6/89.5 56.3 76.6 85.7/69.1 62.0 67.1 64.4
B
ESEADL@—HZ 56-A8
+ weighted 82.5/83.1 88.7/920  89.6 90.6 79.0 91.4 89.2/89.2 56.3 762 85.7/69.1 61.4 66.1 64.4
+ random 82.5/83.1 88.0/913  89.6 9.5 78.7 912 89.5/89.4 56.3 762 85.7/69.1 61.4 66.9 64.4
F
ESEADL6.—H384 -al2
+ weighted 85.4/85.6 91.4/939 912 91.3 82.4 92.8 90.5/90.4 59.7 783 94.8/93.1 68.4 68.0 65.8
+ random 85.2/85.4 91.0/93.6  91.0 912 82.4 925 90.5/90.3 59.7 782 94.8/93.1 68.4 68.0 65.8
A
ESEADL&_—H}SAA -a12
+ weighted 85.1/85.3 89.7/924  90.6 91.1 823 9.7 90.4/90.4 583 778 89.3/83.1 672 67.2 65.1
+ random 85.0/85.2 88.7/91.8  90.7 91.1 81.6 925 90.4/90.3 582 774 89.3/83.1 66.0 67.2 64.9
L
ESEADL6*H384 -Al2
+ weighted 85.0/85.1 89.5/925 907 91.1 823 92.7 90.4/90.3 583 715 87.5/81.8 67.0 67.2 65.1
+ random 85.4/85.0 88.2/915 907 91.1 82.0 925 90.3/90.3 58.0 774 87.5/81.8 66.0 67.9 64.6
B
ESEADLé*HBS 4-A12
+ weighted 84.7/85.0 89.2/923  90.5 91.0 81.6 924 90.3/90.3 57.8 772 87.5/31.8 65.3 67.2 64.4
+ random 84.9/85.1 88.7/920  90.5 91.0 81.1 923 90.3/90.2 57.7 77.1 87.5/31.8 65.0 67.1 64.3

settings, and results are show in Table[d] 5) For cases where the teacher model is not as good as the
direct fine-tuning, SEAD can still improve.

More Comparisons ESEAD can be applied to any teacher structure. To illustrate, we distill student
models initialized with the 6 layer DistilRoOBERTa from two versions of RoOBERTa (Liu et al.,
2019). RoBERTay s, is a 12 layer Transformer with 768 hidden states and 12 attention heads,
while ROBERTa, .4 is a 24 layer Transformer with 1024 hidden states and 16 attention heads.
Following the same notation, ESEAD?___ refers to the student distilled from the ROBERTa 4.,

base

while ESEAD‘farge is distilled from RoBERTa, .4 . For the sake of simplicity, we consider adapter
tuning for teachers’ efficient inference. Two extra baselines are included for comparison, which
are DistilIRoBERTa and AKD. Similar to them, we consider the standard technique of using MNLI-
trained students to further distill the student model on the RTE task. As shown in Table 3] both of the
ESEAD can further improve the performance of DistilIRoBERTa, and they can achieve comparable
performance with the teacher RoOBERTa under adapter tuning in tasks such as MRPC and CB. With
appropriate hyper-parameters, both methods outperform the AKD method except for the random
based multi-teacher ensemble. The random based multi-teacher ensemble allows the student model
to learn from only one of the teachers in each training step, so it may lead to a lack of feedback from
the teacher, resulting in poorer generalizations. The results also suggest that the large gap between
teacher and student competencies can be bridged by ESEAD and lead to additional performance
payoffs, which also mitigate the use of teaching assistants (Mirzadeh et al.l 2020)).

Few-shot Setting. Real-world applications are often limited by the availability of data. Thus, we
would like to test our method in few-shot settings. For simplicity, we chose six tasks for illustration
and only show the case where the teacher is fully fine-tuned. For more experiments in few-shot
settings such as delta-tuning paradigms, see Table[6] In each task, we randomly selected 100 samples
from the original training set as the few-shot training data, and all models were validated using the
associated full validation set, as well as their performance on the test set. We used the same hyper-
parameters in Table 2] and results are obtained in Table[d Unlike the full data scenarios, TinyBERT
is the best among baselines on few-shot settings, and they achieved better scores than the teacher
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Table 3: ESEAD Performance with RoOBERTa as teachers.

MRPC  SST-2 RTE BoolQ CB COPA
(F1) (Acc) (Acc) (Acc) (F1) (Acc)

ROBERTa __ 922 94.2 76.5 80.9 89.2 58.0
RoBERTa), 923 96.6 85.6 83.3 89.8 59.0
DistilRoBERTa 89.97 920t 679" 7517 864’  s10f
DistilRoBERTaz 90.6 93.1 73.6 - - -
ESEAD}, ..
+ weighted 92.8 932 73.8 77.6 90.5 56.5
+ random 922 93.0 73.1 76.8 90.4 55.8
ESEAD}
+ weighted 932 933 74.1 78.1 90.7 56.6
+ random 925 93.1 735 775 90.5 56.0
Table 4: Few-Shot Performance on Test Set.
MRPC SST2 RTE BoolQ CB  COPA
(F1) (Acc) (Acc) (Acc) (F1) (Acc)
BERT ___ 81.8 60.3 85.9 622 689 580
DistilBert 81.9 58.8 75.9 622 523 540
TinyBert 86.3 68.0 83.3 642 756  61.0
MiniLm 83.1 60.0 77.1 622 693 550
XDTre 1256 a8 84.6 73.0 78.7 622 672 540
XDTr6 384 212 85.4 77.0 83.0 63.1 748 560
ESEADEG*H256*A8
+ weighted 86.0 74.0 82.0 63.3 73.1 59.0
+ random 86.0 73.9 81.8 633  73.1 59.0
ESEADE6*H3BA*A12
+ weighted 87.6 77.6 83.8 645 714 630
+ random 87.3 71.3 83.8 64.0 77.4 63.0

BERT among most of the tasks. The reason behind may be that TinyBERT is two-stage distilled
with large amount of augmented data, so it may provide smooth generalization. As a comparison,
the larger version of ESEAD performs the best over all tasks, and the improvements are between
0.6 to 7% to its initialization. The smaller version of ESEAD also improves, and the performance is
improved about 1.0 to 5.9%.

Table 5: Ablation Analysis

MRPC SST2 RTE BoolQ CB COPA
(F1) (Acc) (Acc) (Acc) (F1) (Acc)
XDTy6 256 28 90.0 91.2 78.71 75.47 70.07 60.07
XDTrs-s384-212 90.0 923 80.9 76.8 81.8" 64.0f
Baseliners 1256-as 90.7 91.4 78.0 75.9 712 62.5
+MLD 92.1(131)  91.5(0.11)  782(021)  76.0(0.11) 756 (441)  64.0(1.51)
+1.0 (t=0.7) 91.7(1.01)  91.3(0.11) 762(1.81) 757(02)) 714021  63.0(0.51)
+1.0 (t=0.9) 92.0 (1.31) 91.4 773(07))  754(05)) 716041  63.0(1.01)
+R.O 923(1.71)  91.9(0.51)  783(031)  762(031)  75.6(441)  64.0(1.57)
+MLD + 1.0 (t=0.7) 91.9(121)  91.9(0.71)  77.6(04])  75.7(0.2)) 712 64.0 (1.51)
+MLD + 1.0 (t=0.9) 922(1.51)  920(0.61) 773(0.71)  754(05)) 714021  64.0(1.57)
+MLD +R.O (ESEAD)  92.6 (1.97)  92.0(0.67) 794 (1.41) 77.1(121)  89.4(1821)  67.0(1.01)
Baseliners_s354-n12 92.4 922 81.0 77.0 81.5 65.7
+MLD 925(0.17)  923(0.11) 81.0(3.01)  77.6(L.11)  81.8(031)  66.0(0.37)
+1.0 (t=0.7) 91.7(0.7))  91.6(0.6))  80.9(0.1]) 77.0 774 @4.10)  64.0(1.7))
+1.0 (t=0.9) 91.6(0.8)  91.5(0.7)) 81.0 772027) 769 (46))  64.0(0.4])
+RO 927(0.31)  92.50.31)  81.9(0.97) 78.0(1.01)  86.5(5.01)  66.0(0.31)
+MLD +LO (t=0.7) 923(0.1))  91.7(0.5)) 81.0 774041)  784(3.1))  65.0(0.7))
+MLD +LO (t=0.9) 91.9(0.5)) 92.0(0.2)) 81.0 7750.57)  812(03))  65.0(0.7))

+MLD +R.O (ESEAD) 939 (1.51) 932(1.07) 824(1.47) 783(1.37) 93.1(11.67) 68.4(2.41)
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3.4 ABLATION STUDY

In this section, we investigate the effectiveness of our proposed technique. We start with the baseline
performance where the naive multi-teacher ensemble is applied. The naive multi-teacher ensemble
takes the average of three teachers’ logits as the final logits for the student model to learn. We add
individual technique on top of the baseline and obtain its evaluation results. In the end, both techniques
are added to compare. According to Table[5] we find that 1) Regardless of model size, the multi-logits
dropout (MLD) improves performance over the baseline in all settings, and the improvement ranges
from 0.1 to 4.4%. This is consistent with the point 4 in the benchmark evaluations. 2) As with
MLD, random overlooking (R.O) consistently improves performance by a greater margin than MLD,
from 0.3 to 5.0%. The random overlook is performed at every epoch, so the student model has the
opportunity to view the data from different perspectives. For example, for the same data, the student
model is randomly selected to receive knowledge from the teacher at a different epoch. 3) Informative
overlooking helps, but it depends on the data. It can sometimes be detrimental to the results, possibly
because students are biased to accept only the correct signal (confident knowledge) thus leading to
over-fitting. 4) Both combinations e.g., MLD + R.O and MLD + 1.O can produce more gains in the
scores. Among some tasks, there are more gains than the increase of sum of improvement. Last but
not least, Figure [2| shows that our method is beneficial for training with respect to the optimization
and speed. The baseline models converges to loss at 0.28 around 1500 steps, and ours converges to a
lower minima 0.22 around 1380 steps.
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Figure 2: Comparison on Validation Loss over SST-2

4 DISCUSSION

In this paper, we further discuss knowledge distillation and propose a logits-based approach, called
ESEAD, to improve student performance. We propose two techniques, i.e., overlooking and multi-
logit dropout. One controls whether the teacher’s knowledge should be received at a certain step,
and the other creates an enhanced version of the teacher’s logits. Numerous experiments have
shown that the student model distilled by ESEAD not only outperforms feature-based approaches
in generalization, but also possesses better few-shot learning. In addition, ESEAD eases the use of
teaching assistants, allowing small student models with large capacity gaps to be distilled directly from
large PLMs. Due to the nature of the logits-based approach, ESEAD is not limited to natural language
processing only, other applications such as computer vision, audio processing, and recommender
systems can be also beneficial. We leave this to future work.
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Table 6: Extended Few-Shot Performance. Results are obtained on the test set of tasks.

MRPC SST2 RTE BoolQ CB COPA
(F1) (Acc) (Acc) (Acc) (F1) (Acc)

BERTEase 70.1/81.8 60.3 85.9 62.2 83.9/68.9 58.0
BERTL‘ase 68.9/81.5 60.0 82.2 62.2 73.2/67.2 57.0
BERTQase 68.9/81.5 60.0 789 62.2 73.2/51.5 57.0
BERTEase 68.4/81.2 59.5 70.0 62.1 66.1/46.1 57.0
DistilBert 70.0/81.9 58.8 759 62.2 75.2/52.3 54.0
TinyBert 79.4/86.3 68.0 83.3 64.2 85.7/75.6 61.0
MiniLm 74.5/83.1 60.0 717.1 62.2 76.8/69.3 55.0
XtremeDistilTF;6-5256-28 76.5/84.6 73.0 78.7 62.2 82.1/67.2 54.0
XtremeDistilTFr6-r384-212 79.2/85.4 77.0 83.0 63.1 83.9/74.8 56.0
ESEADEe—x—xz&ae—As

+ weighted 79.2/86.0 73.6 81.8 63.3 83.9/73.1 59.0

+ random 79.2/86.0 73.6 81.7 63.3 83.9/73.1 59.0
ESEADQ@—HZ%—AS

+ weighted 78.4/86.0 73.6 80.8 63.1 83.9/68.9 59.0

+ random 78.4/86.0 73.6 80.8 63.0 83.9/68.9 58.0
ESEADE@H%@AS

+ weighted 78.4/86.0 73.6 80.6 63.1 83.9/68.9 59.0

+ random 78.4/86.0 733 80.6 63.1 83.9/68.9 59.0
ESEADEa—Hz%—Ag

+ weighted 78.2/85.8 733 80.4 63.0 83.9/67.9 56.0

+ random 77.5/185.3 733 80.4 62.6 83.9/67.9 56.0
ESEAD£6*H3847A12

+ weighted 81.1/87.3 713 83.5 64.3 85.7/77.4 63.0

+ random 80.9/87.1 713 83.5 63.8 85.7/77.4 63.0
ESEADE@—MN—AH

+ weighted 80.6/86.9 713 83.5 63.8 85.7/76.1 63.0

+ random 80.1/86.3 77.2 83.3 63.8 85.7/76.1 60.0
ESEAD?G*H}S‘I*AIZ

+ weighted 80.9/87.0 713 83.3 63.8 85.7/75.6 60.0

+ random 80.1/86.3 71.3 83.3 63.8 85.7/75.6 60.0
ESEADEe—Haazx—Au

+ weighted 80.4/86.7 772 83.1 63.4 83.9/74.8 59.0

+ random 80.1/86.3 772 83.0 63.3 83.9/74.8 58.0

Table 7: ESEAD HyperParameters for GLUE and SuperGlue

Hyper-Parameters Choices
Seed {1, 42, 88}
Batch Size {16,32}
Weight Decay {0.0,0.1}
Max Epochs 20
Warm-up Ratio 0.1

KD Loss Type {MSE, KL}
Overlook r {0.1,0.2}
Multi-Logits Dropout 7 {0.1,0.2}
Multi-Logits Dropout d 20

LR {2e-5,3¢-5}
LR scheduler linear
Temperature 20
Adam € le-6
Adam (3, 0.9
Adam [2 0.98
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