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Abstract

Large language models can perform semantic001
parsing with little training data, when prompted002
with in-context examples. It has been shown003
that this can be improved by formulating the004
problem as paraphrasing into canonical utter-005
ances, which casts the underlying meaning rep-006
resentation into a controlled natural language-007
like representation. Intuitively, such models008
can more easily output canonical utterances as009
they are closer to the natural language used010
for pre-training. More recently, models also011
pre-trained on code, like OpenAI Codex, have012
risen in prominence. Since semantic parsing013
requires translating natural language into code,014
such models may prove more adept at it. In015
this paper, we test this hypothesis and find that016
Codex performs better at semantic parsing than017
equivalent GPT-3 models. We find that un-018
like GPT-3, Codex performs similarly when019
targeting meaning representations directly, per-020
haps because meaning representations used in021
semantic parsing are structured similar to code.022

1 Introduction023

Semantic parsing is the task of mapping natural024

language to a target meaning representation. Many025

approaches have been explored by the community,026

including a recent focus on the use of large au-027

toregressive language models (LMs). Such pre-028

trained LMs can achieve surprising levels of ac-029

curacy with relatively small numbers of examples.030

Further gains have come from constraining a de-031

coder to only consider syntactically valid outputs.032

Historically, language models have been con-033

structed using a large collection of natural lan-034

guage. And yet, the term “language” clearly applies035

to non-natural languages as well. Very large mod-036

els have been trained on mixed corpora, explicitly037

curated to include code (programming language)038

as well as natural language. Examples include039

GPT-J (Wang and Komatsuzaki, 2021), MT-NLG040

(Kharya and Alvi, 2021), and Gopher (Rae et al.,041

2021), with OpenAI Codex (Chen et al., 2021) and 042

Austin et al. (2021) particularly focused on code. 043

We revisit few-shot semantic parsing experi- 044

ments from Shin et al. (2021), which used GPT-3 045

with constrained decoding into a controlled sublan- 046

guage of English (canonical utterances) then trans- 047

lated the canonical utterance output into the mean- 048

ing representation using a synchronous context-free 049

grammar (SCFG). In this work, we perform similar 050

experiments on the Overnight (Wang et al., 2015) 051

and SMCalFlow (Andreas et al., 2020) datasets,1 052

but using OpenAI Codex instead. As Codex has 053

been trained on code, including natural language 054

comments that explain its intent, we hypothesize 055

that Codex will be more adept at semantic parsing 056

for meaning representations resembling code. 057

In this work, we find that: 058

• Codex significantly narrows the gap in accuracy 059

between predicting meaning representations di- 060

rectly versus canonical utterances, thus obviat- 061

ing the need to define canonical utterances, even 062

though the meaning representations use bespoke 063

languages rather than common ones like Python. 064

• Surprisingly, Codex also generates canonical 065

utterances more accurately than GPT-3, even 066

though those look more like English than code. 067

• Even with Codex, constrained decoding with a 068

CFG and a non-greedy search procedure are still 069

valuable in providing improved accuracy. 070

• Speculative constrained decoding, an adaptation 071

of Anonymous (2022, Appendix F), gives com- 072

parable accuracy as beam search but with greater 073

efficiency, on the language model APIs provided 074

by OpenAI. 075

2 Preliminaries 076

2.1 Constrained language model parsing 077

In semantic parsing, our goal is to convert an ut- 078

terance u into the meaning representation m. We 079

1Both are in English and available under CC BY-SA 4.0.
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use the same approach as Shin et al. (2021): (1)080

priming the underlying language model with dy-081

namically created prompts, (2) constrained decoder,082

and (3) optionally using a canonical utterance c as083

the target output instead of m.084

Since GPT-3 and Codex can perform in-context085

few-shot learning (Brown et al., 2020), we retrieve086

20 (ui,mi) pairs most similar2 to u from the train-087

ing set, then translate mi into ci if using canonical088

utterances, to form the prompt p which looks like:089

Let's translate what a human user says090
into what a computer might say.091

092
Human: when is the standup ← u1093
Computer: start time of "standup" ← c1094
Human: what date is the standup ← u2095
Computer: date of "standup" ← c2096
[...]097
Human: how long is the daily standup ← u098
Computer:099

where italics are annotations for exposition in this100

paper, and not included verbatim in the prompt.101

We then generate a completion for p using the102

language model. We assume the existence of103

a function nextTokens(s) = {wi} which re-104

turns the set of subsequent tokens allowed by105

the grammar, for a given prefix s, For example,106

nextTokens(start time) would contain of,107

but not EOS or in. We use nextTokens to filter108

candidates from the language model such that it109

only generates grammatical outputs.110

2.2 OpenAI language models111

OpenAI operates a service offering GPT-3 (Brown112

et al., 2020) through a networked API. The API113

includes multiple variants of GPT-3, named Ada,114

Babbage, Curie, and Davinci, with the model size115

increasing in that order. Two Codex (Chen et al.,116

2021) models, which had code from GitHub in-117

cluded in their training data, are also offered. They118

are named Cushman Codex and Davinci Codex.119

The primary use case for the API is generating120

completions from a prefix, by sequentially sam-121

pling from p(wn|w1w2 · · ·wn−1) until some limit122

is reached. The API provides for specifying a soft-123

max temperature to modify this distribution, for124

example enabling greedy argmax sampling with a125

temperature of 0.0. The API also allows for directly126

querying p(wn|w1w2 · · ·wn−1), but only returns127

probabilities for up to 100 most likely tokens; we128

use this capability for constrained beam search.129

2We use GPT-3 itself for this, following Shin et al. (2021).
The similarity function is identical for all our experiments,
regardless of whether we use GPT-3 or Codex for decoding.

2.3 Experimental setup 130

We used two of the datasets from Shin et al. (2021) 131

for our experiments. We build on their released 132

code and use the same subsets of the training data. 133

We briefly describe some of the details below. 134

Overnight. This dataset from Wang et al. (2015) 135

contains 13,682 examples across eight different 136

domains, curated to exhibit a variety of linguis- 137

tic phenomena and semantic structures. We used 138

200 randomly-sampled training examples for each 139

domain, and evaluate on the domains separately. 140

SMCalFlow. Introduced in Andreas et al. (2020), 141

this task-oriented dialogue dataset consists of con- 142

versations about calendars, weather, places, and 143

people. Each utterance u is annotated with dataflow 144

programs m containing function composition, com- 145

plex constraints, and references to computations 146

from previous turns. Of the 133,821 (ui,mi) pairs 147

in training, we use a stratified sample of 300 for 148

our experiments, following Shin et al. (2021). 149

Test set sampling. As usage of GPT-3 and Codex 150

requires significant resources, we conduct our ini- 151

tial experiments on smaller subsets of the evalua- 152

tion sets. For Overnight, we used 100 uniformly 153

sampled examples from test set for the calendar 154

domain. For SMCalFlow, we used 200 uniformly 155

sampled examples from the validation set. 156

3 Experiments 157

3.1 Comparing GPT-3 and Codex 158

Accuracy
Model Overnight Cal. SMCalFlow

Davinci 0.81 0.340
Curie 0.66 0.260
Davinci Codex 0.86 0.355
Cushman Codex 0.87 0.320

Table 1: Comparing various OpenAI models using con-
strained decoding to generate canonical utterances, with
beam search having beam size 5. These results are on
100 sampled test examples. The larger Davinci models
do better, the Codex models show better performance.

Table 1 summarizes our initial comparison of 159

the GPT-3 and Codex models when applied to se- 160

mantic parsing. Davinci Codex performs better 161

than Davinci on both Overnight Calendar and SM- 162

CalFlow when using identical settings. More inter- 163

estingly, Cushman Codex, which is one step down 164

from Davinci Codex, performs significantly better 165
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than Curie, which is one step down from Davinci.166

These results support our hypothesis that language167

models trained on code can perform better at se-168

mantic parsing.169

3.2 Targeting canonical utterances versus170

meaning representations171

Accuracy
Model Canonical Meaning C −M

Davinci 0.81 0.68 0.13
Davinci Codex 0.86 0.86 0.00

(a) Overnight Calendar

Accuracy
Model Canonical Meaning C −M

Davinci 0.340 0.245 0.095
Davinci Codex 0.355 0.345 0.010

(b) SMCalFlow

Table 2: Differences in accuracy when using canonical
utterances versus directly using meaning representations.
Davinci Codex performs better on canonical utterances,
but the gap is much smaller than with Davinci. Results
using constrained decoding with beam size 5.

Shin et al. (2021) demonstrated that as language172

models have (conventionally) been trained to gen-173

erate natural language, we would benefit by for-174

mulating semantic parsing as paraphrasing into a175

controlled sublanguage of English. In Table 2, we176

investigate whether that still holds true when us-177

ing Codex. We observe that when using GPT-3178

(Davinci), targeting meaning representations can179

result in more than a 25% relative drop in accuracy.180

In contrast, Davinci Codex exhibits no or a very181

small drop in accuracy when targeting meaning182

representations.183

Notably, the meaning representations used for184

Overnight and SMCalFlow are in Lisp-like lan-185

guages, rather than in programming languages com-186

mon on GitHub. Our experiments indicate that187

Codex can nevertheless pick up on the semantics188

with only a few examples in the prompt.189

Having canonical utterances as the target output190

still performs better than meaning representations.191

However, designing a suitable system of canonical192

utterances is a non-trivial effort. The smaller per-193

formance gap we observe with Codex changes the194

cost/benefit calculations on authoring SCFGs.195

3.3 Value of constraints and beam search196

As mentioned in Section 2.2, the primary capability197

of OpenAI’s API is generating completions from a198

prefix using sequential sampling. Their documen- 199

tation3 suggests using it that way to generate code 200

from comments, a similar task to semantic pars- 201

ing. Nevertheless, we see in Table 3 that the use 202

of constraints and beam search lead to benefits in 203

accuracy. Even with constrained decoding, greedy 204

argmax sampling (equivalent to a beam size of 1) 205

performs worse than using beam search. 206

Accuracy
Decoding Beam Overnight Cal. SMCalFlow

Constrained 5 0.86 0.345
Constrained 1 0.75 0.300
Unconstrained 5 0.80 0.315
Unconstrained 1 0.73 0.280

Table 3: Results comparing constrained with uncon-
strained decoding and multiple beam sizes, when gen-
erating meaning representations. Even when using
Davinci Codex, trained specifically on code, constrained
decoding and beam search lead to higher accuracy.

3.4 Speculative constrained decoding 207

While constrained decoding and beam search im- 208

prove accuracy, they are slow to perform with Ope- 209

nAI’s API. Extending a partial hypothesis requires 210

one network round-trip per token. The API lacks 211

state and so each request includes the prompt and 212

all previously generated tokens. In the worst case, 213

the statelessness implies decoding will take O(n3) 214

complexity rather than the typical O(n2) of trans- 215

formers due to needing to re-encode the prefix each 216

time. Even if the hidden states for previous tokens 217

were cached, their retrieval and transfer to GPUs 218

or other accelerators takes overhead. 219

As such, we adapt a method from Synchromesh 220

(Anonymous, 2022, Appendix F) to obtain the ben- 221

efits of beam search and constrained decoding with 222

greater efficiency. We extend Synchromesh’s ap- 223

proach with a width parameter W , which functions 224

similar to the beam size. We call it speculative 225

constrained decoding. 226

To expand a partial hypothesis in the search, we 227

query the API to create W completions with soft- 228

max temperature T . The API samples from the 229

model, without reference to any grammars, until 230

EOS is sampled or a length limit is reached. Using 231

the nextTokens function, we check each of the 232

W completions left-to-right until we encounter an 233

invalid token, and truncate there so that we only 234

3https://beta.openai.com/docs/guides/
completion/working-with-code
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Overnight Calendar SMCalFlow
Accuracy Items/second Accuracy Items/second

Width Temperature Canonical Meaning Canonical Meaning Canonical Meaning Canonical Meaning

1 0.0 0.86 0.76 0.520 0.246 0.300 0.320 0.193 0.184
1 BS 0.84 0.75 0.237 0.059 0.305 0.300 0.116 0.040
5 0.5 0.87 0.80 0.380 0.155 0.335 0.315 0.076 0.140
5 1.0 0.87 0.85 0.260 0.145 0.325 0.330 0.076 0.034
5 BS 0.86 0.86 0.133 0.030 0.355 0.345 0.065 0.008

10 0.5 0.87 0.86 0.355 0.150 0.345 0.345 0.038 0.085
10 1.0 0.87 0.85 0.193 0.068 0.370 0.335 0.028 0.014

Table 4: Comparing various settings on speculative constrained decoding with beam search. “BS” indicates use of
beam search. Speculative constrained decoding gets similar accuracy as beam search, but at higher speed.

have valid tokens; we return the truncated comple-235

tions as new hypotheses. If no completion contains236

any valid tokens, then we query the API for the237

W best tokens and return those as new hypothe-238

ses. As done in beam search, we start with a single239

empty hypothesis, and keep the W best expansions240

at each step. We stop after 16 steps if W com-241

plete hypotheses were not generated by then. More242

details are in Appendix D.243

Table 4 shows the results from trying various244

values for W and T , along with beam search for245

W = 1 and W = 5. When W = 1 and T = 0,246

which is equivalent to Synchromesh’s approach, we247

obtain very similar results to constrained greedy248

decoding (beam size 1). However, speculative con-249

strained decoding is significantly faster.250

In order to obtain results comparable to beam251

search with beam size 5, we require W = 5 or 10.252

In comparison, Synchromesh only supports W =253

1. We again see significant speedups compared to254

beam search, but obtain comparable accuracy.255

3.5 Putting everything together256

Accuracy
Model Overnight Avg. SMCalFlow

Shin et al. (2021),
Constrained Canonical 0.765 0.32

Shin et al. (2021),
Constrained Meaning 0.657* 0.25*

Ours, Canonical 0.785 0.342
Ours, Meaning 0.750 0.330

Table 5: Comparison to Shin et al. (2021). Results are on
the entire test set for Overnight and the entire dev set for
SMCalFlow. For Overnight, we took a simple average
of the accuracy for each of the 8 domains. Results
marked with * are on subsampled evaluation sets. We
used speculative constrained decoding with a width of
10 and a temperature of 0.5.

As explained in Section 2.3, earlier results in this257

article are based on smaller subsets of the evalua- 258

tion sets due to resource limitations. In Table 5, we 259

evaluate on the full evaluation sets using lessons 260

learned from our previous experiments. We achieve 261

better accuracies than when Shin et al. (2021) used 262

GPT-3. We re-confirm Section 3.2 that Codex per- 263

forms nearly as well at meaning representations as 264

canonical utterances. 265

4 Related Work 266

Chen et al. (2020) observed that for low- 267

resource semantic parsing, fine-tuning a pretrained 268

sequence-to-sequence model improved over the use 269

of a pretrained encoder only. Scholak et al. (2021), 270

Wu et al. (2021), and Shin et al. (2021) each pro- 271

posed the use of constrained decoding for semantic 272

parsing with LMs. The latter two works argued 273

that language models were best used to parse lan- 274

guage into controlled natural language, rather than 275

directly to a code-like representation. Here we con- 276

sider whether that conclusion changes based on 277

new LMs that are trained with code. 278

Pasupat et al. (2021) proposed a retrieval- 279

augmented solution to semantic parsing, which 280

relates to the dynamic prompt selection of Shin 281

et al. (2021), and which we followed here without 282

alteration. Future work may consider the impact of 283

more advanced prompt selection techniques. 284

5 Conclusion 285

We investigate the use of OpenAI Codex, a large 286

language model trained on code, for few-shot se- 287

mantic parsing. We find that it performs better 288

than GPT-3 for our tasks. While constrained de- 289

coding and a non-greedy decoding procedure still 290

non-trivially improve accuracy, mapping to canoni- 291

cal natural language is no longer as important with 292

Codex, thereby lightening the burden on develop- 293

ing few shot semantic parsers based on large LMs. 294
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6 Ethical Considerations295

Our work heavily relies on OpenAI’s GPT-3 and296

Codex models, which are large language models297

trained on big datasets. Such language models may298

reflect biases present in their training data (Brown299

et al., 2020; Bender et al., 2021). However, our use300

of constrained decoding significantly mitigates the301

risks from such bias as we only allow the model to302

generate outputs allowed by a small grammar. Fur-303

thermore, the outputs are interpreted by machines304

rather than directly shown to humans. The potential305

for harm may increase when the grammars used in306

constrained decoding allow for a wider variety of307

outputs (such as including unconstrained free-text308

fields), and if semantic parsing is used for particu-309

larly sensitive domains.310
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A Measuring performance of beam 465

search and speculative constrained 466

decoding 467

For measuring the items/second of beam search and 468

speculative constrained decoding in Table 4 and Ta- 469

ble 7, we used the first 10 items of the evaluation 470

sets. As we only had access to shared instances of 471

GPT-3 and Codex, we were unable to guarantee 472

lack of interference from other users. While the 473

numbers are not precise, we believe they are gener- 474

ally indicative of the expected performance of the 475

two methods. 476

B Prompt for Codex when using meaning 477

representations 478

Instead of the prompt in Section 2.1, we used the 479

prompt depicted below: 480
481

;;; Translate questions into Lisp 482
expressions 483

484
; [utterance from training example] 485
[meaning representation from example] 486
; [utterance from training example] 487
[meaning representation from example] 488
[...] 489
; [test utterance] 490491

The text in square brackets are for exposition 492

and not included verbatim in the prompt. 493

C Supplementary results 494

Table 6 contains all results from using beam search, 495

used to construct Tables 1, 2, and 3. Table 7 is a 496

version of Table 4 with more rows. 497

D Speculative constrained decoding 498

algorithm 499

To further expand on the description in Section 3.4, 500

we express the speculative constrained decoding 501

method in Python-like pseudocode in Listing 1. 502
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Accuracy
Model Output Decoding Beam size Overnight Cal. SMCalFlow

Davinci Canonical Constrained 5 0.81 0.340
Davinci Canonical Constrained 1 0.76 0.290
Davinci Canonical Unconstrained 5 0.72 0.295
Davinci Canonical Unconstrained 1 0.72 0.255
Davinci Meaning Constrained 5 0.68 0.245
Davinci Meaning Constrained 1 0.62 0.210
Davinci Meaning Unconstrained 5 0.53 0.230
Davinci Meaning Unconstrained 1 0.48 0.190
Curie Canonical Constrained 5 0.66 0.260
Curie Canonical Constrained 1 0.58 0.210
Curie Canonical Unconstrained 5 0.50 0.225
Curie Canonical Unconstrained 1 0.47 0.210
Curie Meaning Constrained 5 0.44 0.200
Curie Meaning Constrained 1 0.39 0.165
Curie Meaning Unconstrained 5 0.38 0.185
Curie Meaning Unconstrained 1 0.31 0.160
Davinci Codex Canonical Constrained 5 0.86 0.355
Davinci Codex Canonical Constrained 1 0.84 0.305
Davinci Codex Canonical Unconstrained 5 0.79 0.310
Davinci Codex Canonical Unconstrained 1 0.77 0.295
Davinci Codex Meaning Constrained 5 0.86 0.345
Davinci Codex Meaning Constrained 1 0.75 0.300
Davinci Codex Meaning Unconstrained 5 0.80 0.315
Davinci Codex Meaning Unconstrained 1 0.73 0.280
Cushman Codex Canonical Constrained 5 0.87 0.320
Cushman Codex Canonical Constrained 1 0.80 0.290
Cushman Codex Canonical Unconstrained 5 0.83 0.300
Cushman Codex Canonical Unconstrained 1 0.77 0.285
Cushman Codex Meaning Constrained 5 0.80 0.340
Cushman Codex Meaning Constrained 1 0.73 0.280
Cushman Codex Meaning Unconstrained 5 0.72 0.305
Cushman Codex Meaning Unconstrained 1 0.70 0.250

Table 6: All results on Overnight Calendar and SMCalFlow using beam search.

Overnight Calendar SMCalFlow
Accuracy Items/second Accuracy Items/second

Width Temperature Canonical Meaning Canonical Meaning Canonical Meaning Canonical Meaning

1 0.0 0.86 0.76 0.520 0.246 0.300 0.320 0.193 0.184
1 BS 0.840 0.750 0.237 0.059 0.305 0.300 0.116 0.040
5 0.25 0.86 0.79 0.553 0.208 0.330 0.325 0.071 0.050
5 0.5 0.87 0.80 0.380 0.155 0.335 0.315 0.076 0.140
5 0.75 0.86 0.84 0.344 0.129 0.320 0.340 0.076 0.081
5 1.0 0.87 0.85 0.260 0.145 0.325 0.330 0.076 0.034
5 BS 0.860 0.860 0.133 0.030 0.355 0.345 0.065 0.008

10 0.25 0.88 0.81 0.537 0.213 0.345 0.310 0.020 0.040
10 0.5 0.87 0.86 0.355 0.150 0.345 0.345 0.038 0.085
10 0.75 0.87 0.82 0.266 0.103 0.350 0.355 0.039 0.034
10 1.0 0.87 0.85 0.193 0.068 0.370 0.335 0.028 0.014

Table 7: Comparing various settings on speculative decoding with beam search. “BS” for temperature indicates use
of beam search. This table is an expanded version of Table 4
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# Parameters:
# - W = width of the search
# - T = softmax temepature
# - MAX_STEPS = How many times we invoke the model. We set this to 16.
#
# Helper functions:
# - nextTokens: as defined in Section 2.1
# - model_completions: ask the model to generate completions with the given
# prefix. Returns a list of token sequences sampled after the prefix.
# - length_normalized_logprob: compute the log probability of a token sequence,
# where longer sequences receive a bonus.
# - is_finished: check if a token sequence is finished according to the grammar.
#
# `search` is invoked with tokens for the prompt p for a given example.

def expand(tokens):
samples = model_completions(tokens, temperature=T, num_completions=W)

results = []
for sample in samples:

valid_prefix = tokens
for token in sample:

if token not in nextTokens(prefix):
break

valid_prefix += [token]
results += [valid_prefix]

return results

def search(prompt):
# We start with one hypothesis containing tokens from the prompt.
beam = [prompt]
finished = []

for _ in range(MAX_STEPS):
candidates = []
for state in beam:

candidates += expand(state)
candidates.sort(key=length_normalized_logprob, reverse=True)

new_beam = []
for cand in candidates:

if is_finished(cand):
finished.append(cand)

else:
new_beam.append(cand)

if len(finished) + len(new_beam) == W:
break

if len(new_beam) == 0:
break

else:
beam = new_beam

return finished

Listing 1: Pseudocode for speculative constrained decoding

8


