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ABSTRACT

Empirical science of neural scaling laws is a rapidly growing area of significant
importance to the future of machine learning, particularly in the light of recent
breakthroughs achieved by large-scale pre-trained models such as GPT-3, CLIP
and DALL-e. Accurately predicting the neural network performance with increas-
ing resources such as data, compute and model size provides a more comprehen-
sive evaluation of different approaches across multiple scales, as opposed to tra-
ditional point-wise comparisons of fixed-size models on fixed-size benchmarks,
and, most importantly, allows for focus on the best-scaling, and thus most promis-
ing in the future, approaches. In this work, we consider a challenging problem of
few-shot learning in image classification, especially when the target data distribu-
tion in the few-shot phase is different from the source, training, data distribution,
in a sense that it includes new image classes not encountered during training. Our
current main goal is to investigate how the amount of pre-training data affects the
few-shot generalization performance of standard image classifiers. Our key ob-
servations are that (1) such performance improvements are well-approximated by
power laws (linear log-log plots) as the training set size increases, (2) this applies
to both cases of target data coming from either the same or from a different do-
main (i.e., new classes) as the training data, and (3) few-shot performance on new
classes converges at a faster rate than the standard classification performance on
previously seen classes. Our findings shed new light on the relationship between
scale and generalization.

1 INTRODUCTION

Over the past decade, deep learning has made tremendous progress in multiple fields, especially in
vision (Alam et al., 2020) and natural language processing (Torfi et al., 2020). However, several im-
portant issues remain unsolved, including the ability to generalize well to novel, out-of-distribution
data (Arjovsky, 2021). A particularly challenging situation involves simultaneous changes at test
time in both the input and the task, class distributions, p(x) and p(y|x). For example, a self-driving
car seeing an elephant for the first time should be able to recognize it as a ”new object”, while seeing
another elephant afterwards, it should be able to recognize it as the same ”new object”. Obviously,
any deployment of deep networks in the real world will likely require them to deal with new situ-
ations not encountered during training. Recent findings (Brown et al., 2020; Radford et al., 2021;
Ramesh et al., 2021) suggest that pretraining large scale models on large scale datasets may improve
their generalization to novel data and tasks.

The Deep Learning book (Goodfellow et al., 2016) states that: ”for nonparametric models, more
data yield better generalization until the best possible error is achieved.” While neural networks are
usually parametric models, practitioners tend to adjust their capacity for a given problem based on
performance. This is a form of nonparametric learning algorithm. The statement holds because of
the i.i.d. assumption, but what happens when samples from the train and test set are not identically
distributed? Can more training samples still help in this case? According to the no free lunch
theorem (Wolpert & Macready, 1997), not if we consider all possible data-generating distributions.
In practice though, assumptions can be made about the kind of probability distributions that we
encounter, since we are interested in real world problems. So then what happens in such cases, does
more training data help?
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Figure 1: ImageNet one-shot performance averaged over all target datasets: Aircraft, Bird, COCO,
Describable Texture, Flower, Fungi, Omniglot, Quickdraw and Traffic Sign. (Left) Fine-tuning per-
formance, (Center) Matching Network performance and (Right) Prototypical Network performance.
The one-shot performance scales with the training set size following simple power laws.

One real world domain where assumptions can be made about the probability distribution is that of
vision. Scaling on real world vision tasks can potentially improve generalization on other real world
vision problems. Because of its widespread use, vision is a very interesting case study. It’s a simple,
yet very important problem and a very good example of real world application. Indeed, it is hard
to imagine neural networks being deployed in the real world without vision. Such agents will quite
certainly encounter situations not seen during training. Knowing how these models will perform in
these situations is very important.

In this work, we empirically study the effect of scaling the training set size as well as the number of
classes on the generalization error. Specifically, we are interested in the effect of scale in the vision
domain. For our study, we train standard image classifiers on various datasets for multiple different
values of our scaling parameters. We then measure their few-shot performance on new classes using
multiple datasets and evaluation methods. Few-shot performance is measured via the fine-tuning of
the classification layer, all other weights remaining frozen, as well as the matching network (Vinyals
et al., 2016) and prototypical network (Snell et al., 2017) method. We find the effect of scale on
performance to follow the same trend for all three methods. Our analysis is performed on widely
used architectures in the field of vision, trained and tested on ten datasets, ranging from natural to
non-natural images.

By performing this study, our goal is to shed some light on the effect of scale on the generaliza-
tion performance. Neural scaling laws research emerged quite recently, triggered by successes in
large-scale pretrained models, as it aims to better understand promises and limitations of scaling.
The importance of approaching learning methods from an empirical science perspective and dis-
covering scaling laws with respect to various factors, including, but not limited to, the data and
model size, is being more and more widely recognized in the deep learning community. Indeed, it
provides multiple advantages including a more rigorous and comprehensive methodology for com-
paring competing deep learning approaches, and choosing the best-scaling ones as they are most
likely to withstand the test-of-time challenge.

Our key observations are the following:

• We find that few-shot performance improves on average as training data scales. Even for
multiple distant train-target pairs such as Fungi to Aircraft, we find that scaling the train
dataset improves the few-shot performance on the target dataset.

• Just like standard classification performance improvements, few-shot performance im-
provements can be well-approximated by power laws, as a function of training set size.
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• We find that when scaling the training set size, the few-shot performance on new classes
converges at a faster rate than the standard test classification performance on classes seen
during training. This highlights the importance of studying scaling laws in more settings
than simply the standard analysis of scaling effect on in-distribution performance.

2 EXPERIMENTAL SETUP

In this section, we detail the training and evaluation procedure common to all experiments as well
as the power laws we fit.

2.1 TRAINING & EVALUATION PROCEDURE

In all cases, models are trained as standard image classifiers and evaluated via fine-tuning of the
classification layer as well as matching networks and prototypical networks. Best few-shot perfor-
mance is reported for each model, measured throughout training. See the following section for a
detailed explanation of the fine-tuning process, matching networks and prototypical networks.

The ten datasets from Meta-Dataset (Triantafillou et al., 2019) are used in our study: Aircraft, Bird,
COCO, Describable Texture, Flower, Fungi, ImageNet, Omniglot, Quickdraw and Traffic Sign.
80% of each dataset’s training classes are used as the training set, the other 20% is kept for few-shot
evaluation when the target dataset is the same as the train dataset, e.g. Aircraft-Aircraft. When the
target dataset is different than the train dataset, we evaluate on all classes and all data of that target
dataset.

We perform 5-way 1-shot and 5-way 5-shot evaluation, repeated over thousands of trials. For each
trial, a set of five classes is chosen at random and one sample is drawn for each class in the case
of 1-shot and five in the case of 5-shot. These samples are used as the support set. Then, samples
are drawn at random for each of the five classes and classified using the fine-tuning, prototypical
network and matching network method.

Any additional detail is provided in the Appendix section A.1.

2.2 FINE-TUNING

For each trial, the fine-tuning evaluation method consists of training a new classifier for the given set
of five classes. The original classification layer is swapped with a newly randomized one at each trial
and is trained on the support set. Only the classification layer is trained, the remaining pre-trained
weights remain frozen. The support set, five samples in the case of one-shot, twenty-five in the case
of 5-shot, forms a batch with which the model classifies five times, each time taking a gradient step.
The fine-tuned model is then used to classify non-support set samples for each of the five classes.

2.3 PROTOTYPICAL NETWORKS

Instead of outputting a logit for each class, prototypical networks (Snell et al., 2017) compute a
metric between the model’s output and each class prototype. The result is then used to predict
to which class the input sample belongs to. Typically, as is our case, the classification layer is
discarded and the final latent representation is used as the output instead. Prototypes are computed
by averaging the output embedding of same class samples from a support set. Common metric
choices are euclidean distance and cosine similarity, although any function could be used. We use
euclidean distance in our study.

The advantage of prototypical networks is that they are not constrained to making predictions for
samples only belonging to the training classes. Prototypes can be computed with samples from
classes never seen during training.

2.4 MATCHING NETWORKS

In the case of matching networks (Vinyals et al., 2016), we also discard the classification layer and
use the penultimate latent representation instead to perform classification. To classify a sample, the
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Table 1: Power law constants for ImageNet one-shot performance averaged over all target datasets.
See Figure 1. N is the training set size and Err(N) is the error rate.

Model Fine-Tuning Err(N) Matching Network Err(N) Prototypical Network Err(N)

ResNet18 39.95 +
(

N
8.18×105

)−0.82
34.95 +

(
N

4.25×105

)−1.06
37.55 +

(
N

1.54×106

)−0.69
VGG11 34.89 +

(
N

2.19×106

)−0.67
34.68 +

(
N

1.54×106

)−0.70
32.51 +

(
N

5.59×109

)−0.25
DenseNet121 36.02 +

(
N

1.11×106

)−0.81
31.22 +

(
N

1.46×106

)−0.76
33.65 +

(
N

6.62×106

)−0.54
EfficientNet B0 38.41 +

(
N

1.54×107

)−0.37
27.72 +

(
N

7.68×107

)−0.35
30.10 +

(
N

3.51×108

)−0.30

cosine similarity is measured between its encoded representation and the one of each other sample
in the support set. Then these cosine similarities are softmaxed and the resulting probabilities are
summed by class. The class with the highest probability is chosen as the predicted label. In the
one-shot case, matching networks and prototypical networks are equivalent, except that the distance
is measured via cosine similarity in the case of matching networks and euclidean distance in the case
of prototypical networks.

2.5 POWER LAWS

For each train-target pair and each model, we fit when possible simple power laws for both the
scaling of the training set size N and the number of training classes C:

Err(N) = Err∞ + kNα, (1)
Err(C) = Err∞ + kCα, (2)

where Err is the estimated error rate, Err∞ the irreducible error rate and kNα is the reducible
error rate with model-dependent scaling constants k and α.

3 EMPIRICAL RESULTS

The following sections detail our findings for each scaled parameter. Full results are available in the
Appendix section A.2.

3.1 SCALING AMOUNT OF TRAINING DATA

The first parameter that we scale is the amount of training data. Five ratios are used: 100%, 50%,
25%, 12.5% and 6.25% of the total training data for each dataset. The amount of training classes
remains the same no matter the ratio. Because of Flower’s dataset size, we only trained with 100%,
50%, 25% and 12.5% of the data. For each ratio, we train five architectures: a four-layer convo-
lutional network (LeCun et al., 1989), a VGG11 (Simonyan & Zisserman, 2014), a ResNet18 (He
et al., 2015), a DenseNet121 (Huang et al., 2016) and an EfficientNet B0 (Tan & Le, 2019). All five
models are trained and tested on all datasets.

On average, when scaling the amount of training data, we find that the out-of-distribution perfor-
mance of the image classifiers improves. See Figure 1 for the average few-shot performance of
models trained on ImageNet. Results for other train datasets can be found in the Appendix A.2.
The only model which does not improve on average is the CNN. Only with matching networks did
the performance improve. We believe this might be due to the CNN’s shallow architecture and its
classification layer representing most of the weights of the model. At test time, since we discard this
classification layer, we discard most of the weights of the model. The latent representation we get
from the resulting shallow network does not seem to benefit from more training data.

As a comparison with the few-shot performance, we looked at how scale had an effect on the stan-
dard classification test performance on classes seen during training. What we found is that the few-
shot performance converges at a faster rate than the standard classification performance, see Figure
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Figure 2: Comparison of the standard classification performance on classes seen during training
(in-distribution performance) and the few-shot performance. Standard classification performance
is on the ImageNet test set for classes seen during training. Few-shot performance is the one-shot
performance averaged over all target datasets: Aircraft Bird, COCO, Describable Texture, Flower,
Fungi, Omniglot, Quickdraw and Traffic Sign.
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Figure 3: Few-shot performance for multiple train-target pairs of natural image datasets. For each
plot, the train dataset is written on the left and the target dataset on top. X-axis is the percentage
of the total training data and y-axis is the 5-way 5-shot accuracy. For 5-way 1-shot accuracy, see
section A.2. Both 5-way 5-shot and 1-shot follow similar trends.
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Figure 4: (Top row) models trained on the dataset marked on top of each plot and evaluated on
Omniglot. (Bottom row) models trained on Omniglot and evaluated on the dataset marked on top of
each respective column. X-axis is the percentage of the total training data and y-axis is the 5-way
5-shot accuracy. For 5-way 1-shot accuracy, see section A.2. Both 5-way 5-shot and 1-shot follow
similar trends.

2. This is important, as it will be much more more costly to improve the few-shot performance via
scaling the training set size than the standard classification performance.

On average, when the training dataset is one of natural images (Aircraft, Bird, COCO, Describable
Texture, Flower, Fungi and ImageNet), the few-shot performance on other natural image datasets
does seem to improve, see Figure 3. We find this very interesting, as it is not so obvious if training on
more fungi for example can make a model better at classifying aircrafts. This suggest that there are
features even in specific natural domain which generalize well to all sorts of other natural domains.

As for few-shot performance on non-natural image datasets, surprinsingly, scaling the training
datasets such as Aircraft, Bird, Describable Texture, Flower and Fungi results in better performance
on Omniglot, a character dataset, see Figure 4. This shows that training on bigger natural image
datasets can also potentially improve the generalization on non-natural image datasets. This also
highlights the unintuitivity in predicting whether or not training on more data from a certain domain
will result in better performance on some other domain. Indeed, in both the natural and non-natural
cases, we expected that for the few-shot performance to improve, distributions would have to be
much closer. Inversely though, training on more Omniglot data does not seem on average to provide
as much gains on other datasets, see Figure 4. This suggests that while features in the natural domain
can be useful for non-natural domains, the inverse is not.

Finally, the only training dataset where on average scaling does not seem to improve the few-shot
performance is the Traffic Sign dataset. As an evaluation dataset, apart from a few exceptions, few-
shot performance on Traffic Sign does not seem to improve much as training data is scaled. We
believe these issues might be due to the nature of the task, where many classes share key features as
well as potentially the low quality of the data. See section A.2 for results.

3.2 SCALING AMOUNT OF TRAINING CLASSES

In the last section, the number of training classes was fixed for all training data ratios. We now
take a look at the inverse setup, where the amount of training classes scales, while the amount of
training data remains the same. In this setup, we are interested in seeing if more classes helps with
generalization. We use four ratios for our experiments: 100%, 50%, 25% and 12.5%. 6.25% is left
out due to the low number of classes in most datasets. Again, we train the same five architectures
on all ten datasets for all ratios and evaluate on the same seven datasets as in section 3.2.
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Figure 5: Scaling number of training classes results for various train-target pairs. For each plot,
models are trained on the dataset marked on the left of each respective row and evaluated on the
dataset marked top of each respective column. X-axis is the percentage of the total number of
training classes of each dataset and y-axis is the 5-way 5-shot accuracy. For 5-way 1-shot results,
see section A.2. Both 5-way 5-shot and 1-shot follow similar trends.

On average, see Figure 1 and 2, when scaling the amount of training classes, few-shot performance
seems to improve at lower percentages, but then plateaus or start to plateau at some point, the only
exception being the CNN. Estimated power laws in Figure 2 for the ResNet and DenseNet models
would potentially be better with more data points to fit the function.

Omniglot, Fungi and ImageNet are the datasets with the most number of train classes, 1296, 1120
and 800 respectively. Scaling the amount of training classes for Fungi and Omniglot does not seem
on average to improve the few-shot performance. For ImageNet though, more classes does seem to
help, but the gains seem to level off after more than 200 classes. See Figure 5.

COCO and ImageNet are the datasets with the most diverse set of classes. While gains when scaling
on ImageNet seem to flatten towards the end, for COCO scaling seems to improve the few-shot
performance on every target dataset, see Figure 5. COCO only has a total of 64 train classes though,
which could explain why the performance keeps improving. When the number of classes is low in
the ImageNet experiments, we also see steady gains on average.

For other datasets, we find results to be mixed. In general though, it seems like when the number of
classes is low, more is better, but up to a certain point. It also seems like more from a diverse set of
classes helps more than more classes from a more specific domain.

4 RELATED WORK

Recently there has been a gain in interest in studying the effects of scale in machine learning, al-
though only few studies have been done so far. Hestness et al. (2017) are the first to study the
manner in which deep learning scales predictably empirically via a power law functional form.
They specifically study how loss scales with respect to training dataset size on language modelling,
image classification, and speech recognition tasks.

Zhao et al. (2018) perform multiple experiments where they isolate features such as number of
element and color and check if GANs (Goodfellow et al., 2014) and VAEs (Kingma & Welling,
2013) manage to generalize or not. For example, when training with images containing always
three objects, they show that generative models do generate samples containing fewer, equal and
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more objects. They show the same thing happening for color and when mixing these features. They
find that when the number of combinations is low in the training set, the model can simply learn
to memorize them. When they increase the number of combinations though, that’s when the model
starts to generate new combinations.

More recently, Kaplan et al. (2020) study scaling laws for Transformer (Vaswani et al., 2017) lan-
guage models. They find that performance has a power law relationship with the dataset size, model
size and amount of training individually when not bottlenecked by the other two parameters. Ad-
ditionally, for an equal number of parameters, tuning within a reasonable range the Transformer’s
depth versus width has little impact on performance. They also demonstrate that overfitting fol-
lows a simple ratio between model and dataset size. They show that larger models are more sample
efficient and that when training compute is on a budget, but model and dataset size is not, opti-
mal performance is obtained by training very large models and early stopping, rather than training
smaller models to convergence. They also find that, when out-of-distribution, the language mod-
elling performance correlates with the validation performance of the training problem, offset by a
constant.

Similarly, Brown et al. (2020) train language models of various sizes, then evaluate them on mul-
tiple downstream natural language processing tasks without any fine-tuning and restrictions on the
amount of training data or training compute budget. They show that performance scales in relation-
ship with model size.

As for CNNs, Djolonga et al. (2020) evaluate the impact of the model size and dataset size on
robustness, where classes at train and test time are the same, but there is a distribution shift in the
data, for example changes in the lighting of image samples. They find that scaling both model size
and training set size improves such robustness.

Other work studying the impact of scale on Transformers, Henighan et al. (2020) train autoregressive
Transformers on tasks from different domains, including vision, language and math. The latter is the
only domain for which they evaluated outside of the training distribution. Models were evaluated
on increasingly difficult problems beyond the difficulty of the training set. In all cases they find that
loss scales with respect to model size and amount of training.

Radford et al. (2021) train a model to match images with their captions. They vary the amount of
compute and show that zero-shot error averaged over multiple vision datasets scales as a function of
compute.

Hernandez et al. (2021) use language models pretrained on text and fine-tuned on python code to
show that when the fine-tuning dataset is small, models trained from scratch eventually hit a perfor-
mance wall no matter the model size, while equivalently sized pre-trained models keep improving.
They also show that the smaller the fine-tune dataset, the more larger models help when pre-trained
compared to training from scratch. To reach a certain loss, pre-trained models need far less training
examples than models trained from scratch. This difference scales with respect to model size and
inversely with the size of the fine-tuning dataset.

Lu et al. (2021) pretrain a Transformer with a language modelling task. Then they freeze the feed-
forward and self-attention weight and finetune the rest of the model on non-language tasks such as
image classification, protein folding and numerical computation. They show that even with such
a drastic change in modality, the models with frozen weights perform just as well as Transformers
trained from scratch on each individual task.

5 DISCUSSION

The initial motivation for this work was to study the effect of scale on the out-of-distribution gener-
alization of neural networks. Since there exists no method to evaluate the classification performance
of neural networks on new classes without requiring at least some learning, we decided to analyze
the impact of scale on the few-shot performance instead. Considering that all the weights in our
study remain frozen at test time, except for the final classification layer in the fine-tuning case, we
believe that this provides some idea of how scale impacts the out-of-distribution performance of
neural networks. We thus expect the out-of-distribution performance to converge at a faster rate than
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the in-distribution performance. Additional work needs to be done in order to better understand the
relationship between scale and out-of-distribution generalization.

Out-of-distribution generalization is a major problem in machine learning and studying its relation-
ship with scale is very important. Many problems are considered out-of-distribution generalization
problems and we believe it is important to understand which types of problems will be most im-
pacted by scale and which won’t such that research can be better focused on solving issues not
mitigated by scale.

6 CONCLUSION

In this work, we studied the effect of scale on the few-shot performance of image classifiers. We
found that in general, scaling the training set size improves few-shot performance and can be well-
approximated via power laws. We also found the few-shot performance on new classes to converge
at a faster rate than the standard classification performance on classes seen during training. This
highlights the importance of studying scaling laws in more than just the standard analysis on the
effect of scale on the in-distribution performance.

The question of whether or not scale improves generalization in the few-shot learning scenario
is an important question and part of a broader scope trying to understand the effect of scale on
generalization. We hope that our work will inspire more future work in this direction as well as
provide useful insights to practitioners.
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Figure 6: Scaling training data 5-way 1-shot results for models trained on COCO. Datasets marked
on the left of each plot are the evaluation dataset. Last plot is the average performance. X-axis is the
percentage of the total training data and y-axis is the 5-way 1-shot accuracy.
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Figure 7: Scaling training data 5-way 1-shot results for models trained on Fungi. Datasets marked
on the left of each plot are the evaluation dataset. Last plot is the average performance. X-axis is the
percentage of the total training data and y-axis is the 5-way 1-shot accuracy.
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Figure 8: Scaling training data 5-way 1-shot results for models trained on ImageNet. Datasets
marked on the left of each plot are the evaluation dataset. Last plot is the average performance.
X-axis is the percentage of the total training data and y-axis is the 5-way 1-shot accuracy.
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Figure 9: Scaling training data 5-way 5-shot results for models trained on COCO. Datasets marked
on the left of each plot are the evaluation dataset. Last plot is the average performance. X-axis is the
percentage of the total training data and y-axis is the 5-way 5-shot accuracy.
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Figure 10: Scaling training data 5-way 5-shot results for models trained on Fungi. Datasets marked
on the left of each plot are the evaluation dataset. Last plot is the average performance. X-axis is the
percentage of the total training data and y-axis is the 5-way 5-shot accuracy.
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Figure 11: Scaling training data 5-way 5-shot results for models trained on ImageNet. Datasets
marked on the left of each plot are the evaluation dataset. Last plot is the average performance.
X-axis is the percentage of the total training data and y-axis is the 5-way 5-shot accuracy.
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Figure 12: Scaling training classes 5-way 1-shot results for models trained on COCO. Datasets
marked on the left of each plot are the evaluation dataset. Last plot is the average performance.
X-axis is the percentage of the total training classes and y-axis is the 5-way 1-shot accuracy.
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Figure 13: Scaling training classes 5-way 1-shot results for models trained on Fungi. Datasets
marked on the left of each plot are the evaluation dataset. Last plot is the average performance.
X-axis is the percentage of the total training classes and y-axis is the 5-way 1-shot accuracy.
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Figure 14: Scaling training classes 5-way 1-shot results for models trained on ImageNet. Datasets
marked on the left of each plot are the evaluation dataset. Last plot is the average performance.
X-axis is the percentage of the total training classes and y-axis is the 5-way 1-shot accuracy.
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Figure 15: Scaling training classes 5-way 5-shot results for models trained on COCO. Datasets
marked on the left of each plot are the evaluation dataset. Last plot is the average performance.
X-axis is the percentage of the total training classes and y-axis is the 5-way 5-shot accuracy.
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Figure 16: Scaling training classes 5-way 5-shot results for models trained on Fungi. Datasets
marked on the left of each plot are the evaluation dataset. Last plot is the average performance.
X-axis is the percentage of the total training classes and y-axis is the 5-way 5-shot accuracy.
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Figure 17: Scaling training classes 5-way 5-shot results for models trained on ImageNet. Datasets
marked on the left of each plot are the evaluation dataset. Last plot is the average performance.
X-axis is the percentage of the total training classes and y-axis is the 5-way 5-shot accuracy.
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