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ABSTRACT

Offline reinforcement learning is used to train policies in scenarios where real-
time access to the environment is expensive or impossible. As a natural conse-
quence of these harsh conditions, an agent may lack the resources to fully observe
the online environment before taking an action. We dub this situation the resource-
constrained setting. This leads to situations where the offline dataset (available
for training) can contain fully processed features (using powerful language mod-
els, image models, complex sensors, etc.) which are not available when actions
are actually taken online. This disconnect leads to an interesting and unexplored
problem in offline RL: Is it possible to use a richly processed offline dataset to
train a policy which has access to fewer features in the online environment?
In this work, we introduce and formalize this novel resource-constrained problem
setting. We highlight the performance gap between policies trained using the full
offline dataset and policies trained using limited features. We advocate the use of
transfer learning to address this performance gap by first training a teacher agent
using the offline dataset where features are fully available, and then transfering this
knowledge to a student agent that only uses the resource-constrained features. We
evaluate the proposed approach on three diverse set of tasks: MuJoCo (continu-
ous control), Atari 2600 (discrete control) and a real life Ads dataset. Our analysis
shows the proposed approach improves over the considered baselines and unlocks
interesting insights. To better capture the challenge of this setting, we also propose
a data collection procedure: Resource Constrained-Datasets for RL (RC-D4RL).

1 INTRODUCTION

There have been many recent successes in the field of Reinforcement Learning (Mnih et al., 2013;
Lillicrap et al., 2015; Mnih et al., 2016; Silver et al., 2016; Henderson et al., 2018). In the online RL
setting, an agent takes actions, observes the outcome from the environment, and updates its policy
based on the outcome. This repeated access to the environment is not feasible in practical applica-
tions; it may be unsafe to interact with the actual environment, and a high-fidelity simulator may
be costly to build. Instead, offline RL, consumes fixed training data which consist of recorded inter-
actions between one (or more) agent(s) and the environment to train a policy (Levine et al., 2020).
An agent with the trained policy is then deployed in the environment without further evaluation or
modification. Notice that in offline RL, the deployed agent must consume data in the same format
(for example,having the same features) as in the training data. This is a crippling restriction in many
large-scale applications, where, due to some combination of resource/system constraints, all of the
features used for training cannot be observed (or misspecified) by the agent during online opera-
tion. In this work, we lay the foundations for studying this Resource-Constrained setting for offline
RL. We then provide an algorithm that improves performance by transferring information from the
full-featured offline training set to the deployed agent’s policy acting on limited features. We first
illustrate a few practical cases where resource-constrained settings emerge.

System Latency A deployed agent is often constrained by how much time it has to process the state
of the environment and make a decision. For example, in a customer-facing web application, the
customer will start to lose interest within a fraction of a second. Given this constraint, the agent
may not be able to fully process more than a few measurements from the customer before making a
decision. This is in contrast to the process of recording the training data for offline RL, where one
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Figure 1: Illustrations of the resource-constrained setting

may take sufficient time to generate an abundance of features by post-processing high-dimensional
measurements.

Power Constraints Consider a situation where an RL agent is being used in deep space probes or
nano-satellites ((Deshmukh et al., 2018)). In this case an RL agent is trained on Earth with rich
features and a large amount of sensory information. But when the agent is deployed and being used
on these probes, the number of sensors is limited by power and space constraints. Similarly, consider
a robot deployed in a real world environment. The limited compute power of the robot prevents it
from using powerful feature extractors while making a decision. However, such powerful feature
extractors can be used during the offline training of the robot (Fig 1a).

In the resource-constrained setting, one can simply ignore the offline features and only train the of-
fline agent with the online features that are available during deployment. This strategy has the draw-
back of not utilizing all of the information available during training and can lead to a sub-optimal
policy. To confirm this, we performed the following simple experiment. We consider an offline
RL dataset for the OpenAl gym MuJoCo HalfCheetah-v2 environment and simulate the resource-
constrained setting by removing a fixed set of randomly selected features during deployment (see
Sections 5.1.1, C.1 for more details). We train an offline RL algorithm, TD3+BC (Fujimoto & Gu,
2021) using only the online features and collect online data in the environment using the trained
policy. We repeat this assuming all features available during deployment, train a TD3+BC agent
using the same offline dataset with all features, and collect online data in the environment. We plot
the histogram of rewards in the two datasets in Fig 1b. We observe that the agent trained only with
online features obtains much smaller reward than the agent trained with offline features.

Traditionally, scenarios where the observability of the state of the system is limited are studied
under the Partially Observable Markov Decision Process (POMDP) setting by assuming a belief
over the observations (Astrom, 1965). In contrast, we have an offline dataset (which records rich
but not necessarily full state transitions) along with partially obscured (with respect to the offline
dataset) observations online. Our goal is to leverage the offline dataset to reduce the performance
gap caused by the introduction of resource constraints. Towards this, we advocate using a teacher-
student transfer algorithm. Our main contributions are summarized below:

* We identify a key challenge in offline RL: in the resource-constrained setting, datasets with rich
features cannot be effectively utilized when only a limited number of features are observable
during online operation.

* We propose the transfer approach that trains an agent to efficiently leverage the offline dataset
while only observing the limited features during deployment.

* We evaluate our approach on a diverse set of tasks showing the applicability of the transfer
algorithm. We also highlight that when the behavior policy used by the data-collecting agent is
trained using a limited number of features, the quality of the dataset suffers. We propose a data
collection procedure (RC-D4RL) to simulate this effect.
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2 RESOURCE-CONSTRAINED ONLINE SYSTEMS

In the standard RL framework, we consider a Markov Decision Process (MDP) defined by the tuple
(S, A, R, P,~) where S is the state space, A is the action space, R : S x A — R is the reward
function, P : § x A — A(S) is the transition function, A(S) denotes the set of all probability
distributions over S, and v € (0,1) is the discount factor. We consider the discounted infinite
horizon MDP in this paper. We consider the continuous control setting and assume that both S and
A are compact subsets of a real-valued vector space. The transition at time ¢, is given by the tuple
(st,as, R(st,at), St+1). Each policy m : & — A(A), has a value function Q™ : S x A — R that
estimates the expected discounted reward for taking action a in state s and uses the policy 7 after
that. The goal of the agent is to learn the policy 7 that maximizes the expected discounted reward
Er[> ooV R(s¢, at)]. In online RL, this problem is solved by interacting with the environment.

In offline (or batch) RL (Lange et al., 2012), instead of having access to the environment, the agent
is provided with a finite dataset of trajectories or transitions denoted by D = {(s;, a;, i, s5)} Y.
The data is collected by one or many behavior policies that induce a distribution p on the space of
S x A. The goal of the agent is to learn a policy using the finite dataset to maximize the expected
discounted reward when deployed in the environment.

In the resource-constrained setting, the agent does not have access to the full state space or features
during deployment. Instead, the agent can only observe from S (another bounded subset of the real-
valued vector space) that is different from S. It is assumed that the space S is rich in information
as compared to S. For example, S might have fewer dimensions, or some entries may include extra
noise (see Figure 1a). We will use online/limited features, to refer to observations from the online
space S. , offline/rich features to refer to observations from the offline space S. We assume that both
online features and offline features are available in offline data.

The goal of the agent is to use the offline data and train a policy 7 : S = A(A). The agent can
use the offline features from S during training but is constrained to only use the online features from
S while making a decision. A similar paradigm of Learning Under Privileged Information (LUPI)
(Vapnik et al., 2015) has been studied under the supervised learning setting, where the privileged
information is provided by a knowledgeable teacher.

3 RELATED WORK

Offline RL There has been an increasing interest in studying offline RL algorithms due to its practi-
cal advantages over online RL algorithms (Agarwal et al., 2020; Wu et al., 2021; Chen et al., 2021;
Brandfonbrener et al., 2021). Offline RL algorithms typically suffer from overestimation of the
value function as well as distribution shift between the offline data and on-policy data. Buckman
et al. (2020) and Kumar et al. (2020) advocate a pessimistic approach to value function estimation
to avoid over-estimation of rarely observed state-action pairs. To constrain the on-policy data to be
closer to offline data, several techniques have been explored, such as restricting the actions inside the
expectation in the evaluation step to be close to the actions observed in the dataset (Fujimoto et al.,
2019), adding a regularization term during policy evaluation or iteration (Kostrikov et al., 2021),
(Wu et al., 2019),(Guo et al., 2020), adding a constraint of the form MMD(u(+|s), 7 (s)) (Gretton
etal., 2012; Blanchard et al., 2021; Deshmukh et al., 2019) on the policy (Kumar et al., 2019), using
behavior cloning (Fujimoto & Gu, 2021), adding an entropy term in the value function estimation
(Wu et al., 2019), and model-based approaches that learn a pessimistic MDP Kidambi et al. (2020).
A thorough review of these techniques is presented in an excellent tutorial by Levine et al. (2020). To
the best of our knowledge, there is no existing work that addresses the resource-constrained offline
RL setting where there is a mismatch between the offline features and online features.

Knowledge Transfer Knowledge transfer/distillation is widely studied in various settings including
vision, language, and RL domains (Gou et al., 2021; Wang & Yoon, 2021). In RL, under the domain
transfer setting (Taylor & Stone, 2009; Liu et al., 2016), the teacher is trained on one domain/task
and the student needs to perform on a different domain/task (Konidaris & Barto, 2006; Perkins et al.,
1999; Torrey et al., 2005; Gupta et al., 2017). Li et al. (2019) train a model so that features from
different domains have similar embeddings, and Kamienny et al. (2020) perturb the feature using a
random noise centered at the privileged information. An offline RL algorithm for domain transfer



Under review as a conference paper at ICLR 2022

has been proposed by Cang et al. (2021). Policy distillation is studied in the setting where the
knowledge from a trained policy (teacher) is imparted to an untrained network (student) (Rusu et al.,
2015; Czarnecki et al., 2019). This leads to several advantages such as model compression and the
ability to learn from an ensemble of trained policies to improve performance (Zhu et al., 2020).

One distinguishing feature of the resource-constrained setting that differentiates it from other trans-
fer settings is that the teacher has access to the privileged information and student needs to adapt
from the data available without interactive learning. In most of the existing approaches, the differ-
ence between teacher and student was either the network size (which is also present in our setting
due to the difference in input features) or the dynamics (as in the domain transfer case). To the best
of our knowledge, we are the first to study policy distillation in the offline RL framework under
the resource-constrained setting. Another interesting line of work is called Sim2Real (Lee et al.,
2021; Traoré et al., 2019). In these papers, they train a model using a simulator and then transfer the
knowledge to real data. However, this work requires an accurate simulator which results in a fairly
expert teacher model. However, in the offline RL setting, depending on the data quality, the teacher
itself might be weak.

Partially Observable MDP POMDP generalizes the MDP framework where the agent does not
have access to the full features and only partially observes the state space (Astrom, 1965; Kaelbling
et al., 1998; Ortner et al., 2012). More recently, Rafailov et al. (2021) studied a model-based offline
RL algorithm for image data under the POMDP setup. Our setting resembles this setup, but our agent
also has access to the full privileged features in the offline dataset while training. This availability
of the offline dataset with privileged information differentiates our setting and enables the student to
inherit the knowledge from the rich space while only using the limited features during deployment.

4 PROPOSED ALGORITHM

In this section, we advocate the use of transfer algorithms to address the resource constrained setting.
In particular, we discuss teacher-student knowledge transfer models.

4.1 CONTINUOUS CONTROL

We motivate the proposed algorithm by first providing a general approach to tackle the resource-
constrained setting using policy distillation (Rusu et al., 2015; Czarnecki et al., 2019). This is a
modeling choice; alternative types of knowledge transfer, such as transfer of the value function’s
knowledge, are also possible. (Czarnecki et al., 2019).

We first train a teacher network using the full offline dataset. Let us denote the policy output by
the teacher network as 7yreacne:  : S — A(A). The student network is denoted by 7y : S —
A(A). The knowledge transfer is performed by using the pre-trained teacher network to compute a
regularization term that is added to the objective (policy iteration):

Tht1 ¢ argmax g [@ZH(&OL) — BM (7T¢<§>77r¢teacher (s))} (1)

Here, M can be any divergence metric on the policy distributions. We can compute the terms 7 ()
and 7 geeacne: () simultaneously since we assume that the offline dataset contains the offline features
s and the corresponding online features S. If the teacher and learned policy functions are determin-
istic, the divergence function can be the squared loss, and if they are stochastic, the divergence can
be KL divergence, MMD (Maximum Mean Discrepancy), Wasserstein divergence, etc. This regu-
larization term encourages the learnt policy to behave similarly to the teacher policy. An illustration
of the proposed setup is given in Figure 6 in the Appendix.

Proposed Algorithm We now propose our transfer algorithm that adopts TD3+BC (Fujimoto & Gu,
2021) to the resource-constrained setting. We add an additional regularization term during the policy
iteration step, that tries to keep actions predicted by the trained policy close to the actions taken by
the teacher policy. This knowledge can be imparted to the student policy through regularization.

i=1

N 2 2
arg mgx % Z AQo, (8, m(8:)) — 1 <7T¢(§i) — a) — B2 (7T¢teacher (si) — 7T¢(§i)> ] 2)

TD3+BC Transfer



Under review as a conference paper at ICLR 2022

We weigh the two terms with weights 51, 82. The transfer term is beneficial in learning because
the teacher (trained using offline RL algorithm on full features) often predicts a better action than
those available in the dataset (depending on the quality of the dataset) as observed in earlier offline
RL works (Kumar et al., 2020). To keep all terms in equation 3 at comparable magnitudes, we add
a constraint that 81 + 82 = 1. If 81 = 1 and 2 = 0, the proposed algorithm is equivalent to the
TD3+4BC algorithm. Algorithm 1 describes the complete steps.

4.2 DISCRETE CONTROL

For discrete control tasks, Deep Q learning is a widely followed approach (Mnih et al., 2015) and
more recently distributional versions of deep Q learning are considered state of the art (Dabney et al.,
2018). For the setting of Offline RL, CQL (Kumar et al., 2020) computes a conservative estimate of
the Q function values to minimize overestimation error. The objective minimized by CQL adds an
additional conservative loss term to the loss of DQN as follows

L(0) = Lpousiepgn (0) + Legr ()

where

Lpouiep@n (0) = Es, ay i1 s0010~D[(Te41 + 7 Qo (5141, argmax, Qo (441, a)) —Qo(s¢, ar))?],

Ytarget
Logr(8) = By, ~pllog Y exp Qu(si,a) — Eann|Qo(st, a)]]

and 6 are the parameters of the Q function and ¢’ are the parameters of the target Q function. The
original CQL paper uses DQN instead of the DoubleDQN but following Seno & Imai (2021) we
consider the Double DQN.

Proposed Method: We use the CQL algorithm and propose the transfer algorithm by using the
offline teacher’s Q function (Q'°"*") in computing the Ysarget -

Ytarget = (1= P) Qo (541, argmaxan(stH, a)) +B Qo (5t41, argmaXaQteaCher(StHa a))

Argmax uses Student Q Argmax uses Teacher Q

where (3 is a fixed value between [0,1]. This enables the e value to be queried at actions that are
preferred by the teacher agent at the current state. This can imply updating more frequently the Q
values of the state action pairs experienced by the teacher. When S = 0, this is the same as the CQL
algorithm, and when 3 = 1, only the arg max Q'*h*" (s, .) is used to query the student’s target Q
function.

5 EXPERIMENTAL RESULTS

We performed experiments on a variety of domains to study the resource constrained setting. For
continuous control tasks, we used the OpenAl gym MuJoCo (Todorov et al., 2012); for discrete
control tasks, we used the Atari-2600 environment (Bellemare et al., 2013) and for real world task
we consider the task of Auto-bidding and use a proprietary dataset.

5.1 MulJoCo

Before we discuss the resource-constrained setup used for the MuJoCo environments in Sec-
tion 5.1.1, it is important to note that the data-collecting agent plays a vital role in determining
the quality of the dataset (coverage of state-action pairs) and subsequently the performance of any
offline RL algorithm. In the D4RL suite (Fu et al., 2020), datasets were collected using behavior
policies of varying expertise to simulate the variation in data quality. Each of these behavior poli-
cies was trained online using the full feature set. Thus, these policies can use all of the information
and explore the environment online. The quality of the offline dataset collected by these behav-
ior policies is thus relatively high thereby improving the performance of offline RL algorithms on
them. In the resource-constrained setting, however, the behavior policy of the data-collecting agent
does not have access to the full features online. The agent may only explore and navigate using the
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limited feature set during training. Using this behavior policy to collect data results in a relatively
lower quality dataset. To account for this limitation, and to illustrate its effect on our algorithm’s
performance, we used two different methods to generate offline datasets.

» Offline RL datasets are collected by agents trained with limited features. We refer to these
datasets as RC-D4RL (Resource-Constrained Datasets for RL). We use the OpenAl gym Mu-
JoCo locomotion environments Hopper-v2, HalfCheetah-v2, and Walker2d-v2.

» Offline RL datasets are collected by agents trained using the full features. We use the D4RL-v0
datasets (Fu et al., 2020) of the MuJoCo locomotion environments.

5.1.1 SIMULATION OF RESOURCE-CONSTRAINED SETTING

We simulate the resource-constrained setting by reducing the feature space available during the
deployment of the agent. We do this by dropping a fixed set of features from the full features
available (this is possible in the system latency as well as the nano-satellite example). For instance,
consider the MuJoCo environment Hopper-v2 where the original state space is 11 dimensional. We
consider four scenarios where the online observable feature dimensions is reduced to 5, 7, 9 and 10
by randomly picking a subset of the features of the given dimension. For each of these scenarios, we
consider 5 random seeds to simulate different features getting dropped in each seed. We summarize
this setting for the three environments in Table 1. For the dataset collection using policies trained
with limited features, we follow a similar protocol asthe D4RL data collection procedure (Fu et al.,
2020). We have added all details to Appendix C.1.

Environment Original Dim  Resource-Constrained Dim  Number of Seeds
Hopper 11 5,7,9, 10
HalfCheetah, Walker2d 17 9,11, 13,15

Table 1: Resource-Constrained Simulation using gym MuJoCo tasks

5.1.2 TRAINING AND EVALUATION

We train a teacher agent using the full feature space in the dataset. We use the TD3+BC algorithm
trained on the limited feature set as the baseline (unless otherwise mentioned). Then we train the
student agent using the trained teacher following Algorithm 1. We train the baseline and student for
three random seeds. To illustrate the effect of the transfer, we consider two representative settings,
(1) Transfer (0.5, 0.5) where 51 = (2 = 0.5 which gives equal weight to behavior cloning and
transfer, (ii) Transfer (0.0, 1.0) where 31 = 0, B3 = 1.0 where only transfer is performed. We
adopted the base hyperparameters from TD3 since hyperparameter tuning in offline RL is a difficult
task without the access for the environment during training (discussed in Appendix C). We used the
normalized score (Fu et al., 2020) for evaluating the algorithm (more details in Appendix C.2).

From Figures 2 and 3, we can see that the proposed transfer algorithm significantly outperforms the
baseline for both the RC-D4RL and D4RL datasets. In Figures 2a and 3a, we show the percentage
of experiments (all the difficulties, dimensions, dataset seeds, algorithm seeds) where each of the
proposed algorithms performs better than the baseline for each environment. We observe that the
proposed algorithm performs similarly for both the datasets with the performance in D4RL being
slightly better. In Figures 5d and 3b, we average the scores of all experiments for each environment
and algorithm pair and compare the % improvement over the baseline. We also study the loss
in performance by not using offline features in Table 2 (more detailed results in Table 5) which
shows that the transfer approach is more suitable to the low data quality regime. We perform a
thorough analysis of the results and summarize the findings in Appendix C.3, focusing on the effect
of difficulties of the datasets and different (limited) feature dimensions.

Additionally, we also train two more baselines: (i) True-BC agent that learns from the teacher policy
directly through behavior cloning, (ii) a predictive baseline where an autoencoder is first used to
predict the offline features from the observed online feature and uses the predicted features during
training and deployment (discussed in detail in Appendix C.4). We evaluated these algorithms on
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Figure 2: Results on RC-D4RL datasets. ' Figure 3: Results on D4RL datasets. >

Baseline Transfer Transfer True-BC  Predictive
Difficulty (TD3+BC) (0.5,0.5) (0.0,1.0) Difficulty
expert 298 % -325% -39.6 % expert -32.1 % -18.5%
medium-replay 332%  -224%  -14.1% medium-replay 30.7 % 31.0%

Table 3: Average % improvement of
the proposed method over the True-BC
and Predictive baselines on RC-D4RL
HalfCheetah-v2 datasets

Table 2: We summarize the loss in performance by not
using the offline features for the Baseline (TD3+BC),
Transfer (0.5,0.5) and (0.0,1.0) as a % change over the
Teacher score on RC-D4RL HalfCheetah-v2.

RC-D4RL HalfCheetah-v2 medium-replay and expert datasets and present the result summary in
Table 3 (more detailed results in Table 6).

5.2 ATARI-2600

We evaluate our proposed approach on the Atari 2600 suite of games Bellemare et al. (2013), which
is a discrete control problem that is challenging especially due to the high dimensional visual input
and delayed credit assignment. Since we are in the offline RL setting, we use the DQN replay
dataset from Agarwal et al. (2020) which is a standard benchmark to evaluate offline RL algorithms
for discrete control problems. In particular, we use the data for the following games: Pong, Qbert,
Breakout.

5.2.1 DATASETS

The DQN replay dataset consists of SOM state transitions that are collected during the training of a
DQN agent in the online setting. Each transition consists of a tuple (state, action, reward, next_state)
where the state and next state are 84x84 images and the action space is discrete. Following earlier
works, we consider environments with sticky actions (the agent takes current action with probability
0.25, or otherwise repeats past actions). Additionally, we use stacking of 4 consecutive frames
together as the state space which is a common technique used for the Atari suite. Instead of using
the full 50M transitions, we use 1M transitions in the dataset that are collected during the end of the
DQN online training and hence contain expert level trajectories.

To simulate the online and offline features, we consider the following setup. We assume the actual
image observation (4x84x84) as the offline features, and a pixelated version of the images as online
features. To simulate this, we resize each (84x84) image to 16x16 and then resize it back to 84x84.
This setup reasonably imitates the nano-satellite example where some cheap sensors need to be used
online as compared to high resolution sensor data available offline.

We trained the algorithms with a batch size of 32 for 1M batches using the same network architecture
as the DQN (Mnih et al., 2015) (which is also used in Agarwal et al. (2020), Kumar et al. (2020)).
We refer to it as (N-DQN). We evaluate during training at a frequency of every 20k batches by
assuming access to the environment, and consider the score as the average reward achieved in the

"H-v2: Hopper-v2, HC-v2: HalfCheetah-v2, W-v2: Walker2d-v2
H-v0: Hopper-v0, HC-v0: HalfCheetah-v0, W-v0: Walker2d-v0
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last 10 evaluations. The algorithm (from Section 4.2) is implemented using d3rlpy (Seno & Imai,
2021) and use CQL (trained using online features) as the baseline.

In order to simulate the power constrained setting (as in the nano-satellite example), we also con-
sider the setup where the agent to be deployed online uses a different network architecture than the
teacher network architecture (N-DQN). This enables the agent to utilize lesser memory and power
during deployment. We refer to this setting as the power constrained setting. We call this network
architecture as (S-DQN) by changing the size of features in the final layer. Specifically, we vary the
feature dimension with values 256, 128, 64 (see Appendix B) for more details.

We observe from both the settings that there is a significant drop in performance of the Baseline and
Transfer agents using the online features as compared to the Teacher. The Transfer agent performs
marginally better than the Baseline agent on all the three games for the N-DQN setting. For the
S-DQN setting, the Transfer agent outperforms the Baseline for Pong on all the three encoder sizes
considered. For Qbert, the Transfer agent outperforms the Baseline for one of the encoder sizes. It
is important to highlight that there is a significant gap between the performance of the Teacher and
the Transfer/Baseline agents for both the settings. This suggests that more tailored transfer learning
approaches are required for the Resource Constrained Offline RL problem.

Size of last layer Teacher Transfer Baseline
Game (#Parameters of
network)
Pong 512 (1.6 M) 82+ 1.89 -1.02+ 1.1 -2.81 +1.39
Pong 256 (0.88 M) - -1.08 + 0.88 -1.74 +4.83
Pong 128 (0.48 M) - -1.83 +4.75 -7.99 + 1.52
Pong 64 (0.28 M) - -3.53+5.01 -5.25+17.95
Qbert 512 (1.6 M) 7890.25 + 1896.22 6343.92 4+ 346.45  5833.58 + 584.74
Qbert 256 (0.88 M) - 476295 4 542.23 4710.00 + 73.86
Qbert 128 (0.48 M) - 2524.80 £717.82 2808.92 + 1577.74
Qbert 64 (0.28 M) - 1336.85 + 566.79 1830.00 4+ 908.12
Breakout 512 (1.6 M) 106.63 + 8.64 6.07 £ 0.08 4.65+0.22

Table 4: Results of the transfer algorithm on three Atari games using N-DQN architecture and the
power constrained setting (using S-DQN). We present the mean and std for 3 random seeds

5.3 AUTOBIDDING - ADS DATA

Purely simulated settings may not be representative for evaluating an algorithm which is meant for
real-world application. Thus, we studied agent performance in the auto-bidding task for online ad-
vertising (Bottou et al., 2013). Online advertising is a dynamic, stochastic environment. Advertisers
have increasingly delegated decisions to machines in order to achieve increased return on invest-
ment. Auto-bidding is one of the critical components in this shift towards Al-driven optimization.
Auto-bidding agents determine a unique bid for each opportunity in real-time. This problem is one
of distributed, stochastic control in a partially observable, stochastic, non-stationary environment.
This type of environment is extremely difficult to develop complex algorithms for, and it demon-
strates our setting well in that there are a myriad of computational constraints that limit the type of
models that can be considered during online operation.

In this task, agents attempt to maximize the number of ad clicks they collect during a day by bidding
on queries (on which ads are shown). The set of queries which receive a bid are set by the advertiser’s
choice of bidded keywords. Agents are given a fixed daily budget to do this. They are charged
according to some black-box auction mechanism only if their ad is clicked. Agents must balance
between saving budget for future opportunities, and buying guaranteed ad space now. At each time
step, an auto-bidding agent has some information available like time of the query, details of the
ad text or bidded keyword, available budget, past spend, model-based estimate of how likely the
consumer is to click an ad, etc. This information is used as a state. Based on the state, the agent
takes an action (decides the bid) and gets feedback (if the ad was selected and/or clicked, and how
much the click costs). If the ad was clicked, the “available budget” feature in the state is updated.
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Transfer learning on Ads data
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Figure 4: FQE estimated rewards on the Ads data. Only the relative metrics are presented to hide
business-sensitive information. 10 different seed values are tried, and the average values are pre-
sented. Transfer (0.0, 1.0) outperforms the baseline, Transfer (1.0, 0.0), 7 times out of 10.

The budget constraint in this problem means that it cannot be modeled using contextual bandits (as
many Ads problems can), because the next state depends on the action taken. If the agent bids $10
given an available budget of $100, it can expect to have at least $90 to spend for the rest of the day.
This $90 is part of the state for the next step. If the agent bids $1 in the same situation, it may expect
to have at least $99 for the rest of the day. This rest-of-day budget constraint is a key part of the
state, as it restricts the trajectory of future states and actions thus, requiring an MDP formulation.

We have pulled query-level Ads data for 10 days and 8,000 advertisers (from a proprietary dataset).
The features that are available online and offline include (but not limited to) the time of the query,
a model-based estimate of how likely the consumer is to click an ad, remaining budget, and past
spend. The features that are only available offline are model-based embeddings of the query and
the bidded keywords as they require extensive computational resources. There are 881 features
available offline and 111 features available online. The main constraint limiting the types of models
and features used in the online setting is computation time, as the user who generated the query will
not accept a wait time of more than a fraction of a second before they want to see their search results.
We trained on 80% of the advertisers using the proposed TD3+BC transfer algorithm and evaluated
on the remaining 20% using the FQE (Le et al., 2019) algorithm.

In Figure 4, FQE estimates are normalized by the value estimate at the beginning of the first epoch
(before policies are trained), which is the same value for all settings (since before training all policies
are initialized as random with a fixed seed). We report the average normalized metrics across 10
seeds. Normalization is done to mask the identities of advertisers, which are business-sensitive.
Transfer (0.0, 1.0) tends to perform better than other models including the baseline (Transfer (1.0,
0.0),i.e. without transfer). Furthermore, out of 10 different seeds, Transfer (0.0, 1.0) outperforms
Transfer (1.0, 0.0) 7 times suggesting the applicability of incorporating transfer learning.

6 CONCLUSION

In this work, we address an open challenge in Offline RL. In the resource-constrained setting that is
motivated by real world applications, the features available during training offline may be different
than the limited features available online during deployment. We highlighted a performance gap be-
tween offline RL agents trained using only the online features and agents trained using all the offline
features. To bridge this gap, we proposed a student-teacher-based policy transfer learning approach.
The proposed algorithm improves over the baseline significantly even when the dataset quality is
lacking in the resource-constrained setting. The simplicity of the approach (with just one additional
hyperparameter) makes it easy to extend it to other offline RL algorithms. It would be interesting to
study other transfer learning approaches (e.g., policy transfer with other divergence regularizations
for stochastic policies) in the future. Moreover, we observe that the proposed approach benefits es-
pecially when the dataset quality is low which is often the case with real world datasets. Despite this,
the performance gap with the teacher is still high (in the low quality data regime) and this suggests
more tailored approaches are required.
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A ALGORITHM

Background of TD3+BC We discuss a simple way to extend an existing offline RL algorithm to
apply to the resource-constrained setting. TD3+BC (Fujimoto & Gu, 2021) is a recent offline RL
algorithm which shows that by adding an additional behavior cloning term to an existing online RL
algorithm TD3 (Fujimoto et al., 2018) (that learns a deterministic policy), it is possible to attain state-
of-the-art performance on the D4RL benchmark datasets (Fu et al., 2020). The policy evaluation
step in TD3+BC is the same as TD3 where the minimum of two () functions is used to reduce the
over-estimation bias of the value function. In the policy iteration step, the behavior cloning term
(m4(s) — a)? regularizes the policy to take actions similar to the actions observed in the dataset. The
policy iteration step is given by

o

- % Z(Sivai) 1Q(si, ai)|7

41 < arg mgXE {)\@Z_H (s, 77(5)) - (7T¢(S) - G)QL A

where « is a hyper-parameter.

Algorithm 1 Policy Transfer with TD3+BC

1: Given: offline dataset D with full feature observations, the weights 31, 82 s.t. 51 + B2 = 1
2: Given: policy update frequency d; weighted average parameter 7, noise parameter &

3: Train an offline RL agent using TD3+BC which outputs the teacher model 7 4ceacher

4: Initialize critic networks Qg, , @s, and an actor network 7y

5: Initialize target networks 0/1 «— 0, 9/2 — B, d), — .

6. fort=1,---,T do

7: Sample mini-batch of N transitions (s, a,r,s’) € D

8: Online features for this transition is given as (8, a,r, §)

9: @ < 7y (8') + min(max(e, —c), ¢) where € ~ N(0,5)
10 Y < 7+ ymini—1 2 Qg (8, a)

11: Update critics 6; +— arg ming, + Zf\il (y — Qo, (5, a))2

12: if t mod d == 0 then
1a: Update ¢ by deterministic policy gradient optimizing the objective

N
1 2 2
arg max - Z; AQoy (51,79 (32)) = B (mo(55) = @) = Ba(grner (1) = ma(51)) 1 3)

15: Update target networks:

16: 0, < 70, + (1 — 1)

17: o 1o+ (1—71)¢

18: end if

19: end for

B ATARI EXPERIMENT DETAILS

The architecture of N-DQN is given by [ [32,8,4], [64,4,2], [64,3,1], 5121, where
512 is the size of the final layer. We simulate the power constrained setting by varying the final
layer size as 256, 128, 64, thereby reducing the number of parameters of the network and hence the
memory and power usage.

The hyperparameters are different from the implementation of CQL (available at
https://github.com/aviralkumar2907/CQL). We use QR-DQN Dabney et al. (2018) to com-
pute the DQN loss using 32 quantiles. We use learning rate 6.25 x 10~ and used Adam optimizer
with € = 1/32 x 1072, The target update interval is set to 8000. The o in CQL loss is set to 1.0.
During evaluation, the agent follows an e greedy approach with e = 0.001.

We selected the value of 5 by choosing the value that resulted in the best performance on Qbert
and used it for the other environments. We did this separately for the N-DQN setting and the power
constrained setting (for final layer size=256). In particular, we use 8 = 0.8 for N-DQN (using 512
in final layer) and we use 8 = 0.95 for S-DQN (using 64, 128, 256).
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Figure 5: Simulation of high resolution and low resolution sensors.

During evaluation, the environment outputs pixelated images that are used by the Baseline and
Transfer agents. The pixelated images can be see as shown in Figure 5.

C MuJoCo EXPERIMENT DETAILS

We used the open source implementation of TD3+BC available at TD3+BC for our experiments.
We used the same network architectures, and all other hyperparameters in this implementation. We
also normalized the offline RL dataset using the procedure described in Fujimoto & Gu (2021).

Recent work (Fujimoto & Gu, 2021) highlighted the difficulty in comparing algorithmic contribu-
tions in Offline RL due to the high sensitivity of deep RL algorithms to implementation changes
(Engstrom et al., 2019; Furuta et al., 2021). It is even more crucial in offline RL because hyper-
parameter tuning by interacting with the environment defies the purpose of offline RL, and tuning
without environment access is not well understood (Paine et al., 2020). Therefore, to highlight our
algorithmic contributions, we adopt the base hyperparameters of TD3+BC for the baseline and the
proposed algorithm.

Privileged features
(observed offline)

Offline Data

Teacher

Limited features
(observed online)

| > >
Student Regular\za(ion< Loss

Gradients

Figure 6: Illustration of the proposed method

C.1 DATASET COLLECTION PROCEDURE: RC-D4RL

For the dataset collection using policies trained with limited features, we follow a similar protocol as
the D4RL data collection procedure (Fu et al., 2020). In the D4RL benchmark suite, offline datasets
with different difficulty levels are collected based on the exploration capacity of the data-collecting
policy or behavior policy. The difficulty levels are denoted as medium-replay, medium, medium-
expert and expert. For each combination (environment, difficulty, dimension, seed) in Table 1, we
train an expert policy by training a TD3 (Fujimoto et al., 2018) algorithm for 1 million timesteps
using the limited features, and using the base hyperparameters of the TD3 algorithm. We then train
the medium policy by training the TD3 algorithm until the agent reaches roughly half of the reward
achieved by the expert policy for this combination. These policies are deployed in the simulator and
the interactions are logged to generate the expert and medium datasets. Note that all the features are
logged in the datasets. The medium-replay data comprises of the environment interactions recorded
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during the training of the medium policy. The medium-expert dataset is the concatenation of the
medium and expert policies. Thus, we generate in total 240 * offline RL datasets. Note that we did
not perform hyperparameter tuning to compute the expert data collection policy and only used the
base hyperparameters used in the TD3 paper*. We can observe the variation in the quality of the
datasets with the dimensionality of online features and the difficulty from Table C.6 which reinforces
the need to evaluate the proposed algorithm with the RC-D4RL datasets.

C.2 EVALUATION

When reporting the performance of the algorithm, we assume online access to the gym MuJoCo sim-
ulator for evaluation. The agents are restricted to using the limited features (defined by the combi-
nation of the offline dataset used during training) to make a decision. Given a policy to evaluate, we
perform 10 different rollouts using this simulator with random initial states and compute the mean of
the cumulative rewards. We perform one round of evaluation of the policy (student or baseline) dur-
ing training at a fixed frequency. We take the average value of the last 10 evaluation rounds during
training and report the mean and the standard deviation of the score. Lastly, since we run multiple
trials (for each configuration), we compute the mean and standard deviation of the results of the three
random trials for the given configuration. In order to facilitate easier understanding and comparison
of the results across datasets and environments, we adopt the normalized score computation® (Fu
et al., 2020)

score - score of random policy

normalized score = 100 X ; - —.
score of expert online policy - score of random policy

C.3 DETAILED ANALYSIS

We designed our experimental analysis to answer the following questions.

* How does the improvement offered by the transfer algorithm vary with the dataset difficulty?
See Figures 7a and 8a.

* How does the improvement offered by the transfer algorithm vary with the number of offline
features that are left out of the online setting? See Figures 7b and 8b.

* We want to study how much performance is lost by not using the offline features (for the base-
line), and what part of that performance is recovered by using the transfer algorithm (Table 5).

Dataset Difficulty: From Figures 7a and 8a, we observe that majority of the performance gains
have been observed for the medium or medium-replay datasets. The expert and medium-expert
datasets consistently provided relatively lesser % improvement, and in some cases performed worse
than the baseline. The trend is consistent across the different environments (although it is more
significant for HalfCheetah-v2). With expert or medium-expert datasets, the coverage of the state-
action product space is narrow but of good quality. When training with limited features, the trained
policy can drift away from this distribution. Since the data distribution is narrow, it is difficult for
the trained policy to distinguish between unsafe state-action pairs from the safe state-action pairs.
Whereas for the datasets with poor quality (medium, medium-replay), the data distribution is wide.
The regularization from the teacher is stronger and also the agent can better discriminate unsafe
state-action pairs due to the good coverage of the data.

Reduced Feature Dimension: From Fig 8b, we observe that the performance gains with the pro-
posed algorithm follows an inverted "U” pattern where the performance gain is highest when the
reduced dimension is neither too less nor too large. When the reduced dimension is small, the online
and offline features might be less correlated and hence the transfer is not efficient. When the online
feature dimension is already high, the baseline has a decent performance and therefore the % per-
formance improvement over the baseline is limited. This trend is more pronounced for the results
on D4RL datasets but not very clear on the RC-D4RL datasets.

33 environments x 4 dimensions x 5 seeds x 4 difficulty levels.
“The expert data collection policy affects the quality of all the 4 difficulties.
SExpert online policy is a fully trained online SAC policy (Haarnoja et al., 2018)
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Figure 7: Results on RC-D4RL datasets.
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Figure 8: Results on D4RL datasets.

Difficulty Dimension Baseline Transfer Transfer % Recovered % Recovered

(0.5,0.5) (0.0,1.0) (0.5,0.5) (0.0,1.0)
medium-replay 9 -360% -257% -17.6% 10.3 % 18.4 %
medium-replay 11 -403% -288% -18.0% 11.5 % 22.3 %
medium-replay 13 -353% -278% -193 % 7.5 % 16.0 %
medium-replay 15 -215% -71.3 % -1.6 % 14.1 % 19.9 %
medium 9 -779% -634% -56.6% 14.5 % 21.4 %
medium 11 -67.1% -664% -60.5% 0.7 % 6.6 %
medium 13 -372% -36.6% -30.1 % 0.5 % 7.1 %
medium 15 -124% -5.7 % -4.3 % 6.7 % 8.1 %
medium-expert 9 432% -318% -375% 11.4 % 5.7 %
medium-expert 11 -436% -364% -333% 7.3 % 10.3 %
medium-expert 13 -263% -192% -16.1 % 7.1 % 10.2 %
medium-expert 15 3.6% -104% -123% -6.8 % -8.8 %
expert 9 -565% -565% -64.3 % 0.0 % -1.7 %
expert 11 -411% -393% -393% 1.8 % 1.8 %
expert 13 -155% -239% -35.6% -8.5% -20.1 %
expert 15 -63% -10.6% -192% -4.3 % -12.9 %

Table 5: We summarize the loss in performance by not using the offline features for the Baseline,
Transfer (0.5,0.5) and Transfer (0.0,1.0) as a percentage change over the Teacher score. We also
show the % of recovered performance by using the Transfer algorithm as compared to the Baseline
in the last two columns.

% of Teacher’s performance: Here, we present the analysis of the drop in performance by using
only online features (in the baseline) by measuring the percentage difference as compared to the
teacher model (trained using full offline features). As we can observe, the baseline consistently
under performs the teacher (as far as -70% in some cases). We also show the percentage drop in
performance of the proposed transfer method trained using the teacher and that the transfer approach
can recover some lost performance by not using the offline features. Interestingly, we observe that
for higher quality datasets, the improvement offered by the transfer approach is limited. Moreoever,
we observe that increasing the weight of the teacher has a positive impact on the performance (as
can also be seen for the Ads results and Atari results).
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Difficulty Dimension True-BC Predictive Transfer (0.0,1.0)
medium-replay 9 8.1 8.1 11.2
medium-replay 11 8.1 8.4 114
medium-replay 13 13.9 12.1 15.1
medium-replay 15 13.9 15.0 18.8
expert 9 13.1 9.9 6.0
expert 11 144 9.9 9.9
expert 13 24.8 242 18.3
expert 15 34.0 31.5 28.2

Table 6: Performance of True-BC and Predictive baseline on RC-D4RL HalfCheetah-v2 datasets

C.4 ADDITIONAL BASELINES
C.4.1 PURE BEHAVIOR CLONING TRANSFER (FROM TEACHER)

In addition to the TD3+BC baseline that we consider to evaluate in the online features case, we also
evaluate a pure behavior cloning algorithm that takes a teacher policy as input and learns to imitate
the teacher. The new policy is learnt by minimizing

argm(gn E;,~D |(Tteacher (5:) — 7T¢(§i))2 .

The policy 74 uses a similar architecture as the teacher, with the exception that the input number of
features is reduced due to the online features available.

We evaluate the algorithm on HalfCheetah environment in the RC-D4RL datasets, and summarize
the results in the following table. The training and evaluation procedure is similar as the main
experiments.

C.4.2 PREDICTIVE MODEL

We also consider an additional baseline that predicts the missing features (offline features) from the
available online features. We do this by first training an autoencoder that takes the online features
as input and predicts the offline features by minimizing the MSE loss between the predicted offline
features and the actual offline features. The trained autoencoder is than passed to the offline RL
algorithm (that is trained for deployment). During every step of training, the algorithm takes the
online features, predicts the offline features using the autoencoder and uses the predicted features as
the state observation. Similarly, during evaluation, the trained agent first predicts the features using
online features and uses them to take an action.

We evaluate the algorithm on HalfCheetah environment in the RC-D4RL datasets, and summarize
the results in the following table. The training and evaluation procedure is similar as the main
experiments.

C.4.3 RESULTS

We can observe from the results that the True BC agent is very effective in the expert dataset (which
is of high quality), whereas the proposed algorithm is effective in medium-replay dataset (which is
of low quality). Similar conclusions hold true for the predictive baseline (autoencoder). Although
the performance on the expert datasets is quite good for these baselines, real world datasets are often
a mixture of datasets from multiple policies and are often noisy. Although these algorithms provide
a strong starting point, they may not be quite useful in real applications.
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C.5 LEARNING CURVES

Figures 9, 10, 11 depict the learning curves during training in the RC-D4RL experiments.
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We present the summary of the RC-D4RL datasets.

19



Under review as a conference paper at ICLR 2022

Dataset Reduced Dim: 5 7 9 10
medium-replay 474 + 234 83.3 +41.0 186.0 £+ 76.1 207.3 £45.5
medium 588.1 & 351.5 754.4 £+ 339.0 900.0 = 285.5 1357.8 £423.6
medium-expert 660.6 £+ 335.7 936.7 +£395.1 13809 +=473.1 1929.7 £+ 469.3
expert 803.6 +£320.0 1196.9 +402.8 2399.0 &744.9 3068.5 +617.1

Table 7: Hopper environment: Average reward per trajectory

Dataset Reduced Dim: 9 11 13 15
medium-replay -77.5 + 1409 -31.6 1412 183.7 £+ 288.9 206.2 £+ 276.5
medium 612.8 +321.5 838.3 + 531.1 1389.1 4+ 637.9 1786.6 + 931.7
medium-expert  1013.2 £ 519.6 1450.2 + 873.8 2471.6 & 1073.3 3404.9 + 1803.1

expert

1413.5 £724.8

2062.2 £ 1233.0

3554.1 £ 1528.2

5023.2 £ 2682.1

Table 8: HalfCheetah environment: Average reward per trajectory

Dataset Reduced Dim: 9 11 13 15
medium-replay 19.8 £ 17.6 432 +£65.2 175.2 £ 131.6 269.7 £ 73.2
medium 307.2 + 106.2 446.8 + 182.9 797.8 £208.4 1071.0 = 188.5
medium-expert 424.1 £+ 128.8 650.0 £273.4 11733 +3674 17439 +3414
expert 691.9 +302.2 1039.5 +£507.4 1837.0 4+ 7354 3330.7 £ 685.7

Table 9: Walker2d environment: Average reward per trajectory

C.7 MORE ANALYSIS
Figures 12, 13, 14 illustrate the results of our experiments with RC-D4RL datsets. We plot the mean
normalized score and the error bars represent the standard deviation across the random seeds.

Tables 10, 11, 12 contain the results of the RC-D4RL experiments. 13, 14, 15 contain the results
of the DARL experiments. In both cases, we report the mean normalized score and the standard
deviation.
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Figure 12: RC-D4RL Hopper-v2 experiments summary. We plot the mean of the rewards and the
error bars represent the standard deviation across the 3 random seeds for a given dataset.
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Figure 13: RC-D4RL HalfCheetah-v2 experiments summary. We plot the mean of the rewards and
the error bars represent the standard deviation across the 3 random seeds for a given dataset.
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Figure 14: RC-D4RL Walker2d-v2 experiments summary. We plot the mean of the rewards and the
error bars represent the standard deviation across the 3 random seeds for a given dataset.
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Difficulty Dimension Baseline Transfer (0.5,0.5) Transfer (0.0,1.0)
5 55+19 134 +9.6 9.0+ 64
medium-replay 7 84+64 9.0 +6.2 129 +9.2
9 20.0 = 3.6 21.6 5.6 26.9 £9.5
10 2274+ 6.3 302+ 11.6 37.7 +£16.6
5 19.1 +10.5 15.0 +10.7 16.7 £ 11.6
medium 7 149 +11.6 12.6 £ 13.0 94495
9 31.0+8.5 3454+ 14.2 45.5 +21.8
10 48.0 + 21.1 51.1 £244 50.9 +25.3
5 233+ 10.6 24.2 + 8.6 19.0 £ 10.0
medium-expert 7 20.1 £ 18.0 25.8 +21.6 25.1+17.3
9 52.5 +24.6 619 +294 57.0 £ 34.5
10 67.4 +21.8 75.8 +£27.2 74.7 + 23.8
5 19.2 £ 12.1 215 +12.2 20.5 + 12.7
expert 7 260 +£17.5 25.1+18.4 24.8 +£19.0
9 69.1 +16.3 83.2 4+ 12.7 86.6 +17.8
10 60.8 + 34.5 62.2 +32.7 49.2 +29.6
Table 10: Results on RC-D4RL Hopper-v2 dataset
Difficulty Dimension Baseline Transfer (0.5,0.5) Transfer (0.0,1.0)
9 87+15 10.1 +£2.0 11.2 +2.38
medium-replay 11 8.31+48 9.9 +4.8 114 +50
13 12.1 +4.6 13.5+4.7 151 +53
15 150+7.6 177+ 7.1 18.8 +6.9
9 32+4.7 53+£54 63 6.5
medium 11 50+42 51+£54 6.0 5.6
13 11.5+7.7 11.6 £ 9.6 12.8 +10.6
15 183+ 8.4 19.7 + 8.7 20.0 +9.7
9 10.0 = 6.1 12.0 +5.7 11.0+£73
medium-expert 11 93+55 10.5 £ 6.1 11.0 =63
13 18.8 £ 11.5 20.6 + 13.1 214 +14.2
15 29.7 +11.7 27.6 £14.9 27.0+15.5
9 73 £72 7.3 +£8.0 6.0 £8.9
expert 11 96+54 99 +6.2 99 +6.3
13 24.0 +£114 21.6 £ 13.5 183+ 16.4
15 32,7 +13.5 31.2+ 12.6 28.2 +12.7
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Difficulty Dimension Baseline  Transfer (0.5,0.5) Transfer (0.0,1.0)

9 08+1.5 1.8+25 41 +54

medium-replay 11 22 +3.1 1.4+2.6 1.9 +3.7
13 8.5+78 13.0+ 124 149 + 155

15 18.7+ 7.1 22.9 +10.3 298 +12.6

9 56 £1.6 71 +4.6 6.5+34

medium 11 8.1 +3.0 6.6 £4.0 72+4.1

13 158+ 11.7 16.2 + 14.8 175 +17.8

15 322 +8.1 40.0 +12.8 44.8 +16.2

9 79+35 8.9+5.1 10.6 +5.7

medium-expert 11 6.5+6.9 8.7+64 114 +8.5
13 36.1 £24.1 46.2 + 26.1 512 £274

15 65.0+18.3 71.6 £ 15.9 783 £17.0

9 113+73 129 +69 11.34+£73

expert 11 128 £ 5.6 13.7+7.6 14.1 +7.0

13 4274229 51.2 +£23.7 52.6 +25.0

15 54.1+363 62.0 +384 59.9 +29.6

Table 12: Results on RC-D4RL Walker2d-v2 dataset

Difficulty Dimension Baseline Transfer (0.5,0.5) Transfer (0.0,1.0)
5 6.3+33 8.0+42 82 +44
medium-replay 7 147 + 4.5 19.0 4.9 20.3 +6.9
9 293+ 3.0 30.6 + 2.1 309 +2.7
10 315+ 1.0 323 +1.2 31.1 £0.7
5 10.6 + 3.6 84+23 6.5+ 1.7
medium 7 29.6 7.0 3554+ 19.1 50.4 + 30.7
9 434 £ 12.7 73.0+17.1 88.6 + 18.5
10 66.9 + 28.7 87.6 £ 18.3 99.6 + 0.5
5 6.6 +£2.8 7.5+34 8.2 +3.0
medium-expert 7 292+ 154 35.5 +£22.0 43.0 +26.5
9 85.6 £29.0 104.6 +7.3 101.2 £5.3
10 107.9 £ 3.3 111.0 + 1.3 109.0 £ 2.2
5 91 +£22 7.4 +£0.7 8.1+1.6
expert 7 469 +33.6 38.1 +37.6 33.1 £33.3
9 615 +50.6 58.9 +42.5 60.4 £+ 39.7
10 70.8 £55.5 91.0 £ 46.6 92.0 +444

Table 13: Results on D4RL Hopper-v0 dataset
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Difficulty Dimension Baseline Transfer (0.5,0.5) Transfer (0.0,1.0)

9 26.5+5.38 294 +5.38 30.0 +6.3
medium-replay 11 33.1+5.6 354+45 36.1 +44
13 32.0+ 8.9 35.7 +6.8 356 + 6.7

15 38.9+£2.0 410+ 1.2 41.6 + 1.3

9 33.5+4.1 356 +3.8 37.3 +3.5
medium 11 36.1 £2.5 39.1+ 0.9 40.5 +1.2
13 369+ 2.0 393+ 14 40.8 +1.2

15 402 +1.2 4154+ 1.0 42.5 +0.7
9 14.7 + 8.6 13.1 £ 8.0 119+59

medium-expert 11 214 +£5.5 19.6 + 4.9 187+ 2.7
13 253 +£149 253+ 13.8 253+ 14.8
15 40.8 +8.4 379 £ 129 31.1+ 64
9 6.2 +2.0 6.6 +2.8 6.7 +29

expert 11 8.8+6.5 9.1+7.6 12.8 + 10.5

13 24.5 +25.7 25.0 +29.8 24.7 + 28.8
15 594 +22.1 554 £25.0 52.8 £23.0

Table 14: Results on D4RL HalfCheetah-v0 dataset

Difficulty Dimension Baseline Transfer (0.5,0.5) Transfer (0.0,1.0)

9 23420 3.7+4.7 74 +3.6

medium-replay 11 30+44 52+44 83 +£43
13 69+ 1.6 102 +£34 125 +£3.5

15 11.2+27 10.0 +5.8 16.0 + 3.7

9 8.8+£55 115 £55 10.7 £ 4.2

medium 11 12.8 £ 6.0 20.3 +8.9 17.1 £8.3

13 259 +13.1 37.0 + 14.1 35.1 £204

15 50.5+12.8 579 £ 15.1 67.3 +124

9 7.1+4.1 10.1 £ 6.2 154 +9.9

medium-expert 11 15.8 £ 8.0 24.6 £5.1 37.5 +20.7
13 395+174 50.6 + 27.8 674 +14.7

15 89.1 £9.6 95.1 +14.7 96.9 + 104

9 11.3+83 11.1 £ 6.7 13.8 + 8.1

expert 11 21.9 £ 8.6 30.1 £ 10.5 30.2 +13.3

13 489 +27.3 60.4 +25.1 61.1 +28.8

15 934483 95.6 + 9.1 96.5 + 7.8

Table 15: Results on D4RL Walker2d-vO dataset
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