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ABSTRACT

Deep neural networks have demonstrated remarkable performance across various
domains. However, they are vulnerable to adversarial examples, which can lead to
erroneous predictions. Generative Adversarial Networks (GANs) can leverage the
generators and discriminators model to quickly produce high-quality adversarial
examples. Since both modules train in a competitive and simultaneous manner,
GAN-based algorithms like AdvGAN can generate adversarial examples with
better transferability compared to traditional methods. However, the generation of
perturbations is usually limited to a single iteration, preventing these examples from
fully exploiting the potential of the methods. To tackle this issue, we introduce a
novel approach named Progressive Auto-Regression AdvGAN (PAR-AdvGAN). It
incorporates an auto-regressive iteration mechanism within a progressive gener-
ation network to craft adversarial examples with enhanced attack capability. We
thoroughly evaluate our PAR-AdvGAN method with a large-scale experiment,
demonstrating its superior performance over various state-of-the-art black-box
adversarial attacks, as well as the original AdvGAN. Moreover, PAR-AdvGAN
significantly accelerates the adversarial example generation, i.e., achieving the
speeds of up to 335.5 frames per second on Inception-v3 model, outperform-
ing the gradient-based transferable attack algorithms. Our code is available at:
https://anonymous.4open.science/r/PAR-01BF/

1 INTRODUCTION

Deep neural networks (DNNs) are widely used in different real-world applications, i.e., image
classification (Li et al., 2020), emotional analysis (Qiang et al., 2020), and item recommendations (Pan
et al., 2020). DNNs demonstrate human-surpassed performance when properly trained. However,
DNNs can be vulnerable to adversarial examples crafted by attackers (Szegedy et al., 2013; Ma et al.,
2021; Deng et al., 2020), which is a concern in safety-critical scenarios. Thus, a practical approach
is to develop effective attack algorithms that can assess the robustness of DNNs against adversarial
attacks at an early stage, ultimately enhancing model safety.

Currently, both white-box and black-box attack algorithms, such as gradient-based methods like
FGSM (Goodfellow et al., 2014b), NAA (Zhang et al., 2022), SSA (Long et al., 2022), and
optimization-based approaches such as PGD (Madry et al., 2017) and C&W (Carlini & Wagner, 2017),
require continuous computation of the model’s gradient information throughout the attack process.
However, they all require extensive running time. Generative Adversarial Networks (GANs) (Goodfel-
low et al., 2014a) have demonstrated promising results for realistic sample generation by leveraging
both generator and discriminator for training (Karras et al., 2021; Chang et al., 2022; Haidar &
Rezagholizadeh, 2019; Croce et al., 2020). While the generator constructs high-quality examples,
a discriminator learn to distinguish the original and generated examples. Furthermore, once the
generator is trained, there will be no additional gradient computation for input examples.

As an early GAN-based model, AdvGAN incorporates a perturbation, denoted as G(x), into the
original image instance x for attack (Xiao et al., 2018). AdvGAN aims to obtain the manipulated
image x + G(x) from the original instance x through the discriminator. To achieve high attack
success rates in both white-box and black-box attacks, AdvGAN introduces an adversarial loss on top
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of GANs loss, ensuring the adversarial image is generated in a direction more effective for adversarial
attacks. Additionally, it employs hinge loss to limit perturbation range, thereby preventing significant
deviations between the adversarial and original images. Subsequently, AdvGAN++ (Jandial et al.,
2019) further enhances the attack success rate by utilizing latent features instead of input image
instances x. It optimizes the latent features during adversarial examples generation.

However, GAN-based methods suffer from several challenges. Both AdvGAN and AdvGAN++
generate perturbations in a single iteration, which limits their control over these perturbations. We
observe the reason may be the generator continuously increases the perturbations during the iterative
process (as illustrated in the Appendix A.1). This may not be effective against adversarial defenses
and impacts the attack capability. It is critical since the goal is to maximize attack effectiveness with
minimal perturbation. Furthermore, the transferability performance of such attacks is concerning,
especially since internal model information is typically unavailable in real-world scenarios.

Inspired by recent works that utilise auto-regressive properties to generate realistic images or
text (Chang et al., 2022; Yoon et al., 2019; Ni et al., 2020), we propose a novel GAN-based al-
gorithm, Progressive Auto-Regression AdvGAN (PAR-AdvGAN) to generate adversarial examples
with enhanced transferability. PAR-AdvGAN employs a progressive, auto-regressive iterative method
to effectively capture the specific structures of input examples. This process gradually generates more
diverse and realistic adversarial examples. Specifically, at time step t, we combine the input examples
xt−1
adv from time step t− 1 with the initial examples x0 to generate the perturbation G(xt−1

adv , x0) at
time step t. Consequently, the manipulated examples shifts from x+G(x) in the original AdvGAN
to xt−1

adv +G(xt−1
adv , x0) in PAR-AdvGAN.

To achieve optimal performance with minimal perturbation, we propose Lp loss to limit the perturba-
tion range during iteration, thereby ensuring that the adversarial examples remain imperceptible to
human. Furthermore, to enhance the quality of adversarial examples and mitigate potential distortions
and significant noise during the generation process, we introduce Ld loss, imposing a stringent
constraint between the final adversarial examples xt and initial examples x0. Finally, by indepen-
dently optimising the generator and discriminator during training, we fine-tune the parameters of
PAR-AdvGAN for more effective adversarial examples. Notably, owing to the high stealth and robust
generalization capabilities, non-targeted adversarial attacks subject models to more rigorous evalua-
tions and reveal more subtle vulnerabilities. Thus, we primarily focus on non-targeted adversarial
attacks. We summarise the contributions as follows:

• We empirically study the limited transferability of adversarial examples generated by existing
GAN-based algorithms. To address this, we explore the use of progressive generator network
to enhance transferability.

• We propose an auto-regression iterative method and provide theoretical analysis on formu-
lating Lp and Ld loss to ensure minimal distortions in the adversarial samples.

• Extensive experiments demonstrate that our PAR-AdvGAN significantly outperforms other
methods, achieving highest attack success rates. Moreover, it outperforms traditional
gradient-based transferable attack algorithms in both transferability and attack speed. We
release the code of PAR-AdvGAN for future research development.

2 RELATED WORK

2.1 ADVERSARIAL ATTACKS

While numerous adversarial algorithms are dedicated to generating high-quality and robust adversarial
samples, gradient-based attack algorithms constitute a main type. FGSM (Goodfellow et al., 2014b)
was the first to utilise the model’s gradients, which adds a small perturbation to the input data in the
direction of the gradient, thereby maximising the loss function through gradient ascent to achieve
optimal attack performance. MI-FGSM (Dong et al., 2018) incorporates a momentum factor in each
iteration to mitigate the impact of local optima on the attack success rate. TI-FGSM (Dong et al.,
2019) employs shifted images to calculate the input gradient, a process that involves convolving the
original image’s input gradient with a kernel matrix.

Other adversarial attack algorithms, such as PGD (Madry et al., 2017), project samples onto suitable
attack directions and limit the size of perturbations to generate robust adversarial examples. C&W
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method minimises the attack’s objective function to optimise the generation process (Carlini &
Wagner, 2017). AdvGAN (Xiao et al., 2018) employs an adversarial training process between the
generator and discriminator. This process bolsters the generator’s ability to produce adversarial
samples, making them challenging for the discriminator to distinguish from genuine data. Besides
attack purpose, we also note some other iterative training methods for GANs, such as the Progressive
GAN (Karras et al., 2017) which divides the Generator into several layers, with each layer undergoing
individual training. In our approach, we consider an auto-regression methods, where each subsequent
generation is based on the results of previous step. Although auto-regression GAN has been improved
for continuous generation tasks, all we need is the attack result of the last state, so we need to redesign
it for this situation.

2.2 ADVERSARIAL DEFENSES

Adversarial defense represents an effective approach to mitigate the impact of attacks on DNNs.
Commonly used adversarial defense techniques include denoising and adversarial training. The
denoising technique employs preprocessing mechanisms to filter out adversarial examples, thereby
preventing the poisoning of training data and reducing the likelihood of subsequent attacks on the
model. Other notable works include HRGD (Liao et al., 2018), R&P (Xie et al., 2017) and so
on (Dziugaite et al., 2016; Cohen et al., 2019).

Adversarial training enhances model robustness by incorporating adversarial examples into the
training process. Ensemble adversarial training (Hang et al., 2020) works by decoupling the target
model from adversarial examples generated by other black-box models, thereby defending against
transferable attacks. To enhance the robustness of our algorithm against adversarial defenses, we
validated the attack effectiveness of PAR-AdvGAN on the target model subjected to ensemble
adversarial training.

3 METHODOLOGY

In this section, we first provide the problem definition of adversarial attacks. Then, we discuss the issue
of perturbation escalation in AdvGAN and propose three strategies to optimise the generator, aiming
to generate highly transferable adversarial samples. Finally, we provide a detailed implementation for
the proposed PAR-AdvGAN method.

3.1 PROBLEM DEFINITION OF ADVERSARIAL ATTACKS

Consider a clean data distribution pdata in which benign samples are represented by X ⊆ pdata.
In an untargeted attack, the network f is misled by the manipulated sample xadv. For the original
sample x ∈ X , with the original label denoted as m, the adversarial goal can be defined as:

f(xadv) ̸= m (1)

∥xadv − x∥n ≤ ϵ (2)
where ∥·∥n represents the n-order norm (e.g., L2 norm), and ϵ denotes the maximum perturbation.

3.2 PERTURBATION ESCALATION IN ADVGAN

AdvGAN adopts a non-repetitive iterative approach to improve attack performance. However, as
iterations progress, the perturbation magnitude of the adversarial example increases rapidly. This
issue arises because it treats each iterated example as an independent instance, neglecting its relation
to the initial sample x0. Additionally, AdvGAN fails to impose constraints on the distance between
the generated samples and the initial samples. This suggests that the perturbations generated in each
iteration will have significant magnitudes. To address this issue, we introduce three propositions:

Proposition 1 The generator should obtain information about the original sample x0.

Proposition 2 To train the generative model, the inputs to the generator should include a significant
number of non-initial samples, particularly those encountered during the adversarial process.

Proposition 3 The generator should enforce constraints on the distance between adversarial samples
and the initial sample x0 throughout the iterative progress.
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Algorithm 1 Progressive Auto-Regression AdvGAN (PAR-AdvGAN)
Input: iteration number T , batch size n, progressive generator G, discriminator D, target network

N , corresponding label m, learning rate η1, η2, weight hyper-parameter λ1, λ2, λ3

Output: θD, θG
1: for i in (range) epoch do
2: Sample a mini-batch of n examples

x = {x(1), ..., x(n)};
3: x0 = x
4: for t = 1, ..., T do
5: Pt = G(xt−1

adv , x0), here x0
adv = x0

6: xt
adv = clip(xt−1

adv + Pt)
7: for k = 1, ..., Sd do
8: gθD = ∇θDLD

9: Update the discriminator by descending its stochastic gradient Sd times:
10: θD = θD − η1 · gθD
11: end for
12: for k = 1, ..., Sg do
13: Ladv = −Cross Entropy(xt

adv,m)
14: Lp = ∥Pt∥2
15: Ld = ∥xt

adv − x0∥2
16: LG = (1−D(xt

adv))
2

17: gθG = ∇θG(LG + λ1Lp + λ2Ld + λ3Ladv)
18: Update the generator by descending its stochastic gradient Sg times:
19: θG = θG − η2 · gθG
20: end for
21: end for
22: end for
23: return θD, θG

3.3 PROGRESSIVE AUTO-REGRESSION ADVGAN

In this section, we first introduce the solutions for three propositions, namely progressive generator
network, auto-regression iterative method, and generator constraints. Next, we explain the training
processes for both the discriminator and the generator. Finally, as shown in Algorithm. 1, we provided
the pseudo-code for the PAR-AdvGAN approach.

3.3.1 PROGRESSIVE GENERATOR NETWORK

For Proposition 1, we adjust the generator to include initial example x0 as an input, resulting in a
revised generator G(xt

adv, x0). To do this, we expand the channel dimension of the generator’s first
layer, and employ a concat operator to merge xt

adv and x0 along the channel dimension. This design
enables the generator to leverage information from both the current adversarial example xt

adv and
initial input x0, thus facilitating the generation of incremental adversarial perturbations during the
iterative process (refer to line 5 in Alg. 1).

3.3.2 AUTO-REGRESSION ITERATIVE METHOD

In Proposition 2, during each training iteration, we utilise a hyperparameter T to regulate the number
of interactions for xt

adv instances (refer to line 4). We iteratively generate xt
adv by adding perturbations

G(xt−1
adv , x0) to the preceding xt−1

adv (see line 6), then use the resulting gradient progression to update
and train the generator.

▽θ =
∂Ladv

∂x+G(x)
· ∂x+G(x)

∂G(x)︸ ︷︷ ︸
1

·∂G(x)

∂θ
(3)

To better understand the auto-regression iterative progress, we decompose ▽θ in Eq. 3. Here, ∂x+G(x)
∂G(x)

equals 1, so it can be omitted (See Appendix A.3 for detailed proof). Following this, we further
explore the relationship between ∂G(x)

∂θ and ∂Ladv

∂x+G(x) . Thus, ∂G(x)
∂θ represents the degree of change

in G(x) with respect to changing in θ. ∂Ladv

∂x+G(x) can be interpreted as the degree of change in Ladv
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when changing x+G(x). Therefore, we can interpret the gradient ascent process of the parameter
θ as a modification of θ to drive x + G(x) able to obtain a better adversarial effect. At this point,
to enable G to iteratively generate perturbations, we will replace x with xt

adv. This transforms the
first part of Eq. 3 into ∂Ladv

∂xt
adv+G(xt

adv)
, indicating that G continues to generate perturbations based on

xt
adv .

Given a network N that accurately maps image x sampled from the distribution pdata to its corre-
sponding label m. The adversarial sample xt

adv at time t can be expressed as:

Pt = G(xt−1
adv , x0) (4)

xt
adv = clip(xt−1

adv + Pt) (5)

such that
N(xt

adv) ̸= m (6)

Here, Pt is the perturbation at time t, thus we have x1
adv = x0 + P1. And G(·, x0) is the progressive

generator network.

Training of the Discriminator We train the discriminator to accurately distinguish adversarial
samples generated by the progressive generator and actual samples from the data distribution pdata.
Specifically, we fix the parameters related to the progressive generator and trained the discriminator
Sd times (line 7). The loss function LD can be written as:

LD = (1−D(x))2 +D(xt
adv)

2 (7)

It is worth noting that we did not choose to calculate LD in the form of log(1−D(x)) as in AdvGAN.
This is because we find that the gradient of log(1−D(x)) for D will be very large and not smooth
when D(x) is close to 1, and gradient explosion will occur during iteration. We employ a squared
form in the Eq. 10 to help mitigate this issue.

Hence, the gradient of the discriminator with respect to the parameters θD can be expressed using
Eq. 8 (line 8):

gθD = ∇θDLD (8)

By updating θD through gradient descent, we finally obtain the optimal parameters for the discrimi-
nator (line 9-10):

θD = θD − η1 · gθD (9)

Here η1 is the learning rate in discriminator training.

Constraints on the Generator We propose the use of Ladv to measure whether the adversarial
samples are generated in a direction more conducive to the attack (refer to line 13).

Ladv = −Cross Entropy(xt
adv,m) (10)

It is worth noting that, in untargeted attacks, a larger value of Cross Entropy(xt
adv,m) indicates a

more effective adversarial example. Consequently, to enhance the adversarial nature of xt
adv during

gradient descent on Ladv , we prepend a negative sign to Cross Entropy(xt
adv,m). It is also feasible

to replace Cross Entropy with the loss function used in C&W (Carlini & Wagner, 2017).

To prevent the issue of perturbation explosion in the auto-regression iterative process, we introduce
Lp to constrain the magnitude of perturbation (refer to line 14), where ∥·∥2 stands for the l2 norm:

Lp = ∥Pt∥2 =
∥∥G(xt−1

adv , x0)
∥∥
2

(11)

To fulfill Proposition 3, we introduce an additional loss function Ld that enforces the generated
adversarial examples to remain close to the initial example. This constraint ensures that the iterative
progress of generating adversarial perturbations does not deviate significantly from the original input,
thus maintaining the adversarial samples’ proximity to the initial data (see line 15).

Ld =
∥∥xt

adv − x0

∥∥
2

(12)
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Training of the Progressive Generator We train the progressive generator to generate adversarial
samples with high transferability and low distortions from original samples while attacking the target
neural network N . Specifically, we fixed the parameters related to the discriminator and trained the
progressive generator Sg times (refer to line 12).

As shown in Eq. 14, we computed the gradient of the progressive generator with respect to the
parameters θG (line 16):

LG = (1−D(xt
adv))

2 (13)

gθG = ∇θG(LG + λ1Lp + λ2Ld + λ3Ladv) (14)

Note that LG is the loss function to deceive the discriminator and λ1, λ2, λ3 are the weight hyper-
parameters that control the balance between loss functions. By updating θG through gradient descent,
we ultimately obtain the optimal parameters for the progressive generator (line 17-18):

θG = θG − η2 · gθG (15)

Here η2 is the learning rate in discriminator training.

4 EXPERIMENTS

In this section, we present the experiments conducted to evaluate the performance of our method. To
guide the analysis, we address the following research questions.

• What is the attack success rate of PAR-AdvGAN compared to the baseline AdvGAN? (RQ1)

• How does PAR-AdvGAN’s performance in attack transferability and attack speed compare
to state-of-the-art methods in adversarial attacks? Is it effective? (RQ2)

• Why does PAR-AdvGAN work effectively? (RQ3)

4.1 EXPERIMENT SETUP

4.1.1 DATASET AND MODELS

We conducted the experiments on the ImageNet-compatible dataset consisting of 1000 images with
a resolution of 299×299×3 (Papernot et al., 2018) 1. The dataset generation process follows the
literature (Dong et al., 2018; 2019; Gao et al., 2021; 2020)

Here we refer to the typical and state-of-the-art transferable adversarial attack methods (Xiao et al.,
2018; Xie et al., 2019; Dong et al., 2019; 2018; Lin et al., 2019; Zhang et al., 2022). To ensure
experiment fairness, we selected representative models from two types: normally-trained and defense-
trained models. The normally trained models include Inceptionv3 (Inc-v3) (Szegedy et al., 2016),
Inception-v4 (Inc-v4) (Szegedy et al., 2017), Inception-ResNet-v2 (IncRes-v2) (Szegedy et al., 2017),
ResNet-v2-50 (Res-50) (He et al., 2016a;b), ResNet-v2-101 (Res-101) (He et al., 2016a;b), and
ResNet-v2-152 (Res-152) (He et al., 2016a;b). As for the defense-trained models through ensemble
adversarial training, we selected Inc-v3ens3 (Tramèr et al., 2017), Inc-v3ens4 (Tramèr et al., 2017),
and IncResv2ens (Tramèr et al., 2017).

4.1.2 BASELINE METHODS

We employ the original AdvGAN (Xiao et al., 2018) algorithm as our baseline to validate the
transferability performance by incorporating self-regressive iteration in PAR-AdvGAN. Meanwhile, to
evaluate our proposed PAR-AdvGAN, we selected seven state-of-the-art black-box adversarial attack
methods as our competitive baselines, including FGSM (Goodfellow et al., 2014b), BIM (Kurakin
et al., 2018), PGD (Madry et al., 2017), DI-FGSM (Xie et al., 2019), TI-FGSM (Dong et al., 2019),
MI-FGSM (Dong et al., 2018), and SINI-FGSM (Lin et al., 2019).

1https://github.com/cleverhans-lab/cleverhans/tree/master/cleverhans_v3.
1.0/examples/nips17_adversarial_competition/dataset

6

https://github.com/cleverhans-lab/cleverhans/tree/master/cleverhans_v3.1.0/examples/nips17_adversarial_competition/dataset
https://github.com/cleverhans-lab/cleverhans/tree/master/cleverhans_v3.1.0/examples/nips17_adversarial_competition/dataset


324
325
326
327
328
329
330
331
332
333
334
335
336
337
338
339
340
341
342
343
344
345
346
347
348
349
350
351
352
353
354
355
356
357
358
359
360
361
362
363
364
365
366
367
368
369
370
371
372
373
374
375
376
377

Under review as a conference paper at ICLR 2025

4.1.3 PARAMETER SETTINGS

All experiments in this study are conducted using the Nvidia RTX 6000 Ada 48GB. In all experiments,
we set the following fixed parameters for each algorithm according to the settings in Kim (2020). For
AdvGAN and PAR-AdvGAN, the training epochs are set to 60. The initial learning rate for both the
Generator and Discriminator is set to 0.001, which is then reduced to 0.0001 at the 50th epoch. For
DI-FGSM, we set the decay to 0, the resize rate to 0.9, and the diversity prob to 0.5. For TI-FGSM,
decay is set to 0, kernel name is set to ”gaussian,” len kernel is set to 15, resize rate is set to 0.9, and
the diversity prob is set to 0.5. For MI-FGSM, decay is set to 1. For SINI-FGSM, decay is set to 1,
and m is set to 5.

4.1.4 METRICS

Attack success rate (ASR) is a metric to evaluate the transferability of attacks. It quantifies the
average proportion of mislabeled samples among all generated samples after the attack. Thus, a
higher attack success rate signifies better transferability. Additionally, we use Frames Per Second
(FPS) to assess the attack speed. Another crucial measure, the perturbation rate, is utilised to ensure
that the adversarial images do not largely diverge from the original images in visual perception. A
low value of this rate suggests that the adversarial examples maintain close visual fidelity to their
originals. Detailed formulas are in the Appendix A.4.

4.2 RQ1: ATTACKING PERFORMANCE

As shown in Table. 1, we compare the attack success rates of the original AdvGAN and our proposed
PAR-AdvGAN at three different perturbation rates of 8, 9, and 10. The comparisons are conducted
using Inc-v3 and Inc-v4 as surrogate models and attacks are lunched on IncRes-v2. The results
indicate that in most cases, our algorithm outperforms AdvGAN in terms of attack success rate.

Table 1: ASR (%) of AdvGAN and PAR-AdvGAN
on IncRes-v2. The adversarial examples are
crafted on Inc-v3 and Inc-v4.

Model Attack IncRes-v2

Inc-v3 AdvGAN 13.9/38.9/43.2
PAR-AdvGAN 27.1/35.2/41.4

Inc-v4 AdvGAN 6.1/9.6/15.9
PAR-AdvGAN 21.4/30.8/34.7

We can see that compared to the most represen-
tative AdvGAN algorithm, PAR-AdvGAN has
made significant improvements for attacking per-
formance at a low perturbation rate. Specifically,
similar to AdvGAN, PAR-AdvGAN, as a gen-
erative model, does not require additional gra-
dient calculations based on different input data
after training the generator. Compared to tra-
ditional gradient-based black-box transferable
attack methods, it possesses faster attack speed.
Therefore, we consider the PAR-AdvGAN algo-
rithm feasible and suitable for attack scenarios
that demand high transferability and fast generation of adversarial samples.

4.3 EFFECTIVENESS EXPERIMENT FOR RQ2: TRANSFERABILITY AND ATTACK SPEED

To validate the transferability and attack speed of PAR-AdvGAN compared to other SOTA methods,
we conduct the experiments using various attack methods on Inc-v3, Inc-v4, and IncRes-v2 as source
models to generate adversarial samples. We then conduct transferable attacks on different target
models and use ASR and FPS as the main metrics, to validate the effectiveness of our algorithm.

Table 2: The attack success rates (%) on four undefended models and three adversarial trained models
by various transferable adversarial attacks. The adversarial examples are crafted on Inc-v3. The best
results are in bold.

Model Attack Perturbation Inc-v4 Res-50 Res-101 Res-152 Inc-v3ens3 Inc-v3ens4 IncResv2ens mASR

Inc-v3

AdvGAN 8.41/9.88/10.26 32.9/61.9/65.9 42.6/77.7/82.8 47.8/75.3/83.1 38.8/66.6/72.8 15.1/44.0/52.5 30.2/54.5/63.0 9.9/25.7/26.5 31.04/57.95/63.80
PAR-AdvGAN 8.29/9.27/9.95 53.7/63.1/68.4 74.8/85.0/89.8 79.3/86.2/89.5 68.2/78.0/82.5 39.4/53.5/63.8 45.7/60.8/69.4 28.0/39.0/46.5 55.58/66.51/72.84

FGSM 8.79/9.74/10.69 26.2/28.0/30.3 26.2/29.0/30.6 23.3/25.8/27.6 22.8/24.1/27.0 13.8/14.5/15.5 14.0/14.3/14.3 6.0/6.1/6.1 18.9/20.25/21.62
BIM 8.46/9.50/9.96 47.6/52.2/56.6 42.1/45.8/48.5 36.7/40.6/42.9 35.6/39.2/39.3 14.4/16.0/15.8 14.1/14.6/14.5 8.5/8.1/8.4 28.42/30.92/32.28
PGD 8.76/9.79/10.35 44.6/46.2/50.2 38.6/40.7/43.5 33.1/35.5/37.3 28.9/34.5/35.8 12.4/14.2/14.4 12.4/13.3/13.1 6.8/7.4/7.7 25.25/27.40/28.85

DI-FGSM 8.51/9.56/10.02 66.0/70.0/70.9 54.0/60.0/61.4 50.7/55.1/55.2 49.3/53.7/52.7 19.1/19.6/20.0 18.4/20.4/19.1 10.5/11.0/11.0 38.28/41.40/41.47
TI-FGSM 8.60/9.65/10.10 52.4/55.3/56.5 39.7/45.2/45.2 34.4/39.9/41.1 34.8/39.0/43.1 31.6/34.8/35.3 34.1/37.7/39.2 21.4/25.9/25.8 35.48/39.68/40.88
MI-FGSM 8.98/9.77/10.55 44.5/47.9/51.4 39.9/41.7/45.1 36.5/38.8/41.0 34.3/37.8/38.9 16.3/17.1/16.8 15.6/14.9/16.2 6.5/7.7/7.4 27.65/29.41/30.97

SINI-FGSM 8.99/9.77/10.55 56.0/59.7/64.2 53.8/58.0/62.5 47.2/51.1/55.2 45.6/50.7/53.8 24.6/24.4/26.4 23.9/23.8/25.9 11.0/12.0/12.6 37.44/39.95/42.94
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Table 3: The attack success rates (%) on four undefended models and three adversarial trained models
by various transferable adversarial attacks. The adversarial examples are crafted on Inc-v4. The best
results are in bold.

Model Attack Perturbation Inc-v3 Res-50 Res-101 Res-152 Inc-v3ens3 Inc-v3ens4 IncResv2ens mASR

Inc-v4

AdvGAN 9.64/11.67/12.11 55.6/75.9/59.1 48.6/77.5/70.6 54.4/74.8/69.5 40.4/67.0/58.4 13.4/26.5/24.4 20.3/54.6/43.0 16.0/25.7/21.1 35.52/57.42/49.44
PAR-AdvGAN 9.55/11.05/11.60 72.9/85.6/87.8 66.1/79.6/85.0 73.7/86.4/89.8 55.7/69.2/74.8 13.0/17.4/20.2 35.0/50.9/58.2 15.7/25.6/30.2 47.44/59.24/63.71

FGSM 9.74/11.64/12.58 28.4/31.9/32.9 23.7/26.3/28.4 21.1/24.2/25.4 20.6/24.3/25.6 13.1/13.2/13.4 10.9/11.7/12.3 5.9/6.6/6.8 17.67/19.74/20.68
BIM 9.98/11.46/11.91 60.1/62.5/62.4 42.5/45.8/46.2 38.9/40.2/41.0 34.7/39.8/39.8 13.9/15.7/16.1 13.5/15.7/14.8 9.3/10.9/9.6 30.41/32.94/32.84
PGD 9.78/11.35/11.88 49.8/55.6/58.8 35.7/38.8/40.7 28.2/36.4/36.2 28.6/32.7/34.1 12.4/14.9/14.5 12.7/13.8/14.1 7.8/7.8/8.3 25.02/28.57/29.52

DI-FGSM 10.01/11.49/11.94 75.4/80.4/80.3 57.6/63.7/62.9 51.2/57.5/56.5 49.9/55.0/55.7 18.5/19.6/20.6 16.4/18.5/18.7 10.7/13.5/12.4 39.95/44.02/43.87
TI-FGSM 9.61/11.08/12.00 61.5/67.5/68.4 41.6/50.0/52.4 37.0/44.0/48.0 38.6/44.7/49.3 33.6/38.5/39.7 34.8/39.3/40.3 24.1/28.5/32.0 38.74/44.64/47.15
MI-FGSM 9.81/11.42/12.22 53.2/61.2/61.7 40.2/43.2/47.0 36.7/41.6/43.9 34.0/39.8/41.3 15.0/15.6/16.4 14.6/15.3/15.0 6.2/7.9/7.6 28.55/32.08/33.27

SINI-FGSM 9.79/11.39/12.18 75.1/78.2/80.1 63.1/69.0/70.6 58.3/65.9/66.7 56.9/62.6/64.8 27.8/31.1/32.1 26.4/28.8/29.9 14.3/16.6/17.4 45.98/50.31/51.65
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Figure 1: The performance of PAR-AdvGAN at different high perturbation rate intervals

4.3.1 EXPERIMENTS ON INC-V3

As shown in Table. 2, we conduct attacks using Inc-v3 as the source model with three different
perturbation rates on target models of Inc-v4, Res-50, Res-101, Res-152, Inc-v3ens3, Inc-v3ens4,
and IncRes-v2. We can see that our PAR-AdvGAN algorithm has achieved an average increase of
30.3% in attack success rate compared to other baselines. Moreover, despite DI-FGSM achieving
better performance than PAR-AdvGAN on Inc-v4, which may be attributed to the randomness in
model training, a comprehensive comparison across all models reveals that the attack success rate of
PAR-AdvGAN is elevated by 24.6% compared to the best-performing competing baseline, DI-FGSM.

4.3.2 EXPERIMENTS ON INC-V4

As shown in Table. 3, we conduct attacks using Inc-v4 as the source model with three different
perturbation rates on target models of Inc-v3, Res-50, Res-101, Res-152, Inc-v3ens3, Inc-v3ens4, and
IncRes-v2. We can see that our PAR-AdvGAN algorithm has achieved an average increase of 20.13%
in attack success rate compared to other baselines. Furthermore, compared to the best performing
SINI-FGSM among competitive baselines, PAR-AdvGAN achieved an increase of 7.48% in ASR.

Table 4: The attack success rates (%) on four undefended models and three adversarial trained models
by various transferable adversarial attacks. The adversarial examples are crafted on IncRes-v2. The
best results are in bold.

Model Attack Inc-v3 Inc-v4 Res-50 Res-101 Res-152 Inc-v3ens3 Inc-v3ens4 IncResv2ens mASR

IncRes-v2

AdvGAN 55.6/66.6/88.3 48.9/55.7/87.4 48.8/57.8/93.4 42.2/49.8/91.9 35.8/45.2/90.8 12.0/17.4/52.5 14.0/15.4/45.2 5.6/7.4/40.3 32.86/39.41/73.72
PAR-AdvGAN 66.8/70.3/71.9 71.2/75.1/76.4 77.6/80.3/82.0 63.2/67.4/69.5 66.0/70.8/73.0 31.1/33.7/35.8 25.3/27.8/29.9 16.5/18.7/19.2 52.21/55.51/57.21

FGSM 23.3/26.2/27.4 17.5/18.6/19.4 20.5/21.7/23.2 18.1/19.1/20.5 18.5/19.7/20.1 11.3/11.4/11.3 10.4/10.9/11.1 6.1/6.3/6.1 15.71/16.73/17.38
BIM 58.4/62.0/63.8 47.1/51.8/40.7 41.9/46.4/47.3 36.6/39.4/42.2 35.6/38.7/41.8 14.9/14.7/15.2 12.8/13.8/14.6 9.9/10.8/11.2 32.15/34.70/35.85
PGD 51.7/55.9/55.2 40.6/42.2/44.9 35.4/38.0/39.3 31.3/34.0/34.2 29.3/31.4/31.8 14.4/14.2/13.2 12.2/13.1/14.2 7.7/8.4/9.3 27.82/29.65/30.26

DI-FGSM 79.5/79.0/79.3 69.7/72.0/74.8 61.8/61.7/67.2 58.3/59.6/62.5 57.2/56.9/59.9 20.9/20.5/22.2 18.9/20.3/20.9 14.8/15.1/14.7 47.63/48.13/50.18
TI-FGSM 66.6/69.3/69.1 63.6/65.1/65.1 53.1/55.7/57.7 50.5/50.3/53.4 47.6/51.7/51.6 43.3/45.2/46.5 44.0/44.8/48.8 39.5/41.1/40.9 51.02/52.90/54.13
MI-FGSM 58.2/59.8/61.7 49.8/50.1/55.7 43.7/46.1/48.4 39.2/44.7/43.3 37.6/39.5/42.6 15.0/16.1/17.4 14.8/15.4/15.3 8.9/9.4/9.8 33.40/35.13/36.77

SINI-FGSM 76.7/79.3/80.6 70.1/73.8/75.7 66.1/70.4/73.0 63.8/66.7/71.0 60.9/63.9/66.6 34.7/35.2/37.0 29.5/29.9/31.4 20.6/20.7/22.4 52.80/54.98/57.21

4.3.3 EXPERIMENTS ON INCRES-V2

In this section, we conduct transferability tests on Inc-v3, Inc-v4, Res-50, Res-101, Res-152, Inc-
v3ens3, Inc-v3ens4, and IncRes-v2 as target models with three different perturbation rates using
IncRes-v2 as the source model. We have included the results in the Table 4. The results demonstrate
that PAR-AdvGAN achieves an average increase of 14.96% in ASR compared to other baselines.
We can see that although PAR-AdvGAN achieves a lower ASR of 0.02% than the best performing
SINI-FGSM among competitive baselines, it outperforms AdvGAN by 6.31%.
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Figure 2: The performance of PAR-AdvGAN at different low perturbation rate intervals

Table 5: The attack success rates (%) on four undefended models and three adversarial trained models
by various transferable adversarial attacks. The adversarial examples are crafted on ResNet-50. The
best results are in bold.

Model Attack Perturbation Inc-v3 Inc-v4 Res-101 Res-152 Inc-v3ens3 Inc-v3ens4 IncResv2ens mASR

ResNet-50

AdvGAN 8.32/9.15/10.40 28.2/38.5/27.5 31.7/33.5/21.6 30.3/34.5/26.9 29.4/32.4/19.7 14/23.9/7.3 16.7/19.9/12.8 9.5/10.9/5.3 22.83/27.66/17.3
PAR-AdvGAN 8.24/9.10/10.37 67.2/72.5/79.3 43.7/48.8/55.1 69.8/76.1/82.4 52.7/61.9/69.6 36.3/46.6/57.3 42.3/51.6/60.1 25.4/32/42.9 48.2/55.64/63.81

FGSM 8.79/9.74/10.69 27/29.6/31.6 22.4/24.5/26 24.9/27.3/29.4 24.7/27/28.6 11.9/12.9/13.6 12.3/12/12.2 5.7/5.9/6.3 18.41/19.89/21.1
BIM 8.50/9.54/10.42 41.5/45.6/49.9 35.7/38.6/42.3 37/39.5/41.6 34/37.9/40.9 13.5/14/14.5 12/13.1/13.2 8.1/8/8.6 25.97/28.1/30.14
PGD 8.34/9.37/10.46 30.8/35.6/39.2 26.4/30.3/33.1 26.9/29/32.5 24.5/27.9/31.5 11.6/11.6/13.1 10.4/11.8/12.6 6/6/7.5 19.51/21.74/24.21

DI-FGSM 8.59/9.17/10.52 67.2/71.1/74.8 65.5/68.8/73.1 63.8/69.1/72.4 62.2/64.9/70.6 16.8/17/19 15/15/16.9 10.4/10.6/11.7 42.99/45.21/48.36
TI-FGSM 8.45/9.46/10.38 51/54.9/60.1 48.9/54.9/58.2 44.9/47/52.2 42.7/45.8/51.1 34.4/36.5/38.2 35.4/39.1/41.2 24.7/28.1/31.3 40.29/43.76/47.47
MI-FGSM 8.87/9.65/10.43 41.5/43.7/48.1 36.5/40/41.2 35.6/38.9/40.8 36.1/37.7/39.5 14.2/15/15.6 13.6/12.4/12.8 7.2/7.9/8 26.39/27.94/29.43

SINI-FGSM 8.26/9.85/10.63 41.4/49.4/53.3 35.7/43.9/48.7 38.1/46.1/48.9 33.4/43.5/47.3 14.8/15.4/16.6 14.6/14/15.1 6.2/7.1/7.8 26.31/31.34/33.96

4.3.4 EXPERIMENTS ON RESNET-50

As shown in Table 5, we conduct attacks using ResNet-50 as the source model with three different
perturbation rates on target models of Inc-v3, Inc-v4, Res-101, Res-152, Inc-v3ens3, Inc-v3ens4,
and IncRes-v2. The experimental results demonstrate that PAR-AdvGAN consistently achieves
superior performance across all target models compared to other baseline methods. Specifically,
PAR-AdvGAN achieves the highest mASR of 48.2%, 55.64%, and 63.81% for the three perturbation
rates, outperforming the best-performing baseline DI-FGSM by 5.21%, 10.43%, and 15.45%, respec-
tively. Furthermore, PAR-AdvGAN shows significant improvements over AdvGAN, with an average
increase in attack success rate of 25.37%. Although DI-FGSM achieves competitive performance
on certain models such as Inc-v4 and Res-101, the overall effectiveness of PAR-AdvGAN across all
models underscores its robustness and transferability.

4.3.5 EXPERIMENTS ON VIT-B/16

In Table 6, we present the results of attacks using ViT-B/16 as the source model with three different
perturbation rates on several target models, including Inc-v3, Inc-v4, Res-50, Res-101, Res-152,
Inc-v3ens3, Inc-v3ens4, and IncRes-v2. Unlike traditional convolutional neural networks (CNNs),
Vision Transformers (ViTs) adopt a fundamentally different architecture for image classification tasks.
Our experimental findings show that the proposed PAR-AdvGAN algorithm performs exceptionally
well when transferred to ViT-based models, achieving an average increase of 6.85% in attack success
rate (ASR) compared to AdvGAN across all target models. Specifically, PAR-AdvGAN consistently
delivers the highest mean ASR values of 73.38%, 78.56%, and 81.63% across the three perturbation
rates, surpassing all baseline methods, including DI-FGSM, which was the best performer in certain
cases. These results underscore the robustness and transferability of PAR-AdvGAN, demonstrating

Table 6: The attack success rates (%) on four undefended models and three adversarial trained models
by various transferable adversarial attacks. The adversarial examples are crafted on ViT-B/16. The
best results are in bold.

Model Attack Perturbation Inc-v3 Inc-v4 Res-50 Res-101 Res-152 Inc-v3ens3 Inc-v3ens4 IncResv2ens mASR

ViT-B/16

AdvGAN 10.59/11.30/12.25 75.6/72/80.3 70.3/60.5/70.2 72.5/75.7/84.3 70.8/75.2/84.9 68.9/71.8/77.1 61.2/74.9/83.4 61.8/69.5/79.1 53.8/50/60.5 66.86/68.7/77.46
PAR-AdvGAN 10.21/11.12/12.01 76.1/81.8/84.5 63.6/67/70.9 80.3/84.9/87.3 79.9/84.8/87.3 75.7/80.4/83 82.3/87.6/90.6 73.9/79.5/83.1 55.2/62.5/66.3 73.38/78.56/81.63

FGSM 10.76/11.71/12.65 35/36.3/38.6 31.9/34.6/36.4 33.6/35.1/37.6 32.2/34/36 31.9/34/36 27.9/30.1/31.7 29.9/30.3/31.5 23.8/25.3/26.5 30.78/32.46/34.29
BIM 10.90/11.47/12.37 55.5/58.7/60.7 50.5/49.7/54.1 54.2/55.6/59.2 48.5/51.4/56.8 46.6/47.6/54.4 39.2/38.5/42.4 39.7/41/42.8 30.5/32.4/35.1 45.59/46.86/50.69
PGD 10.73/11.23/12.24 46.6/48/53 40.7/42.3/44 44.2/47/49.6 40.3/42.7/45.7 37.9/39.6/42.4 28.2/29.7/31.7 31.8/31.5/33.9 21.8/22.9/25.2 36.44/37.96/40.69

DI-FGSM 10.59/11.58/12.04 75.6/77.8/78.9 70.3/74.1/75.1 72.5/77/74.9 70.8/74.5/73.1 68.9/71.8/71.9 61.2/67.7/67.4 61.8/65.8/67.5 53.8/58.5/57.9 66.86/70.9/70.84
TI-FGSM 10.77/11.21/12.23 60.5/61/65.4 54.1/56.2/59.9 53.1/55.4/60.2 52.6/54.6/58.3 50.7/54.8/59.3 56.4/58.6/61.2 59.4/62.4/63.6 52.1/53/57.7 54.86/57/60.7
MI-FGSM 10.75/11.58/12.36 53.7/55.6/59.1 47.4/49/52.8 50.9/54.3/57.7 47.7/50.5/53.2 45.5/48.9/50.9 38.6/40.5/43.7 40.5/42.6/43.9 30.7/33.7/36.7 44.38/46.89/49.75

SINI-FGSM 10.83/11.66/12.45 58.2/61.8/65.5 52.7/56.3/60.9 55.7/61.2/64.7 51.1/56.1/59.6 49.8/54.1/57.9 44.5/47.5/49.4 44.1/46.7/50.4 37.9/39.7/43.9 49.25/52.93/56.54
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its ability to maintain high effectiveness not only with traditional CNNs but also with more recent
transformer-based models like ViT, thus proving its versatility and reliability across different model
architectures.

4.3.6 ATTACK TRANSFERABILITY RESULT ANALYSIS

With the results from Tables 2- 6, it can be observed that in most cases, our adversarial attack
algorithm shows significantly improved transferability compared to the original AdvGAN, especially
at lower perturbation rates. Additionally, compared to other competitive baselines, PAR-AdvGAN
exhibits the best transferability. Notably, to ensure the fairness of the experiments, our algorithm
was consistently compared with other methods for a lowest perturbation rate. In instances where
the perturbation rates were higher, some algorithms did not exhibit a proportional increase in attack
transferability. However, the transferability is overall improved.

4.3.7 ATTACK SPEED ANALYSIS

As shown in Table. 7, we evaluated the computational efficiency of PAR-AdvGAN and seven
competitive baselines using Inc-v3, Inc-v4, and IncRes-v2 as source models. We use FPS as the
metric for measuring attack speed. It can be observed that across Inc-v3, Inc-v4, and IncRes-v2, PAR-
AdvGAN exhibits speed improvements of 61, 88.3, and 158.5 times over the slowest-performing PGD
algorithm among the competitive baselines. Furthermore, in comparison to the fastest-performing
FGSM algorithm among the competitive baselines, PAR-AdvGAN achieves speed enhancements of
1.9, 2.5, and 4.4 times, respectively. We assert that PAR-AdvGAN demonstrates significantly higher
attack speed in comparison to traditional gradient-based transferable methods, while simultaneously
achieving state-of-the-art transferability performance.

4.4 ABLATION EXPERIMENT FOR RQ3

Method Inc-v3 Inc-v4 IncRes-v2

FGSM 176.5 116.7 76.1
BIM 10.6 6.5 4.1
PGD 5.5 3.3 2.1

DI-FGSM 10.8 6.6 4.1
TI-FGSM 10.6 6.5 4.2
MI-FGSM 42.7 26 16.4

SINI-FGSM 8.6 5.3 3.3
PAR-AdvGAN 335.5 291.3 332.8

Table 7: FPS comparison of PAR-AdvGAN with
seven competitive baselines

We investigate the effects of parameter λ on the
attack transferability as it is an important pa-
rameter to control the perturbation range. Fig. 1
shows the performance of PAR-AdvGAN with
Inc-v3 as the source model, with a fixed ϵ of
20, and λ set to 0.5, 0.8, and 1 for different
target models. At λ of 0.5, the specific pertur-
bation rates are 11.75, 12.56, and 12.89. At λ
of 0.8, the specific perturbation rates are 11.55,
12.59, and 12.90. At λ of 1, the specific per-
turbation rates are 11.66, 12.45, and 12.81. We
can see that at higher perturbation rate intervals,
setting λ to 0.8 achieves best transferability per-
formance.

Fig. 2 compares the results with fixed ϵ of 16 and λ set to 0.8 and 1. At λ of 0.8, the specific
perturbation rates are 9.40, 10.60, and 11.20. At λ of 1, the corresponding perturbation rates are 8.95,
10.88, and 11.40. For lower perturbation rates, setting λ to 1 achieves the best transferability.

5 CONCLUSION

In this paper, we present a novel Progressive Auto-Regression AdvGAN (PAR-AdvGAN) algorithm
to boost adversarial attack capability through iterative perturbations. Specifically, to address the pertur-
bation escalation issue in AdvGAN, we first adopt a progressive generator network to incorporate the
initial sample x0 in the perturbation generation process. An auto-regression iterative method is then
proposed to include non-initial sample information in generator training. Furthermore, we constrain
the distance between initial samples and subsequent samples. Our extensive experimental results
exhibit the superior attack transferability of our method. Moreover, compared with the state-of-the-art
gradient-based transferable attacks, our method achieves an accelerated attack efficiency.

10



540
541
542
543
544
545
546
547
548
549
550
551
552
553
554
555
556
557
558
559
560
561
562
563
564
565
566
567
568
569
570
571
572
573
574
575
576
577
578
579
580
581
582
583
584
585
586
587
588
589
590
591
592
593

Under review as a conference paper at ICLR 2025

CODE OF ETHICS AND ETHICS STATEMENT

All authors of this paper have read and adhered to the ICLR Code of Ethics, as outlined at https:
//iclr.cc/public/CodeOfEthics. We ensure that our research follows the principles of
integrity, fairness, and respect. The methodologies proposed in this work do not involve human
subjects, and no personal data is used in our experiments. The datasets and models employed
are open-source, and the outcomes of the experiments are aimed at advancing adversarial attack
research without promoting any harmful applications. There are no conflicts of interest or external
sponsorship affecting this work. We have ensured compliance with ethical standards and legal
regulations throughout the research process.

REPRODUCIBILITY

In order to ensure the reproducibility of our results, we have provided detailed descriptions of the
experimental setup in the main text. Our proposed PAR-AdvGAN method is described in Section 3,
and the algorithms used are thoroughly outlined, including pseudo-code (Algorithm 1). We have also
included hyperparameter settings and model architectures in Section 4.1.3. Additional details about
the datasets, metrics, and baseline methods are available in the supplementary materials. Moreover,
we have made our code and trained models available in an anonymous repository at https://
anonymous.4open.science/r/PAR-01BF/, ensuring easy access for future research and
reproduction of our results.

REFERENCES

Nicholas Carlini and David Wagner. Towards evaluating the robustness of neural networks. In 2017
ieee symposium on security and privacy (sp), pp. 39–57. Ieee, 2017.

Huiwen Chang, Han Zhang, Lu Jiang, Ce Liu, and William T Freeman. Maskgit: Masked generative
image transformer. In Proceedings of the IEEE/CVF Conference on Computer Vision and Pattern
Recognition, pp. 11315–11325, 2022.

Jeremy Cohen, Elan Rosenfeld, and Zico Kolter. Certified adversarial robustness via randomized
smoothing. In international conference on machine learning, pp. 1310–1320. PMLR, 2019.

Danilo Croce, Giuseppe Castellucci, and Roberto Basili. Gan-bert: Generative adversarial learning
for robust text classification with a bunch of labeled examples. 2020.

Yao Deng, Xi Zheng, Tianyi Zhang, Chen Chen, Guannan Lou, and Miryung Kim. An analysis
of adversarial attacks and defenses on autonomous driving models. In 2020 IEEE international
conference on pervasive computing and communications (PerCom), pp. 1–10. IEEE, 2020.

Yinpeng Dong, Fangzhou Liao, Tianyu Pang, Hang Su, Jun Zhu, Xiaolin Hu, and Jianguo Li. Boosting
adversarial attacks with momentum. In Proceedings of the IEEE conference on computer vision
and pattern recognition, pp. 9185–9193, 2018.

Yinpeng Dong, Tianyu Pang, Hang Su, and Jun Zhu. Evading defenses to transferable adversarial ex-
amples by translation-invariant attacks. In Proceedings of the IEEE/CVF Conference on Computer
Vision and Pattern Recognition, pp. 4312–4321, 2019.

Gintare Karolina Dziugaite, Zoubin Ghahramani, and Daniel M Roy. A study of the effect of jpg
compression on adversarial images. arXiv preprint arXiv:1608.00853, 2016.

Lianli Gao, Qilong Zhang, Jingkuan Song, Xianglong Liu, and Heng Tao Shen. Patch-wise attack
for fooling deep neural network. In Computer Vision–ECCV 2020: 16th European Conference,
Glasgow, UK, August 23–28, 2020, Proceedings, Part XXVIII 16, pp. 307–322. Springer, 2020.

Lianli Gao, Yaya Cheng, Qilong Zhang, Xing Xu, and Jingkuan Song. Feature space targeted attacks
by statistic alignment. arXiv preprint arXiv:2105.11645, 2021.

Ian Goodfellow, Jean Pouget-Abadie, Mehdi Mirza, Bing Xu, David Warde-Farley, Sherjil Ozair,
Aaron Courville, and Yoshua Bengio. Generative adversarial nets. Advances in neural information
processing systems, 27, 2014a.

11

https://iclr.cc/public/CodeOfEthics
https://iclr.cc/public/CodeOfEthics
https://anonymous.4open.science/r/PAR-01BF/
https://anonymous.4open.science/r/PAR-01BF/


594
595
596
597
598
599
600
601
602
603
604
605
606
607
608
609
610
611
612
613
614
615
616
617
618
619
620
621
622
623
624
625
626
627
628
629
630
631
632
633
634
635
636
637
638
639
640
641
642
643
644
645
646
647

Under review as a conference paper at ICLR 2025

Ian J Goodfellow, Jonathon Shlens, and Christian Szegedy. Explaining and harnessing adversarial
examples. arXiv preprint arXiv:1412.6572, 2014b.

Md Akmal Haidar and Mehdi Rezagholizadeh. Textkd-gan: Text generation using knowledge
distillation and generative adversarial networks. In Advances in Artificial Intelligence: 32nd
Canadian Conference on Artificial Intelligence, Canadian AI 2019, Kingston, ON, Canada, May
28–31, 2019, Proceedings 32, pp. 107–118. Springer, 2019.

Jie Hang, Keji Han, Hui Chen, and Yun Li. Ensemble adversarial black-box attacks against deep
learning systems. Pattern Recognition, 101:107184, 2020.

Kaiming He, Xiangyu Zhang, Shaoqing Ren, and Jian Sun. Deep residual learning for image
recognition. In Proceedings of the IEEE conference on computer vision and pattern recognition,
pp. 770–778, 2016a.

Kaiming He, Xiangyu Zhang, Shaoqing Ren, and Jian Sun. Identity mappings in deep residual net-
works. In Computer Vision–ECCV 2016: 14th European Conference, Amsterdam, The Netherlands,
October 11–14, 2016, Proceedings, Part IV 14, pp. 630–645. Springer, 2016b.

Phillip Isola, Jun-Yan Zhu, Tinghui Zhou, and Alexei A Efros. Image-to-image translation with
conditional adversarial networks. In Proceedings of the IEEE conference on computer vision and
pattern recognition, pp. 1125–1134, 2017.

Surgan Jandial, Puneet Mangla, Sakshi Varshney, and Vineeth Balasubramanian. Advgan++: Har-
nessing latent layers for adversary generation. In Proceedings of the IEEE/CVF International
Conference on Computer Vision Workshops, pp. 0–0, 2019.

Tero Karras, Timo Aila, Samuli Laine, and Jaakko Lehtinen. Progressive growing of gans for
improved quality, stability, and variation. arXiv preprint arXiv:1710.10196, 2017.

Tero Karras, Miika Aittala, Samuli Laine, Erik Härkönen, Janne Hellsten, Jaakko Lehtinen, and Timo
Aila. Alias-free generative adversarial networks. Advances in Neural Information Processing
Systems, 34:852–863, 2021.

Hoki Kim. Torchattacks: A pytorch repository for adversarial attacks. arXiv preprint
arXiv:2010.01950, 2020.

Alexey Kurakin, Ian J Goodfellow, and Samy Bengio. Adversarial examples in the physical world.
In Artificial intelligence safety and security, pp. 99–112. Chapman and Hall/CRC, 2018.

Xiangrui Li, Xin Li, Deng Pan, and Dongxiao Zhu. On the learning property of logistic and softmax
losses for deep neural networks. In Proceedings of the AAAI Conference on Artificial Intelligence,
volume 34, pp. 4739–4746, 2020.

Fangzhou Liao, Ming Liang, Yinpeng Dong, Tianyu Pang, Xiaolin Hu, and Jun Zhu. Defense against
adversarial attacks using high-level representation guided denoiser. In Proceedings of the IEEE
conference on computer vision and pattern recognition, pp. 1778–1787, 2018.

Jiadong Lin, Chuanbiao Song, Kun He, Liwei Wang, and John E Hopcroft. Nesterov accelerated
gradient and scale invariance for adversarial attacks. arXiv preprint arXiv:1908.06281, 2019.

Yanpei Liu, Xinyun Chen, Chang Liu, and Dawn Song. Delving into transferable adversarial examples
and black-box attacks. arXiv preprint arXiv:1611.02770, 2016.

Yuyang Long, Qilong Zhang, Boheng Zeng, Lianli Gao, Xianglong Liu, Jian Zhang, and Jingkuan
Song. Frequency domain model augmentation for adversarial attack. In Computer Vision–ECCV
2022: 17th European Conference, Tel Aviv, Israel, October 23–27, 2022, Proceedings, Part IV, pp.
549–566. Springer, 2022.

Xingjun Ma, Yuhao Niu, Lin Gu, Yisen Wang, Yitian Zhao, James Bailey, and Feng Lu. Understanding
adversarial attacks on deep learning based medical image analysis systems. Pattern Recognition,
110:107332, 2021.

12



648
649
650
651
652
653
654
655
656
657
658
659
660
661
662
663
664
665
666
667
668
669
670
671
672
673
674
675
676
677
678
679
680
681
682
683
684
685
686
687
688
689
690
691
692
693
694
695
696
697
698
699
700
701

Under review as a conference paper at ICLR 2025

Aleksander Madry, Aleksandar Makelov, Ludwig Schmidt, Dimitris Tsipras, and Adrian Vladu.
Towards deep learning models resistant to adversarial attacks. arXiv preprint arXiv:1706.06083,
2017.

Hao Ni, Lukasz Szpruch, Magnus Wiese, Shujian Liao, and Baoren Xiao. Conditional sig-wasserstein
gans for time series generation. arXiv preprint arXiv:2006.05421, 2020.

Deng Pan, Xiangrui Li, Xin Li, and Dongxiao Zhu. Explainable recommendation via interpretable
feature mapping and evaluation of explainability. arXiv preprint arXiv:2007.06133, 2020.

Nicolas Papernot, Fartash Faghri, Nicholas Carlini, Ian Goodfellow, Reuben Feinman, Alexey Ku-
rakin, Cihang Xie, Yash Sharma, Tom Brown, Aurko Roy, Alexander Matyasko, Vahid Behzadan,
Karen Hambardzumyan, Zhishuai Zhang, Yi-Lin Juang, Zhi Li, Ryan Sheatsley, Abhibhav Garg,
Jonathan Uesato, Willi Gierke, Yinpeng Dong, David Berthelot, Paul Hendricks, Jonas Rauber,
and Rujun Long. Technical report on the cleverhans v2.1.0 adversarial examples library. arXiv
preprint arXiv:1610.00768, 2018.

Yao Qiang, Xin Li, and Dongxiao Zhu. Toward tag-free aspect based sentiment analysis: A multiple
attention network approach. In 2020 International Joint Conference on Neural Networks (IJCNN),
pp. 1–8. IEEE, 2020.

Christian Szegedy, Wojciech Zaremba, Ilya Sutskever, Joan Bruna, Dumitru Erhan, Ian Goodfellow,
and Rob Fergus. Intriguing properties of neural networks. arXiv preprint arXiv:1312.6199, 2013.

Christian Szegedy, Vincent Vanhoucke, Sergey Ioffe, Jon Shlens, and Zbigniew Wojna. Rethinking
the inception architecture for computer vision. In Proceedings of the IEEE conference on computer
vision and pattern recognition, pp. 2818–2826, 2016.

Christian Szegedy, Sergey Ioffe, Vincent Vanhoucke, and Alexander Alemi. Inception-v4, inception-
resnet and the impact of residual connections on learning. In Proceedings of the AAAI conference
on artificial intelligence, volume 31, 2017.
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A APPENDIX

In this supplementary material, we first show the perturbation comparison diagram of the original
AdvGAN and PAR-AdvGAN in Introduction. Secondly, we introduced the optimization objectives
for AdvGAN and detailed proof of the omission in Methodology. Furthermore, we state the specific
formulas of Attack Success Rate (ASR) and Frames Per Second (FPS) in Metrics. Moreover, we list
the specific data table of the experiments performed on IncRes-v2. Finally, we detail the specific
parameters of each algorithm in Effectiveness Experiments for code reproduction.

A.1 SCHEMATIC DIAGRAM OF PERTURBATION COMPARISON
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Figure 3: Schematic diagram of perturbation comparison (figure. 1 in the main paper)

A.2 OPTIMIZATION OBJECTIVES FOR ADVGAN

As previously mentioned, in AdvGAN (Xiao et al., 2018), the adversarial sample xadv is synthesized
from the original input x and perturbation G(x). By employing a process of iterative and competitive
training between the generator G and the discriminator D, AdvGAN can generate high-quality
adversarial samples. This training approach enables AdvGAN to enhance the generator’s capabil-
ity to produce perturbations that effectively deceive the discriminator, leading it to classify these
perturbations as real samples.

A.2.1 OPTIMIZATION OBJECTIVE OF GENERATOR

For optimal attack performance, particularly in deceiving the target model f to classify the sample as
the target label l, AdvGAN utilises the loss function Ladv to estimate the likelihood of successfully
misleading f . In mathematical terms:

Ladv = Ex (Jf (x+G(x), l)) (16)

Here, Ex denotes the expected value of the input data x, in accordance with the distribution pdata.
Jf represents the loss function employed in training the target model f .

A.2.2 OPTIMIZATION OBJECTIVE OF DISCRIMINATOR

The discriminator’s role is to distinguish between adversarial samples and real samples. AdvGAN
employs the loss function LGAN to maximize the distinction between manipulated data and the real
data in discriminator D. The mathematical expression of LGAN is as follows:

LGAN = Ex (log (1−D(x))) + Ex (logD (x+G(x))) (17)
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(a) 5 iterations (b) 10 iterations (c) 15 iterations

Figure 4: Ablation Experiment on the Number of Iterations

The term Ex (logD (x+G(x))) evaluates discriminator D’s capability to accurately identify adver-
sarial samples. Conversely, the term Ex (log (1−D(x))) assesses the discriminator D’s inability to
accurately identify original samples x.

A.2.3 OPTIMIZATION OBJECTIVE OF PERTURBATIONS

Drawing on the findings from (Carlini & Wagner, 2017; Liu et al., 2016; Isola et al., 2017), AdvGAN
incorporates the Lhinge loss function to regulate the magnitude of the perturbations. With the
incorporating of Lhinge, AdvGAN effectively limits the perturbation magnitude, ensuring that the
generated adversarial samples remain imperceptible and closely resemble the original samples.
Lhinge is shown as:

Lhinge = Ex (max(0, ∥G(x)∥2 − c)) (18)

∥·∥n denotes the L2 norm, and c is a user-specified bound.

A.3 DETAILED PROOF OF THE OMISSION IN EQ. 3

Through the chain rule of gradients, we can split ▽θ into ∂Ladv

∂x+G(x) ·
∂x+G(x)
∂G(x) · ∂G(x)

∂θ . However, in

order to explore the relationship between ∂Ladv

∂x+G(x) and ∂G(x)
∂θ , ∂x+G(x)

∂G(x) is redundant.

The reason is that, when calculating the partial derivative of x + G(x) with respect to G(x), x is
regarded as a constant and G(x) is a variable. Therefore, changes in x have no direct impact on
changes in G(x), and its derivative with respect to G(x) is 0, while the derivative of G(x) with
respect to itself is 1. Hence, ∂x+G(x)

∂G(x) equals 1 and can be omitted. In this way, we have removed the
redundant terms and unified the remaining two terms.

A.4 FORMULAS OF ASR AND FPS

ASR =
Number of misleading samples

Number of adversarial samples
(19)

FPS =
Number of samples

Running time of these samples
(20)
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B ABLATION EXPERIMENT OF ITERATION NUMBER

B.1 THE SPECIFIC PARAMETERS OF EACH ALGORITHM IN THE EFFECTIVENESS EXPERIMENT

B.1.1 SPECIFIC PARAMETERS FOR EACH ALGORITHM ON INC-V3

The specific perturbation rates for PAR-AdvGAN were 8.2869, 9.2728, and 9.9546, while for
AdvGAN they were 8.4143, 9.8761, and 10.2608. FGSM had specific perturbation rates of 8.7899,
9.7433, and 10.6936, BIM had rates of 8.4570, 9.4999, and 9.9611, and PGD had rates of 8.7574,
9.7935, and 10.3477. For DI-FGSM, the specific perturbation rates were 8.5112, 9.5550, and 10.0177,
for TI-FGSM they were 8.6022, 9.6454, and 10.0996, for MI-FGSM they were 8.9799, 9.7688, and
10.5535, and for SINI-FGSM they were 8.9885, 9.7707, and 10.5512.

Furthermore, the specific parameter configurations for each algorithm under the setting of Inc-v3
are as follows: For AdvGAN, we set λ to 0.1 for all three perturbation rates and eps to 10.0, 14.0,
and 18.0 respectively. For PAR-AdvGAN, λ is set to 1 for all three perturbation rates, and eps is
set to 16.0. The number of iterative generations during training is set to 10, and the performance is
evaluated separately for one, two, and three iterations of generation for each perturbation rate. For
FGSM, we set eps to 9, 10, and 11. For BIM, eps is set to 17, 19, and 20. For PGD, eps is set to 16,
18, and 19. For DI-FGSM, eps is set to 17, 19, and 20. For TI-FGSM, eps is set to 17, 19, and 20.
For MI-FGSM, we set eps to 11, 12, and 13. For SINI-FGSM, we set eps to 11, 12, and 13.

B.1.2 SPECIFIC PARAMETERS FOR EACH ALGORITHM ON INC-V4

The specific perturbation rates for PAR-AdvGAN were 9.5509, 11.0456, and 11.6010, while for
AdvGAN they were 9.6403, 11.6715, and 12.1057. FGSM had specific perturbation rates of 9.7433,
11.6408, and 12.5848, BIM had rates of 9.9811, 11.4568, and 11.9144, and PGD had rates of 9.7801,
11.3461, and 11.8804. For DI-FGSM, the specific perturbation rates were 10.0124, 11.4927, and
11.9433, for TI-FGSM they were 9.6131, 11.0770, and 11.9980, for MI-FGSM they were 9.8127,
11.4231, and 12.2215, and for SINI-FGSM they were 9.7882, 11.3879, and 12.1840.

Furthermore, the specific parameter configurations for each algorithm under the setting of Inc-v4
are as follows: For AdvGAN, we set λ to 0.1 for all three perturbation rates and eps to 12.0, 18.0,
and 14.0 respectively. For PAR-AdvGAN, λ is set to 1 for all three perturbation rates, and eps is
set to 16.0. The number of iterative generations during training is set to 10, and the performance is
evaluated separately for one, two, and three iterations of generation for each perturbation rate. For
FGSM, we set eps to 10, 12, and 13. For BIM, eps is set to 20, 23, and 24. For PGD, eps is set to 18,
21, and 22. For DI-FGSM, eps is set to 20, 23, and 24. For TI-FGSM, eps is set to 19, 22, and 24.
For MI-FGSM, we set eps to 12, 14, and 15. For SINI-FGSM, we set eps to 12, 14, and 15.

B.1.3 SPECIFIC PARAMETERS FOR EACH ALGORITHM ON INCRES-V2

The specific perturbation rates for PAR-AdvGAN were 9.8455, 10.5856, and 10.8302, while for
AdvGAN they were 10.6939, 11.6411, and 12.5852. FGSM had specific perturbation rates of 10.6939,
11.6411, and 12.5852. BIM had rates of 10.0046, 11.0145, and 11.4804. PGD had rates of 10.3459,
10.8604, and 11.3555. For DI-FGSM, the specific perturbation rates were 10.0459, 11.0495, and
11.5136. For TI-FGSM, they were 10.1527, 10.5860, and 11.1589. For MI-FGSM, they were 10.5966,
11.4195, and 12.2130. For SINI-FGSM, they were 10.5448, 11.3682, and 12.1566.

Furthermore, the specific parameter configurations for each algorithm under the setting of IncRes-v2
are as follows: For AdvGAN, we set λ to 0.1 for all three perturbation rates, and eps to 12.0, 18.0,
and 28.0, respectively. For PAR-AdvGAN, λ is set to 1 for all three perturbation rates, and eps is
set to 20.0. The number of iterative generations during training is set to 10, and the performance is
evaluated separately for one, two, and three iterations of generation for each perturbation rate. For
FGSM, we set eps to 11, 12, and 13. For BIM, eps is set to 20, 22, and 23. For PGD, eps is set to 19,
20, and 21. For DI-FGSM, eps is set to 20, 22, and 23. For TI-FGSM, eps is set to 20, 21, and 22.
For MI-FGSM, we set eps to 13, 14, and 15. For SINI-FGSM, we set eps to 13, 14, and 15.
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C LIMITATIONS

We notice a slight difference in the attack success rate of PAR-AdvGAN on Inc-v3ens3 and In-
cResv2ens compared to the best baseline TI-FGSM in Tab. 3, although for overall mASR our method
achieves the best performance. This inconsistency suggests a possible dependency of our approach
on model selection. The main reason for the inconsistency is related to whether the method requires
further interaction with the model after training the Generator regarding the generation process. Our
method PAR-AdvGAN doesn’t require the interaction, while TI-FGSM needs to continuously interact
with the model for the generation process to obtain gradient information. It is always be feasible for
different models and we will consider reducing the dependence on model selection in the future to
generate more transferable adversarial examples.
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