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ABSTRACT

Deep reinforcement learning (RL) has achieved remarkable success, yet its deploy-
ment in real-world scenarios is often limited by vulnerability to environmental
uncertainties. Distributionally robust RL (DR-RL) algorithms have been pro-
posed to resolve this challenge, but existing approaches are largely restricted to
value-based methods in tabular settings. In this work, we introduce Distribu-
tionally Robust Soft Actor-Critic (DR-SAC), the first actor–critic based DR-RL
algorithm for offline learning in continuous action spaces. DR-SAC maximizes the
entropy-regularized rewards against the worst possible transition models within an
KL-divergence constrained uncertainty set. We derive the distributionally robust
version of the soft policy iteration with a convergence guarantee and incorporate a
generative modeling approach to estimate the unknown nominal transition models.
Experiment results on five continuous RL tasks demonstrate our algorithm achieves
up to 9.8× higher average reward than the SAC baseline under common pertur-
bations. Additionally, DR-SAC significantly improves computing efficiency and
applicability to large-scale problems compared with existing DR-RL algorithms.

1 INTRODUCTION

The field of deep reinforcement learning has witnessed remarkable progress, enabling agents to
learn complex behaviors in various domains, from game playing to robotic control (Arulkumaran
et al., 2017; Francois-Lavet et al., 2018; Chen et al., 2024b). Many deep RL algorithms have
demonstrated notable performance without training on real-world systems, by using a simulator or
pre-collected data, making them attractive for practical applications. Among them, Soft Actor-Critic
(SAC, Haarnoja et al. (2018a;b)) is a principled approach that adopts an entropy regularized learning
objective, commonly known as the soft value function. This maximum entropy approach is founded
on theoretical principles (Ziebart, 2010) and has been applied to various contexts, including stochastic
control (Todorov, 2008; Rawlik et al., 2012) and inverse reinforcement learning (Ziebart et al., 2008;
Zhou et al., 2018).

However, a persistent challenge limiting the deployment of deep RL in real-world systems is the
inherent sensitivity of learned policies to uncertainties in the environment (Whittle, 1981; Enders
et al., 2024). Agents trained in one environment often exhibit significant performance degradation
when deployed in a slightly different environment. This model mismatches often stem from uncertain
transition and reward functions, observation and actuator errors, model parameter variations, or even
adversarial perturbations.

Distributionally robust RL addresses this challenge by optimizing decision-making in the worst-case
scenario. Specifically, instead of working on a single Markov Decision Process (MDP), DR-RL
considers a Robust Markov Decision Process (RMDP) framework, which includes a set of MDPs
defined by an uncertainty set of distributions around the nominal one. Although both value-based
(Liu et al., 2022; Lu et al., 2024) and policy-gradient (Wang & Zou, 2022; Kumar et al., 2023)
DR-RL algorithms have been proposed, most work focus on the performance guarantees and sample
complexity in the tabular setting and cannot be deployed in continuous environments, with the only
exception being Robust Fitted Q-Iteration (RFQI, Panaganti et al. (2022)). However, fundamental
research gaps remain: 1) RFQI only considers uncertainty sets defined by the Total Variation (TV)
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distance, which is analytically convenient due to the piece-wise linear dual formulation but cannot
be extended to other divergences; and 2) its non-robust baseline, Fitted Q-Iteration (FQI, Ernst et al.
(2005)), is value-based and suffers from critical limitations, including deterministic learned policies,
low applicability to high-dimensional action spaces and high sensitivity to the learned state-action
function (Degris et al., 2012). In contrast, actor-critic based algorithms combine low-variance return
estimation with scalable policy optimization, making them preferred in benchmark tasks and practical
applications (Konda & Tsitsiklis, 1999; Grondman et al., 2012). However, no distributionally robust
counterpart has been developed. This gap motivates our development of Distributionally Robust
Soft Actor-Critic (DR-SAC), the first actor–critic based DR-RL algorithm for offline learning in
continuous action spaces.

In this work, we assume access only to a dataset collected in the training environment and the
transition distributions of the deployment environment lie within an uncertainty set, which is defined
as a Kullback-Leibler (KL) divergence ball centered around the nominal one. The goal is to learn
a policy that maximizes the soft value function under the worst possible distributions. The main
contributions of this work are:

• We formulate the maximum entropy learning framework with uncertain transition distributions
lying in KL-divergence constrained balls. Within this framework, we derive the distributionally
robust soft policy iteration with convergence guarantees and develop the distributionally robust
counterpart of SAC, one of the most widely used offline RL benchmark algorithms.

• We exploit the interchange property to reformulate the optimization problems over scalars into
functional optimization, resulting in policy iteration that is independent of state–action space
dimensionality. This reformulation enables application to continuous action space and saves over
80.0% training time compared to the existing DR-RL algorithm RFQI.

• We incorporate generative models to estimate unknown nominal distributions and construct empiri-
cal measures with minor computation and memory increase. This addresses the double-sampling
issue caused by the non-linear KL-divergence dual formulation and enables distributionally robust
soft policy learning in offline and continuous-space tasks. Our proposed algorithm, DR-SAC, is
validated on five offline RL environments with extensive perturbations and achieves up to 9.8×
higher average reward than the SAC baseline.

1.1 RELATED WORKS

Robust RL. The RMDP and Robust Dynamic Programming method were first introduced in
Iyengar (2005); Nilim & El Ghaoui (2005) and have been widely studied in Xu & Mannor (2010);
Wiesemann et al. (2013); Yu & Xu (2015) under planning settings. Many works consider robust RL
algorithms from different aspects, such as soft-robustness (Derman et al., 2018; Lobo et al., 2020),
risk sensitivity (Tamar et al., 2015; Pan et al., 2019; Singh et al., 2020; Queeney & Benosman, 2023),
and adversarial training (Pinto et al., 2017; Zhang et al., 2020; Cheng et al., 2022). In recent years,
many distributionally robust RL algorithms have been proposed with provable guarantees in the
tabular setting, including algorithms based on Q-learning (Wang et al., 2023; 2024; Liang et al.,
2024) and value iteration (Zhou et al., 2021; Panaganti & Kalathil, 2022; Xu et al., 2023; Ma et al.,
2023; Liu & Xu, 2024). However, these algorithms are not applicable to continuous action space
environments.

Model-Free Algorithms for Distributionally Robust RL. In the DR-RL problem, the nominal
distributions usually appear in the optimization problem but are unknown in reality. To overcome
this difficulty, some model-free algorithms (Liu et al., 2022; Zhou et al., 2023; Ramesh et al., 2024)
assume access to a simulator that generates i.i.d samples from the nominal environment, which does
not satisfy the offline requirement. Some algorithms (Derman & Mannor, 2020; Clavier et al., 2023;
Shi & Chi, 2024) compute empirical frequencies of state transitions in the offline dataset, which is
not applicable to the continuous space task. Lastly, Empirical Risk Minimization (ERM) method has
also been used to estimate the loss function in a special structure (Mankowitz et al., 2019; Wang &
Zou, 2021; Kordabad et al., 2022) but is not widely applicable.

VAE in Offline RL. Variational Autoencoders (VAEs) have wide applications in non-robust offline
learning algorithms. A major use of VAE is to estimate the behavior policy from the offline dataset,

2



108
109
110
111
112
113
114
115
116
117
118
119
120
121
122
123
124
125
126
127
128
129
130
131
132
133
134
135
136
137
138
139
140
141
142
143
144
145
146
147
148
149
150
151
152
153
154
155
156
157
158
159
160
161

Under review as a conference paper at ICLR 2026

and add policy constraints or apply pessimistic value (Fujimoto et al., 2019; Wei et al., 2021; Xu
et al., 2022; Lyu et al., 2022). See Chen et al. (2024a) for a more detailed discussion. Using VAE
to reconstruct states has also been found in Van Hoof et al. (2016). To the best of our knowledge,
we are the first to incorporate VAE models in a DR-RL algorithm, to estimate nominal transition
distributions and generate samples without a simulator.

Note that although Smirnova et al. (2019) proposed a close name algorithm, their settings are
completely different from ours and most DR-RL literature. The authors assume estimation error in
the evaluation step and use KL divergence to limit the behavior policy, with all analysis on a single
MDP rather than an RMDP.

2 FORMULATION

2.1 NOTATION AND BASICS OF SOFT ACTOR-CRITIC

A standard framework for reinforcement learning is the Markov Decision Process (MDP), formally de-
fined as a tupleM = (S,A, R, P, γ), where S andA denote the state and action spaces, respectively,
both continuous in this work. The random reward function is denoted by R : S ×A 7→ P([0, Rmax]),
where P([0, Rmax]) is the set of random variables supported on [0, Rmax]). The transition distribution
is denoted by P : S × A 7→ ∆(S), where ∆(S) is the set of probability function on set S and
γ ∈ [0, 1) is the discount factor. We denote r = R(s, a) as the random reward and s′ as the next state
reached following the transition distribution ps,a = P (· | s, a). A policy π : S 7→ ∆(A) represents
the conditional probability of actions taken. We consider a stochastic stationary policy class, denoted
by Π. The entropy of a stochastic policy π at state s is defined as H(π(s)) = E [− log π(a|s)],
measuring the randomness of action. The set of integers from 1 to n is denoted as [n].

In maximum entropy RL tasks, to encourage exploration, the value function includes the cumulative
discounted sum of reward and entropy of the stochastic policy π. More precisely, given an MDPM,
the value function with entropy (soft value function) under policy π is

V πM(s) = E

[ ∞∑
t=1

γt−1
(
rt + α · H

(
π(st)

)) ∣∣∣∣∣π, s1 = s

]
. (1)

The temperature α ≥ 0 determines the relative importance of policy stochasticity compared to reward.
The optimal value and optimal policy are defined as V ⋆M = maxπ∈Π V

π
M and π⋆M = argmaxπ∈Π V

π
M.

Similarly, the soft state-action value function (soft Q-function) under policy π can be defined as

QπM(s, a) = E

[
r1 +

∞∑
t=2

γt−1
(
rt + α · H

(
π(st)

)) ∣∣∣∣∣π, s1 = s, a1 = a

]
. (2)

For any mapping Q : S ×A → R, Haarnoja et al. (2018a) defined soft Bellman operator as

T πQ(s, a) = E[r] + γ · Eps,a,π [Q (s′, a′)− α log π (a′ | s′)] . (3)

Soft Actor-Critic (SAC) algorithm updates the policy through soft policy iteration with guaranteed
convergence in the tabular case. In each iteration, T π will be applied to the estimation of soft
Q-function under the current policy π, and the policy is updated by minimizing the KL divergence
between the improved policy distribution and the exponential of the soft Q-function:

πk+1 = argmin
π∈Π

DKL

(
π(· | s)

∥∥∥∥ exp( 1

α
Qπk

M(s, ·)
) /

Z(s)

)
, k = 0, 1, · · · (4)

whereDKL(P ∥ Q) = EP
[
log

(
P (x)
Q(x)

)]
denotes the KL divergence and the function Z(·) normalizes

the distribution of exp
(
1
αQ

πk

M(s, ·)
)
.

2.2 ROBUST MARKOV DECISION PROCESS

In real-world RL tasks, the transition distribution P and reward function R in the deployment
environment may be different from the environment in which the model is trained or the offline
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dataset is collected. The potential environmental shift motivates us to study the Robust Markov
Decision Process (RMDP) and learn a policy more robust to such perturbation. Unlike standard MDPs,
the RMDP formulation considers models in an uncertainty set. Since the analysis and algorithm
design will be similar to reward function perturbation, we assume the reward function R is unchanged
and consider uncertain transition distributions only.

The RMDP framework is denoted asMδ = (S,A, R,P(δ), γ). We consider the transition distribu-
tion perturbed within a KL-divergence ball. Specifically, let P0 = {p0s,a}(s,a)∈S×A be the nominal
transition distributions. For each state-action pair (s, a) ∈ S ×A, given δ > 0, we define the KL ball
centered at p0s,a as

Ps,a(δ) :=
{
ps,a ∈ ∆(|S|) : DKL(ps,a∥p0s,a) ≤ δ

}
. (5)

The ambiguity set P(δ) is the Cartesian product of Ps,a(δ) for all pairs (s, a) ∈ S × A, which
belongs to the (s, a)-rectangular set in Wiesemann et al. (2013).

In the RMDP framework, the goal is to optimize the worst-case objective value under any model in
the ambiguity set. GivenMδ, similar to (1), the distributionally robust (DR) soft value function is
defined as

V πMδ
(s) = inf

p∈P(δ)
Ep

[ ∞∑
t=1

γt−1
(
rt + α · H

(
π(st)

)) ∣∣∣∣∣π, s1 = s

]
. (6)

Similarly, the distributionally robust soft Q-function is given by

QπMδ
(s, a) = inf

p∈P(δ)
Ep

[
r1 +

∞∑
t=2

γt−1
(
rt + α · H

(
π(st)

)) ∣∣∣∣∣π, s1 = s, a1 = a

]
. (7)

The DR optimal value and DR optimal policy are defined accordingly as:

V ⋆Mδ
(s) = max

π∈Π
V πMδ

(s) and π⋆Mδ
(· | s) = argmax

π∈Π
V πMδ

(s). (8)

3 ALGORITHM: DISTRIBUTIONALLY ROBUST SOFT ACTOR-CRITIC

In this section, we present the development of the Distributionally Robust Soft Actor-Critic algorithm.
We first derive the distributionally robust soft policy iteration and establish its convergence to the
optimal policy. To improve computing efficiency, we develop a scalable implementation based
on functional optimization. Lastly, to handle the challenge of unknown nominal distributions, we
incorporate a VAE model to construct the empirical transition measures.
Assumption 3.1. To ensure that the policy entropyH(π(s)) = Ea∼π(·|s)[− log π(a|s)] is bounded,
we assume |A| <∞.
Remark 3.2. Assumption 3.1 is inherited from the non-robust baseline SAC (Haarnoja et al., 2018a),
which establishes theoretical guarantees in the tabular setting while being empirically used as a
benchmark in continuous tasks. Our work extends the performance properties of SAC to the DR-RL
framework. In Section 3.3, we design a practical algorithm in continuous action spaces.

3.1 DISTRIBUTIONALLY ROBUST SOFT POLICY ITERATION

We begin with providing the DR soft policy iteration, which iterates between DR soft policy evaluation
and DR soft policy improvement. We also show that the DR soft policy iteration is guaranteed to
converge to the DR optimal policy.

In the DR soft policy evaluation step, the DR soft Q-function is estimated by iteratively applying
the distributionally robust version of the Bellman operator, considering the worst possible transition
distribution in the uncertainty set. For a fixed policy π and any mapping Q : S × A → R, the
distributionally robust soft Bellman operator is defined as:

T πδ Q(s, a) := E[r] + γ · inf
ps,a∈Ps,a(δ)

{
Eps,a,π [Q(s′, a′)− α · log π(a′ | s′)]

}
. (9)

Following the results in Iyengar (2005); Xu & Mannor (2010), the DR soft Q-function can be com-
puted via distributionally robust dynamic programming, and QπMδ

is a fixed point of T πδ . However,
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Equation (9) is generally intractable because it requires solving an infinite-dimensional optimization
problem. To address this issue, we use the strong duality result on worst-case expectations over a
KL-divergence ball to derive the dual form of Equation (9).
Proposition 3.3 (Dual Formulation of the Distributionally Robust Soft Bellman Operator). Suppose
Assumption 3.1 holds, the distributionally robust soft Bellman operator in (9) can be reformulated
into:

T πδ Q(s, a) = E[r] + γ · sup
β≥0

{
−β log

(
Ep0s,a

[
exp

(
−V (s′)

β

)])
− βδ

}
, (10)

where
V (s) = Ea∼π [Q(s, a)− α · log π(a | s)] . (11)

Derivation is provided in Appendix B.1. The RHS of equation (10) only depends on the nominal
transition distribution P0

s,a, instead of an infinite number of distributions in the uncertainty set P(δ).
Also, the optimization problem on the RHS is over the scalar β, instead of an infinite-dimensional
distribution. With the tractable dual formation in Proposition 3.3, DR soft Q-value under any policy
π can be computed by iteratively applying the DR soft Bellman operator T πδ .
Proposition 3.4 (Distributionally Robust Soft Policy Evaluation). For any policy π ∈ Π fixed,
starting from any mapping Q0 : S ×A → R with |A| <∞, define a sequence {Qk} by iteratively
applying distributionally robust soft Bellman operator: Qk+1 = T πδ Qk. This sequence will converge
to the DR soft Q-value of policy π as k →∞.

The main part of the proof shows that the operator T πδ is a γ-contraction mapping, with details in
Appendix B.2. Next, the distributionally robust soft policy improvement step is similar to Equation
(4), but replacing QM with DR soft Q-value QMδ

. The new policy in each update is defined as

πk+1 = argmin
π∈Π

DKL

(
π(· | s)

∥∥∥∥ exp( 1

α
Qπk

Mδ
(s, ·)

) /
Zπk(s)

)
, k = 0, 1, · · · (12)

With policy updating rule (12), we show that the policy sequence {πk} has a non-decreasing value
with respect to the DR soft Q-function in Proposition 3.5. This extends the non-robust soft policy
improvement to cases with uncertain transition probabilities.
Proposition 3.5 (Distributionally Robust Soft Policy Improvement). Let πk ∈ Π and πk+1 be the
solution of the optimization problem defined in Equation (12). Then Qπk+1

Mδ
(s, a) ≥ Qπk

Mδ
(s, a) for

any (s, a) ∈ S ×A with |A| <∞.

Proof is provided in Appendix B.3. The DR soft policy iteration algorithm proceeds by alternatively
applying DR soft policy evaluation and DR soft policy improvement. In the following theorem, we
show that the policy sequence converges to the optimum under the DR soft policy iteration, with
proof in Appendix B.4.
Theorem 3.6 (Distributionally Robust Soft Policy Iteration). Starting from any policy π0 ∈ Π, when
|A| <∞, the policy sequence {πk} converges to the optimal policy π⋆ under DR soft policy iteration
as k →∞.

Key Challenges. Although DR soft policy iteration is guaranteed to find the optimal policy, there
are still challenges in extending it to continuous action space and offline setting: 1) the DR soft policy
evaluation step in (10) is not efficient enough in large scale problems, 2) the nominal distribution p0s,a
is usually unknown in offline RL tasks, and 3) the DR soft policy iteration can only be implemented
exactly in tabular setting. We will resolve these issues step by step in the rest of this section.

3.2 SOLVING DUAL OPTIMIZATION USING GENERATIVE MODEL

In offline RL tasks, the goal is to learn the optimal policy with access to a pre-collected dataset
D = {(si, ai, ri, s′i)}Ni=1, where (si, ai) ∼ µ, with µ denoting the data generation distribution
determined by the behavior policy, ri = R(si, ai) and s′i ∼ P 0(· | si, ai). In this section, we derive
a practical functional optimization method to compute the dual formulation of DR soft Bellman
operator in (10) with higher efficiency to address challenge 1, and propose a generative modeling
scheme to address challenge 2.
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Dual Functional Optimization. In the DR soft policy evaluation step, the Bellman operator T πδ
will be applied toQ-function iteratively. By writing out the dual form of the DR soft Bellman operator
in (10), the optimization problem is over a scalar β > 0 and can be routinely solved. However, this
optimization problem needs to be solved for every (s, a) pair at each time of update, making the
training process slow for a large-scale problem. To improve training efficiency, our idea is to convert
a group of scalar optimization problems into a single optimization problem over a function space.
This can be achieved by applying the property of interchanging minimization and integration in
decomposable space (Rockafellar & Wets, 2009).

Consider the probability space (S ×A,Σ(S ×A), µ) and let L1(S ×A,Σ(S ×A), µ) be the set of
absolutely integrable functions on that space, abbreviated as L1. We can reformulate the expectation
of optimal value for each (s, a) pair into a single functional optimization problem.

Proposition 3.7. For any δ > 0 and function V : S → [0, (Rmax + α log|A|)/(1− γ)], let

f((s, a), β) := −β log
(
Ep0s,a

[
exp

(
−V (s′)

β

)])
− βδ. (13)

Suppose that Assumption 3.1 holds, i.e. |A| <∞. Define a function set

G :=

{
g ∈ L1 : g(s, a) ∈

[
0,
Rmax + α log|A|

(1− γ)δ

]
, ∀(s, a) ∈ S ×A

}
. (14)

Then we have

E(s,a)∼D

[
sup
β≥0

f
(
(s, a), β

)]
= sup

g∈G
E(s,a)∼D

[
f
(
(s, a), g(s, a)

)]
. (15)

Proof is provided in Appendix B.5. The RHS of (15) only requires solving one optimization problem
instead of |D| problems on the LHS. This functional optimization method substantially increases
training efficiency with negligible robustness loss. We present the training time and performance
comparison in Section 4.3 and Appendix C.3.1. Given Proposition 3.7, we introduce a new Bellman
operator by replacing the scalar β with a function and removing optimization. For any function g ∈ G
and mapping Q : S ×A → [0, (Rmax + α log|A|)/(1− γ)], let

T πδ,gQ(s, a) :=E[r] + γ · f
(
(s, a), g(s, a)

)
=E[r] + γ ·

{
−g(s, a) log

(
Ep0s,a

[
exp

(
− V (s′)

g(s, a)

)])
− g(s, a)δ

}
,

(16)

where V (s) = Ea∼π [Q(s, a)− α · log π(a | s)] . From Proposition 3.7, we have a direct conclusion
that ∥T πδ Q− T πδ,g⋆Q∥1,µ = 0, where g⋆ = argsupg∈G E(s,a)∼D

[
f
(
(s, a), g(s, a)

)]
.

Generative Modeling for Nominal Distributions. In offline RL tasks, we assume the nominal
distributions P0 are unknown, and no simulator is available to generate additional samples. Under
the KL-constrained uncertainty set, the dual optimization problem is non-linear and the empirical risk
computed from the offline datasetD suffers from the double-sampling issue, making it inapplicable in
our case. More detailed discussion is provided in Appendix A.1. To empirically apply operator T πδ,g
in continuous space, we incorporate a VAE model to estimate the nominal distributions and generate
samples to construct empirical measures. To be specific, the VAE model learns from collected data
(s, a, s′) ∈ D and generate next state samples {s̃′i}mi=1. We denote p̃0s,a as the empirical measures
of p0s,a. For any function h : S 7→ R, we have Es′∼p̃0s,a [h(s

′)] = 1
m

∑m
i=1 h(s̃

′
i). The empirical

Bellman operator with functional optimization is defined as

T̃ πδ,gQ(s, a) := E[r] + γ · f̃
(
(s, a), g(s, a)

)
, (17)

where

f̃
(
(s, a), β

)
= −β log

(
Ep̃0s,a

[
exp

(
−V (s′)

β

)])
− βδ. (18)
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3.3 DISTRIBUTIONALLY ROBUST SOFT ACTOR-CRITIC

Now we extend the action space to continuous and use neural networks to approximate the DR soft
value function and policy. We consider the problem in RMDPMδ, with subscripts in V and Q
functions omitted. To be specific, our algorithm includes the value network Vψ(s), the Q-network
Qθ(s, a) and the stochastic policy πϕ(a | s), with ψ, θ, ϕ as the parameters. ψ̄ and θ̄ are the target
network parameters to help stabilizing training (Mnih et al., 2015). Let φ be the parameters of VAE
model. We also use a parametrized neural network Gη to approximate the function set G.

The idea behind our DR-SAC algorithm is to alternate between empirical DR soft policy evaluation
with functional optimization and DR soft policy improvement. The loss of Q-network parameters in
our algorithm is

JDR
Q (θ) = E(s,a)∼D

[
1

2

(
Qθ(s, a)− T πδ,g̃⋆Qθ(s, a)

)2]
, (19)

where
g̃⋆ = argsup

g∈Gη

E(s,a)∈D

[
f̃((s, a), g(s, a))

]
. (20)

The loss functions of ψ, ϕ and α are the same as SAC in Haarnoja et al. (2018a) and the loss function
of φ is the standard VAE loss, with details in Appendix A.2. To reduce the sensitivity on behavior
policy in dataset generation, we include V -function as SAC-v1 algorithm (Haarnoja et al., 2018a),
with detialed discussion in Section 4.3 and Appendix C.3.3. We also build multiple Q-functions
Qθi , (i ∈ [n]), train them independently, and use the minimum of them in updating the value critic
and actor function. This has been tested to outperform clipped Q-learning (n = 2) in offline RL tasks
(An et al., 2021). We formally present the Distributionally Robust Soft Actor-Critic in Algorithm 1.

Algorithm 1 Distributionally Robust Soft Actor-Critic (DR-SAC)

Require: Offline dataset D = {(si, ai, ri, s′i)Ni=1}, V -function network weights ψ, Q-function
network weights θi, i ∈ [n], policy network weights ϕ, transition VAE network weights φ,
weight τ for moving average, function class Gη

1: ψ̄ ← ψ, θ̄i ← θi for i ∈ [n] ▷ Initialize target network weights for soft update
2: for each gradient step do
3: φ← φ− λφ∇̂φJVAE(φ) ▷ Update transition VAE weights
4: Generate samples {s̃′i}mi=1 from VAE, form empirical measures p̃0s,a
5: Compute optimal function g̃⋆ according to (20)
6: ψ ← ψ − λψ∇̂ψJV (ψ) ▷ Update V -function weights
7: θi ← θi − λQ∇̂θiJDR

Q (θi) for i ∈ [n] ▷ Update Q-function weights
8: ϕ← ϕ− λπ∇̂ϕJπ(ϕ) ▷ Update policy weights
9: α← α− λα∇̂αJ(α) ▷ Adjust temperature

10: ψ̄ ← τψ + (1− τ)ψ̄, θ̄i ← τθi + (1− τ)θ̄i for i ∈ [n] ▷ Update target network weights
11: end for
Ensure: ϕ

4 EXPERIMENTS

The goal of our experiments is to demonstrate the robustness of DR-SAC in handling environmental
uncertainties in offline RL tasks. We evaluate the average episode rewards under different perturba-
tions, comparing with non-robust baselines and RFQI, the only offline DR-RL algorithm applicable to
continuous action spaces. To further highlight the practicality of our algorithm, we report the training
time to show that DR-SAC significantly improves the training efficiency of DR-RL algorithms.

4.1 SETTINGS

We implement SAC and DR-SAC based on the SAC-N (An et al., 2021). To the best of our knowledge,
RFQI is the only distributionally robust offline RL algorithm applicable to continuous space. Besides
RFQI, we also compare DR-SAC with Fitted Q-Iteration (FQI), Deep Deterministic Policy Gradient
(DDPG, Lillicrap et al. (2015)), and Conservative Q-Learning (CQL, Kumar et al. (2020)).
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We consider Pendulum, Cartpole, LunarLander, Reacher and HalfCheetah environments in Gymna-
sium (Towers et al., 2024). For Cartpole, we consider the continuous action space version in Mehta
et al. (2021). For LunarLander, we also set the action space to be continuous. All algorithms are
trained on the nominal environment and evaluated under different perturbations. In our experiments,
we consider perturbations including: environment parameters change, random noise on observed
state and random action taken by the actuator. More detailed settings are in Appendix C.1

4.2 PERFORMANCE ANALYSIS

(a) Length Perturbation
Pendulum

(b) Action Perturbation
Cartpole

(c) Engine Perturbation
LunarLander

(d) Observation Perturbation
Reacher

(e) Damping Perturbation
Reacher

(f) Back Damping Perturbation
HalfCheetah

Figure 1: Robustness performance in different environments under perturbations. The curves show the
average reward over 50 episodes, shaded by ±0.5 standard deviation. In Pendulum, the environment
parameter length changes. In Cartpole, random actions are taken by the actuator. In LunarLander, the
environment parameters main_engine_power and side_engine_power change together. In Reacher, a
Gaussian noise is added to nominal states; and the environment parameter joint_damping changes. In
HalfCheetah, environment parameter back_damping changes.

This section reports selected experiment results. Additional experiments are provided in Appendix C.2.
In the Pendulum environment, we change the parameter length to assess algorithm robustness against
pendulum length changes. RFQI is omitted due to poor performance in the unperturbed environment.
In Figure 1(a), DR-SAC performance outperforms SAC by 35% when the length changes by 20%.
In the Cartpole environment, the actuator is perturbed by taking random actions with different
probabilities. DR-SAC shows superior performance over the robust algorithm RFQI, especially when
the probability of random action is less than 50%. In the LunarLander environment, we change
the environment parameters main_engine_power and side_engine_power together to model engine
power disturbance. DR-SAC shows consistently robust performance compared to other algorithms.
In Figure 1(c), when the perturbation percentage is −20%, DR-SAC has an average reward of around
240 while rewards of all other algorithms drop under 180. Moreover, DR-SAC achieves 9.8 times
higher reward than the SAC baseline when parameters change by −30%.

To demonstrate the robustness of DR-SAC in more complex environments, we also conduct experi-
ments in HalfCheetah and Reacher from MuJoCo (Todorov et al., 2012). In the Reacher environment,
we introduce two types of perturbations: adding Gaussian noise to nominal states and modifying the
environment parameter joint_damping. In the observation perturbation test on Figure 1(d), DR-SAC
shows the best performance in all test cases. In Figure 1(e), DR-SAC outperforms SAC and has
similar robustness as RFQI. In the HalfCheetah environment, we only present the experiments of
SAC and DR-SAC due to the poor performance of FQI and RFQI. When the environment parameter

8



432
433
434
435
436
437
438
439
440
441
442
443
444
445
446
447
448
449
450
451
452
453
454
455
456
457
458
459
460
461
462
463
464
465
466
467
468
469
470
471
472
473
474
475
476
477
478
479
480
481
482
483
484
485

Under review as a conference paper at ICLR 2026

back_damping changes less than 50%, DR-SAC achieves a stable average reward of over 6300, while
the average reward of SAC keeps decreasing to less than 5950.

Discussion on FQI Failure. It is worth noting that FQI and RFQI do not work well in unperturbed
Pendulum and HalfCheetah environments. One possible reason is that offline RL algorithm perfor-
mance depends on the dataset differently. SAC works well when the dataset has a broad coverage
over the action space (Kumar et al., 2019). Conversely, the FQI algorithm is implemented on Batch-
Constrained Deep Q-learning (BCQ, Fujimoto et al. (2019)), which restricts the agent to selecting
actions close to the behavior policy. This conflicts with the epsilon-greedy method in data generation,
as discussed in Appendix C.1. One major goal of our experiments is to demonstrate that DR-SAC
exhibits better robustness over SAC under common environmental perturbations. Addressing the
sensitivity of RL algorithms to offline dataset distribution is out of the scope of this study.

4.3 ABLATION STUDIES

Training Efficiency of DR-SAC. Our DR-SAC algorithm is designed to balance efficiency and
accuracy. In Section 3.2, we approximate the Bellman operator T πδ with T πδ,g to improve the training
efficiency. To validate this approximation, we also train a robust algorithm using the accurate operator
T πδ . Experimental results show that DR-SAC with functional optimization attains negligible loss in
robustness while requiring less than 2% training time. More details are provided in Appendix C.3.1.

In Section 4.2, RFQI shows comparable robustness to DR-SAC in some environments. However,
DR-SAC demonstrates notable improvement in the training efficiency. Table 1 shows that the training
time of RFQI is at most 23.2 times that of DR-SAC. Compared with each non-robust baseline, RFQI
requires no less than 11.3 times the training time of FQI, while DR-SAC training is at most 2.6 times
that of SAC. Additional experiments show that this efficiency improvement arises from optimization
efficiency. While the RFQI algorithm with functional approximation involves a similar step as (20),
it requires 1000 gradient descent (GD) steps in each update to find the optimal function, while
DR-SAC requires only 5 GD steps to achieve comparative performance. Experimental results in
Appendix C.3.1 reveal that reducing the number of GD steps in RFQI leads to a severe performance
drop even in unperturbed environments, suggesting that the loss function structure in RFQI inherently
leads to slower convergence and demands more optimization steps.

Table 1: Training time in different environments (minute)

Env SAC DR-SAC FQI RFQI
Cartpole 2 4 7 93

LunarLander 16 36 17 238
Reacher 13 32 14 159

Robustness of VAE Model While the VAE models inevitably introduce estimation error when
constructing empirical measures of the transition distributions, we empirically demonstrate that
DR-SAC is largely insensitive to such modeling choices. Specifically, when the latent dimension of
the VAE model is varied within the tested range of 5 to 20 in Pendulum, DR-SAC maintains superior
robustness over the SAC baseline. Detailed experiment results are provided in Appendix C.3.2.

Usage of V -Network. In the DR-SAC algorithm, we include a V -network following the SAC-v1
design (Haarnoja et al., 2018a) to improve the applicability across a wider range of offline datasets.
Although the V -network is removed in SAC-v2 (Haarnoja et al., 2018b), this version is indeed
on-policy, while our setting is off-policy. We observe empirically that SAC with a V -network is less
sensitive to the behavior policy used in dataset generation. Details are discussed in Appendix C.3.3.

5 CONCLUSIONS

We propose DR-SAC, the first actor-critic based DR-RL algorithm for offline settings and continuous
action spaces. Our framework establishes distributionally robust soft policy iteration with convergence
guarantees, saves over 80.0% of training time compared to RFQI through functional optimization, and
resolves the double-sampling issue in estimating the nominal distributions via generative modeling.
Experiments across five environments show that DR-SAC attains up to 9.8× higher reward than SAC
under perturbations, demonstrating both robustness and efficiency in practical offline RL tasks.
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A DISCUSSION

A.1 NECESSITY OF GENERATIVE MODEL

In this section, we discuss why other model-free methods are not applicable in KL divergence con-
strained uncertainty set and why a generative model (VAE) is necessary. Empirical risk minimization
(ERM) is a method that minimizes the empirical loss estimation using sampled data, which has been
extensively used in machine learning literature. However, it is not applicable in our case due to the
non-linearity of the dual formulation and the Bellman operator. In our algorithm, we want to apply
operator T πδ,g⋆ where g⋆ = argsupg∈G E(s,a)∼D

[
f
(
(s, a), g(s, a)

)]
. Denote the objective function

as
J(g) :=E(s,a)∼D

[
f
(
(s, a), g(s, a)

)]
=E(s,a)∼D

[
−g(s, a) log

(
Ep0s,a

[
exp

(
−V (s′)

g(s, a)

)])
− g(s, a)δ

]
.

(21)

To obtain a consistent estimator of (21), we encounter the well-known double-sampling issue (Baird
et al., 1995) caused by the nonlinearity between inner and outer expectations. Specifically, to
approximate the inner expectation term Ep0s,a [exp(−V (s′)/g(s, a))], the dataset D need to be split
into two disjoint parts, Douter and Dinner. For each (s, a) ∈ Dinner, we aggregate the corresponding
samples starting from (s, a) contained in Douter, denoted by D(s,a), and the empirical risk of (21)
becomes

Ĵ(g) :=
1

|Dout|
∑

(s,a,s′)∈Dout

−g(s, a) log

 1

|D(s,a)|
∑

(s̄,ā,s̄′)∈D(s,a)

exp

(
−V (s̄′)

g(s, a)

)− g(s, a)δ

 . (22)

However, in continuous state–action spaces, it is nearly impossible to revisit the exact same
state–action pair, leading to D(s,a) = ∅.
Note that this issue does not come from the functional optimization technique we use, but from the
structure of the dual formulation of the Bellman equation under the KL-based uncertainty set. In
contrast, this problem does not occur in the TV-based dual formulation due to its linear structure
(Panaganti et al., 2022). Specifically, if we remove the functional approximation and use the exact
dual formulation of the DR soft Bellman operator to design an algorithm, the same double-sampling
issue occurs in finding the empirical risk of the following Bellman residual:

LQ :=E(s,a)∈D [Q(s, a)− T πδ Q(s, a)]

=E(s,a)∈D

[
Q(s, a)− E[r]− γ · sup

β≥0

{
−β log

(
Ep0s,a

[
exp

(
−V (s′)

β

)])
− βδ

}]
.

(23)

In other literature introducing distributionally robust algorithms under KL uncertainty set, this
difficulty is overcome by using a Monte-Carlo related method (Liu et al., 2022; Wang et al., 2023),
estimating nominal distributions from transition frequencies (Wang et al., 2024), or directly estimating
the expected value under nominal distributions (Liang et al., 2024). None of these methods is
applicable to continuous space offline RL tasks.

A.2 ALGORITHM DETAILS

In this section, we present a detailed description of the DR-SAC algorithm. In our algorithm, we use
neural networks Vψ(s), Qθ(s, a) and πϕ(a | s) to approximate the value function, the Q-function
and the stochastic policy, respectively, with ψ, θ, ϕ as the network parameters. We also utilize target
network Vψ̄(s) and Qθ̄(s, a), where parameters ψ̄ and θ̄ are the exponential moving average of
respective network weights. Similar to SAC-v1 algorithm (Haarnoja et al., 2018a), the loss function
of V -network is

JV (ψ) = Es∼D

[
1

2

(
Vψ(s)− Ea∼πϕ

[Qθ̄(s, a)− α log πϕ(a | s)]
)2]

. (24)
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As introduced in Section 3.3, in our algorithm, we modify the loss function of Q-network to

JDR
Q (θ) = E(s,a)∼D

[
1

2

(
Qθ(s, a)− T πδ,g̃⋆Qθ(s, a)

)2]
,

where
g̃⋆ = argsup

g∈Gη

E(s,a)∈D

[
f̃((s, a), g(s, a))

]
= argsup

g∈Gη

E(s,a)∈D

[
−β log

(
Ep̃0s,a

[
exp

(−Vψ̄(s′)
β

)])
− βδ

]
.

(25)

Optimal dual function g̃⋆ can be found with backpropagation through η. We also keep the assumption
of policy network in the standard SAC algorithm by reparameterizing the policy using a neural
network transformation a = fϕ(ϵ; s), where ϵ is an input noise vector sampled from a spherical
Gaussian. The loss of policy is

Jπ(ϕ) = Es∼D,ϵ∼N

[
α log πϕ(fϕ(ϵ; s) | s)−Qθ̄(s, fϕ(ϵ; s))

]
. (26)

In the SAC-v2 algorithm (Haarnoja et al., 2018b), the authors propose an automated entropy tempera-
ture adjustment method by using an approximate solution to a constrained optimization problem. The
loss of temperature is

J(α) = Ea∼πϕ

[
−α log πϕ(a | s)− αH̄

]
, (27)

where H̄ is the desired minimum expected entropy and is usually implemented as the dimensionality
of the action space.

In addition, we incorporate the VAE model into our algorithm. VAE is one of the most popular
methods to learn complex distributions and has shown superior performance in generating different
types of data. In the DR-SAC algorithm, we use VAE to learn the transition function P 0(s′ | s, a) by
modeling the conditional distribution of next states. It assumes a standard normal prior over the latent
variable, p(z) = N (0, I). The encoder maps (s, a, s′) to an approximate posterior q(z | s, a, s′), and
the decoder reconstructs s′ from the latent sample z and input (s, a). The training loss is the evidence
lower bound (ELBO):

JVAE(φ) = Eq(z|s,a,s′)
[
∥s′ − ŝ′∥2

]
+DKL (q(z | s, a, s′) ∥N (0, I)) , (28)

where ŝ′ are the reconstructed states from the decoder.
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B PROOFS

B.1 PROOF OF PROPOSITION 3.3

We first provide an established result in DRO to compute the worst-case expectation under perturbation
in a KL-divergence constrained uncertainty set.
Lemma B.1 (Hu & Hong (2013), Theorem 1). Suppose G(X) has a finite moment generating
function in the neighborhood of zero. Then for any δ > 0,

sup
P :DKL(P∥P0)≤δ

EP [G(X)] = inf
β≥0

{
β log

(
EP0

[
exp

(
G(X)

β

)])
+ βδ

}
(29)

Proof of Proposition 3.3.

T δπQ(s, a) = E[r] + γ · inf
p∈Ps,a(δ)

{
Es′∼p(·|s,a)

[
Ea′∼π(·|s′)[Q(s′, a′)− α log π(a′|s′)]

]}
= E[r]− γ · sup

p∈Ps,a(δ)

{
Es′∼p(·|s,a)[−V (s′)]

}
= E[r]− γ · inf

β≥0

{
β log

(
Es′∼p0(·|s,a)

[
exp

(
−V (s′)

β

)])
+ βδ

}
(Lemma B.1)

= E[r] + γ · sup
β≥0

{
−β log

(
Es′∼p0(·|s,a)

[
exp

(
−V (s′)

β

)])
− βδ

}
To apply Lemma B.1, let P = p(·|s, a), P0 = p0(·|s, a), and G(X) = G(s′) = −V (s′). As
stated in Section 2.1, the rewards r = R(s, a) are bounded, and the discount factor γ ∈ [0, 1).
As a consequence of Assumption 3.1, Q(s, a) and thus V (s′) are bounded. This implies that
G(s′) = −V (s′) has a finite moment generating function (MGF) under the nominal distribution
p0(·|s, a), i.e., Es′∼p0(·|s,a)[eλG(s′)] <∞, for λ in a neighborhood of zero. This ensures that G(s′)
has a finite MGF under P0 as required by Lemma B.1.

B.2 PROOF OF PROPOSITION 3.4

Before providing the proof of Proposition 3.4, we present the optimality conditions of Lemma B.1.
Lemma B.2 (Hu & Hong (2013), Proposition 2). Let β⋆ be an optimal solution of the optimization
problem in (29). Let H = esssupX∼P0

G(X) and κ = PX∼P0
(G(X) = H). Suppose the assump-

tion in Lemma B.1 still holds, then β⋆ = 0 or G(X) has a finite moment generating function at 1/β⋆.
Moreover, β⋆ = 0 if and only if H <∞, κ > 0 and log κ+ δ ≥ 0.

This lemma tells us the optimal solution is unique when β⋆ = 0. This happens if and only if there is
a large enough probability mass on the finite essential supremum of X , under the distribution center
P0. We use this lemma to discuss either β⋆ = 0 or β⋆ > 0 in the following proof.

Proof of Proposition 3.4. Similar to the standard convergence proof of policy evaluation, we want
to prove that the operator T πδ is a γ-contraction mapping. Suppose there are two mappings Q1,2 :
S ×A → R and define Vi = Ea∼π[Qi(s, a)]− αH(π(s)), i = 1, 2. For any state s ∈ S, we have

|V1(s)− V2(s)| = |Ea∼π[Q1(s, a)−Q2(s, a)]| ≤ ∥Q1 −Q2∥∞.
Thus, ∥V1 − V2∥∞ ≤ ∥Q1 −Q2∥∞.

Next, for any β > 0 and (s, a) fixed, define function

Fβ(V ) := −β logEp0s,a

[
exp

(
−V (s′)

β

)]
− βδ.

Let ∥V1 − V2∥∞ = d. Then for any s′ ∈ S, V2(s′)− d ≤ V1(s
′) ≤ V2(s

′) + d. After exponential,
expectation, and logarithm operations, monotonicity is preserved. We have

−β logEp0s,a

[
exp

(
−V2(s

′)

β

)]
− d ≤− β logEp0s,a

[
exp

(
−V1(s

′)

β

)]
≤− β logEp0s,a

[
exp

(
−V2(s

′)

β

)]
+ d.
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This gives us |Fβ(V1)− Fβ(V2)| ≤ ∥V1 − V2∥∞.

Lastly, we reformulate DR soft Bellman operator as T πδ Q(s, a) = E[r] + γ · supβ≥0 Fβ(V ). Let β⋆i
be an optimal solution of supβ≥0 Fβ(Vi), i = 1, 2. From Lemma B.2, we know β⋆i is unique when
β⋆i = 0 is optimal. And the optimal value is the essential infimum Hi when β⋆i = 0. We want to
show |Fβ⋆

1
(V1)− Fβ⋆

2
(V2)| is bounded in all cases of β⋆i .

• Case 1: β⋆1 = β⋆2 = 0.

In this case, the optimal value is the essential infimum value for both Vi. We have

|Fβ⋆
1
(V1)− Fβ⋆

2
(V2)| =

∣∣∣∣∣ essinfs′∼P 0
s,a

V1(s
′)− essinf

s′∼P 0
s,a

V2(s
′)

∣∣∣∣∣ ≤ ∥V1 − V2∥∞.
The last inequality holds because monotonicity is preserved after taking the essential infimum.

• Case 2: β⋆1 = 0, β⋆2 > 0, WLOG.

In this case, we know from optimality that

H1 = essinf
s′∼P 0

s,a

V1(s
′) ≥ Fβ⋆

2
(V1), H2 = essinf

s′∼P 0
s,a

V2(s
′) ≤ Fβ⋆

2
(V2).

Then we have
H1 − Fβ⋆

2
(V2) ≤ H1 −H2 ≤ ∥V1 − V2∥∞,

Fβ⋆
2
(V2)−H1 ≤ Fβ⋆

2
(V2)− Fβ⋆

2
(V1) ≤ ∥V1 − V2∥∞.

Thus, |Fβ⋆
1
(V1)− Fβ⋆

2
(V2)| = |H1 − Fβ⋆

2
(V2)| ≤ ∥V1 − V2∥∞.

• Case 3: β⋆1 > 0, β⋆2 > 0.

Suppose Fβ⋆
1
(V1) ≤ Fβ⋆

2
(V2), WLOG. Then

|Fβ⋆
1
(V1)− Fβ⋆

2
(V2)| = Fβ⋆

2
(V2)− Fβ⋆

1
(V1) ≤ Fβ⋆

2
(V2)− Fβ⋆

2
(V1) ≤ ∥V1 − V2∥∞,

where the first inequality comes from the optimality of β⋆1 .

Thus for any (s, a) pair, we have we

|T πδ Q1(s, a)− T πδ Q2(s, a)| =γ ·

∣∣∣∣∣ supβ1≥0
Fβ1(V1)− sup

β2≥0
Fβ2(V2)

∣∣∣∣∣
≤γ · ∥V1 − V2∥∞
≤γ · ∥Q1 −Q2∥∞.

Since T πδ is a γ-contraction, using Banach Fixed-Point Theorem, the sequence {Qk} convergences
to the unique fixed-point T πδ . In Equation (10), we know this fixed point is the DR soft Q-value.

B.3 PROOF OF PROPOSITION 3.5

Proof. Given πk ∈ Π, let Qπk

Mδ
and V πk

Mδ
be the corresponding DR soft Q-function and value

function. Denote the function for determining the new policy as

Jπ(π
′(· | s)) := DKL

(
π′(· | s))

∥∥∥∥ exp( 1

α
QπMδ

(s, ·)− logZπk(s)

))
. (30)

According to Equation (12), πk+1 = argminπ′∈Π Jπk
(π′) and Jπk

(πk+1) ≤ Jπk
(πk). Hence

Ea∼πk+1
[α log πk+1(a | s)−Qπk

Mδ
(s, ·) + α logZπk(s)]

≤Ea∼πk
[α log πk+1(a | s)−Qπk

Mδ
(s, ·) + α logZπk(s)],

and after deleting Zπk(s) on both sides, the inequality is reformulated to

Ea∼πk+1

[
Qπk

Mδ
(s, ·)− α log πk+1(a | s)

]
≥ V πk

Mδ
(s).
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Next, consider the DR soft Bellman equation:

Qπk

Mδ
(s, a) =E[r] + γ · inf

ps,a∈Ps,a(δ)

{
Es′∼ps,a

[
V πk

Mδ
(s′)

]}
≤E[r] + γ · inf

ps,a∈Ps,a(δ)

{
Es′∼ps,a

[
Ea′∼πk+1

[
Qπk

Mδ
(s′, a′)− α log πk+1(a

′ | s′)
]]}

=T πk+1

δ

(
Qπk

Mδ

)
(s, a)

...

≤Qπk+1

Mδ
(s, a), ∀(s, a) ∈ S ×A

(31)
where operator T πk+1

δ is repeatedly applied to Qπk

Mδ
and its convergence is guaranteed by Proposi-

tion 3.4.

B.4 PROOF OF THEOREM 3.6

Proof. Let πk be the policy at iteration k. By Proposition 3.5, Qπk

Mδ
is non-decreasing with k.

Since function Qπk

Mδ
is bounded, sequence {Qπk

Mδ
} converges. Thus policy sequence {πk} con-

vergences to some π⋆. It remains to show that π⋆ is indeed optimal. According to Equation (12),
Jπ⋆(π⋆) ≤ Jπ⋆(π), ∀π ∈ Π. Using the same argument in proof of Proposition 3.5, we can show that
QπMδ

(s, a) ≤ Qπ⋆

Mδ
(s, a) for any π ∈ Π and (s, a) ∈ S ×A. Hence π⋆ is an optimal policy.

B.5 PROOF OF PROPOSITION 3.7

Before providing the proof, we first introduce two technical lemmas. Specifically, Lemma B.4
establishes the interchange of minimization and integration property in decomposable spaces. This
property has wide applications in replacing point-wise optimality conditions by optimization in a
functional space (Shapiro, 2017; Panaganti et al., 2022).
Lemma B.3 (Rockafellar & Wets (2009), Exercise 14.29). Function f : Ω×Rn 7→ R (finite-valued)
is a normal integrand if f(ω, x) is measurable in ω for each x and continuous in x for each ω.
Lemma B.4 (Rockafellar & Wets (2009), Theorem 14.60, Exercise 14.61). Let f : Ω × R 7→ R
(finite-valued) be a normal integrand. LetM(Ω,A;R) be the space of all measurable functions
x : Ω→ R,Mf be the collection of all x ∈M(Ω,A;R) with

∫
ω∈Ω

f(ω, x(ω))µ(dω) <∞. Then,
for any space withMf ⊂ X ⊂M(Ω,A;R), we have

inf
x∈X

∫
ω∈Ω

f(ω, x(ω))µ(dω) =

∫
ω∈Ω

(
inf
x∈R

f(ω, x)

)
µ(dω).

Proof of Proposition 3.7. First we want to prove β⋆ = argsupβ≥0 f((s, a), β) is bounded in interval

Iβ :=
[
0, Rmax+α log|A|

(1−γ)δ

]
for any (s, a) ∈ S ×A. Rewriting the optimization problem to its primal

form, it is clear that
f((s, a), β⋆) = inf

ps,a∈Ps,a(δ)
E [V (s′)] ≥ 0.

When β is greater than Rmax+α log|A|
(1−γ)δ , it can never be optimal since

f((s, a), β) =− β log
(
Ep0s,a

[
exp

(
−V (s′)

β

)])
− βδ

≤− β log
(
exp

(
−Rmax + α log|A|

(1− γ)β

))
− βδ

=
Rmax + α log|A|

1− γ
− βδ < 0.

Now we know that f((s, a), β) is a finite-valued function for each (s, a) ∈ S × A and β ∈ Iβ .
Also, it is Σ(S ×A)-measurable in (s, a) ∈ S ×A for each β ∈ Iβ and is continuous in β for each
(s, a) ∈ S ×A. From Lemma B.3, we know that f((s, a), β) is a normal integrand.
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Moreover, all functions in G is upper bounded and measurable soMf ⊂ G ⊂M((S ×A),Σ(S ×
A);R). Proposition 3.7 is a direct conclusion of Lemma B.4.
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C EXPERIMENT DETAILS

C.1 MORE SETTING DETAILS

To allow for comparability of results, all tools were evaluated on equal-cost hardware, a Ubuntu 24.04
LTS system with one Intel(R) Core(TM) i7-6850K CPU, one NVIDIA GTX 1080 Ti GPU with 11
GB memory, and 64 GB RAM. All experiments use 12 CPU cores and 1 GPU.

We implement FQI and RFQI algorithms from https://github.com/zaiyan-x/RFQI.
DDPG and CQL are implemented from the offline RL library d3rlpy (Seno & Imai, 2022).

Hyperparameter Selection Across all environments, we use γ = 0.99 for discount rate, τ = 0.005
for both V and Q critic soft-update, α = 0.12 as initial temperature, |B| = 256 for mini-batch size,
|D| = 106 for data buffer size. Actor, Q and V critic and VAE networks are multilayer perceptrons
(MLPs) with [256, 256] as hidden dimension. In the HalfCheetah and Reacher environments, we use
two hidden layers in the actor and critic networks. All other networks have one hidden layer.

There are multiple learning rates in our algorithm. Learning rate for VAE network λφ is 5× 10−5 in
the Pendulum environment and 5× 10−4 in others. In Step 5 of Algorithm 1, optimal function g̃⋆ is
found via backpropagation with learning rate λη . All other learning rates λψ , λθ, λϕ and λα are the
same in each environment and represented by λψ .

Value of learning rates λψ and λη , number of Q-critics and latent dimensions in VAE are separately
tuned in each environment and presented in Table 2.

Table 2: Hyper-parameters selection in SAC and DR-SAC algorithm training.

Environment λψ λη Q-Critic Number latent dimensions
Pendulum 5× 10−4 5× 10−5 2 5
Cartpole 3× 10−4 5× 10−4 2 5

LunarLander 5× 10−4 5× 10−4 2 10
HalfCheetah 3× 10−4 5× 10−5 5 32

Reacher 3× 10−4 5× 10−5 5 10

Offline Dataset To ensure fairness in performance comparison, all models in each environment
are trained on the same dataset. Each datasets contains 106 samples, generated by first training a
behavior policy and applying the epsilon-greedy method. For most environments, the behavior policy
is trained by the Twin Delayed DDPG (TD3, Fujimoto et al. (2018)) implemented from the d3rlpy
offline RL library (Seno & Imai, 2022), while in the Cartpole environment we use SAC. To ensure a
fair robustness evaluation, all models are trained to achieve the same performance (500, the maximum
reward) under unperturbed conditions in Cartpole. Datasets generated by behavior policies trained by
TD3 (SAC) are denoted as TD3-datasets (SAC-datasets) throughout this work. Additional details
including the algorithm to train behavior policy, training steps and the random-action probability ϵ
are presented in Table 3.

Table 3: Experiment details in dataset generation

Environment Behavior Policy Algorithm Training Steps Random-Action Probability ϵ
Pendulum TD3 5× 104 0.5
Cartpole SAC 5× 105 0.5

LunarLander TD3 3× 105 0.5
HalfCheetah TD3 106 0.3

Reacher TD3 106 0.3

C.2 EXTRA EXPERIMENT RESULTS

Pendulum In the Pendulum environment, we compare DR-SAC with SAC, FQI, and DDPG. All
models are trained on the TD3-dataset. The robust algorithm RFQI does not perform well in this
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test, even when there is no perturbation. To evaluate the robustness of trained models, we change
the environment parameters length, mass, and gravity, with nominal values as 1.0, 1.0 and 10.0
respectively. We grind search δ ∈ {0.1, 0.2, · · · , 1.0} and find model under δ = 0.5 have the best
overall robustness.

DR-SAC shows consistent robustness improvement compared to all other algorithms. The perfor-
mance under length perturbation is presented in Figure 1(a). In the mass perturbation test, DR-SAC
has the best performance in all cases. For example, the average reward is over 40% higher than
SAC when mass changes 120%. In Figure 2 (b), there is a notable gap between DR-SAC and SAC
performance when gravity acceleration changes 40%.

(a) Mass Perturbation: pendulum mass change. (b) Gravity Perturbation: gravity acceleration change.

Figure 2: Pendulum results on TD3-dataset. The curves show the average reward of 50 episodes,
shaded by ±0.5 standard deviation.

Cartpole In the Cartpole environment, we compare the DR-SAC algorithm with non-robust algo-
rithms SAC, DDPG, FQI, and robust algorithm RFQI. All algorithms are trained on the SAC-dataset.
In our Cartpole environment, the force applied to the cart is continuous and determined by the
actuator’s action and parameter force_mag. The highest possible reward is 500 in each episode. To
ensure fair comparison, all models are trained to have average rewards of 500 when no perturbation
is added.

We test the robustness by introducing three changes to the environment: applying action perturbation,
adding observation noise, and changing parameter force_mag. In the action perturbation test, the
actuator takes random actions with different probabilities. In the observation perturbation test, noise
with zero mean and different standard deviations is added to the nominal states in each step. The
model parameter force_mag represents the unit force magnitude with the nominal value as 30.0. We
grid search δ ∈ {0.25, 0.5, 0.75, 1.0} and find DR-SAC has the best performance when δ = 0.75.
We also use ρ = 0.75 to train the RFQI model.

In the Cartpole environment, DR-SAC has the best overall performance under three types of pertur-
bation. The performance under action perturbation is presented in Figure 1(b), and DR-SAC has
substantially better performance compared to RFQI. In the observation noise perturbation test in
Figure 3(a), DR-SAC has performance improvement over 75% compared to non-robust algorithms
SAC and DDPG when the standard deviation of noise is 0.2 and 0.3.

LunarLander In the LunarLander environment, we compare DR-SAC with non-robust algorithms
SAC, CQL, FQI, and robust algorithm RFQI. All algorithms are trained on the TD3-dataset. In the
LunarLander environment, the lander has main and side engines, and the actuator can control the
throttle of the main engine. We change environment parameters engine_power (main and side engine
power) and wind_power (magnitude of linear wind) to validate algorithm robustness. We grind search
δ ∈ {0.25, 0.5, 0.75, 1.0} and find DR-SAC has the best performance when δ = 0.25. We also use
ρ = 0.25 to train the RFQI model.
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(a) Observation Perturbation: gaussian noise added to
nominal states.

(b) “Force_mag” Perturbation: model parameter
force_mag change.

Figure 3: Cartpole results on SAC-dataset. The curves show the average reward of 50 episodes,
shaded by ±0.5 standard deviation.

Figure 4: LunarLander results on TD3-dataset. The curves show the average reward of 50 episodes,
shaded by ±0.5 standard deviation.

Under all types of perturbations, DR-SAC shows superior robustness compared to other algorithms.
The performance under engine_power perturbation is presented in Figure 1(c). In Figure 4, DR-SAC
shows the highest average reward in most levels of wind perturbation. It is worth noting that the
robust algorithm RFQI does not have an acceptable performance in this test, even compared to its
non-robust counterpart FQI.

Reacher In the Reacher environment, we compare DR-SAC with non-robust algorithms SAC,
FQI, CQL, and robust algorithm RFQI. All algorithms are trained on the TD3-dataset. In Reacher
environment, the actuator controls a two-jointed robot arm to reach a target. We use joint_damping
to denote the damping factor of both joint0 and joint1, with default value as 1.0. We grid search
δ ∈ {0.1, 0.2, 0.3} and find DR-SAC has the best performance when δ = 0.2. We also use ρ = 0.2
to train the RFQI model.

To test the robustness of all algorithms, we compare their performance after adding observation
noise and changing parameters joint_damping. In the observation perturbation test, we add zero-
mean Gaussian noise to the nominal state in dimensions 4− 9. The first 4 dimensions in state are
trigonometric function values and are kept unperturbed. Performance under both perturbations is
presented in Figure 1 (d) and (e).

HalfCheetah In the HalfCheetah environment, we compare DR-SAC with SAC baseline only due
to the unsatisfactory performance of FQI and RFQI. All algorithms are trained on the TD3-dataset.
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In the HalfCheetah environment, the actuator controls a cat-like robot consisting of 9 body parts
and 8 joints to run. We use front_stiff and front_damping to denote the stiffness and damping
factor of joint fthigh, fshin, and ffoot. Also, back_stiff and back_damping can be denoted in a
similar way. The default value of these parameters can be found through the environmental assets
of Gymnasium MuJoCo in https://github.com/Farama-Foundation/Gymnasium/
blob/main/gymnasium/envs/mujoco/assets/half_cheetah.xml. We grid search
δ ∈ {0.1, 0.2, 0.3} and find DR-SAC has the best performance when δ = 0.2.

Performance of back_damping test is presented in Figure 1(f). Combining it with Figure 5, we can see
DR-SAC has notable robustness improvement across all perturbation tests. For example, in front_stiff
perturbation test, DR-SAC achieves an improvement as much as 10% when the change is 80%.

(a) Front Stiffness Perturbation (b) Front Damping Perturbation

Figure 5: HalfCheetah results on TD3-dataset. The curves show the average reward of 50 episodes,
shaded by ±0.5 standard deviation.

C.3 ABLATION STUDY DETAILS

C.3.1 TRAINING EFFICIENCY OF DR-SAC

In this section, we want to show that DR-SAC with functional optimization finds a good balance
between efficiency and accuracy. We compare training time and robustness of Algorithm 1, DR-SAC
without functional optimization, and robust algorithm RFQI, to show our DR-SAC algorithm has the
best overall performance.

Balance in Functional Approximation We first introduce DR-SAC algorithm without functional
optimization. Most steps are the same as Algorithm 1, instead of following modifications. Step 5 in
Algorithm 1 is removed. Q-network loss is replaced by

JDR_acc
Q = E(s,a)∼D

[
QπM(s, a)− T̃ πδ QπMδ

(s, a)
]2
, (32)

where T̃ πδ is the empirical version of T πδ by replacing p0s,a with p̃0s,a. We call this modified algorithm
DR-SAC-Accurate and call Algorithm 1 DR-SAC-Functional in this section.

We train SAC, DR-SAC-Functional, and DR-SAC-Accurate algorithms in Pendulum environment.
The optimization problem in Equation (10) is a problem over scalar β > 0 and solved via Scipy for
each (s, a) pair. Table 4 shows the training steps and time for three algorithms. We see training
time of DR-SAC-Accurate is over 150 times longer than standard SAC and over 50 times longer than
DR-SAC-Functional. Considering Pendulum environment is relatively simple, DR-SAC-Accurate
algorithm is hard to utilize in large-scale problems.

Moreover, we test the robustness of three algorithms by comparing their average reward under
different perturbations. To be specific, we change Pendulum environment parameters: length, mass,
and gravity. DR-SAC-Functional and DR-SAC-Accurate are trained with δ = 0.5. Figure 6 shows that
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Table 4: Training steps and time for three algorithms in Pendulum

Algorithm Training Steps Training Time (Minute)
SAC 10k 1.7

DR-SAC-Functional 10k 4.7
DR-SAC-Accurate 8k 260

DR-SAC-Functional achieves comparable and even better performance under small-scale perturbation.
For example, DR-SAC-Functional and DR-SAC-Accurate have almost the same performance under
gravity perturbation in all test cases and mass perturbation test when change is less than 120%. In
length perturbation test, DR-SAC-Functional has better performance when the change is less than
30%.

(a) Gravity Factor Perturbation. (b) Mass Factor Perturbation. (c) Length Factor Perturbation.

Figure 6: Pendulum results on TD3-dataset. Curves show average reward of 50 episodes, shaded by
±0.5 standard deviation. Algorithms are SAC, DR-SAC with and without functional approximation.

Efficiency Comparison with RFQI In Section 4.2, existing DR-RL algorithm RFQI also shows
comparable performance under some perturbations. In this paragraph, we want to show that DR-SAC
requires much less training time than RFQI, improving its applicability to larges scale problems. Table
1 lists the training time of SAC, DR-SAC, FQI, and RFQI algorithms in three testing environments.
DR-SAC is demonstrated to be well-trained in at most 20% time required by RFQI. Compared with
each non-robust baseline, the training time of DR-SAC is at most 360% of SAC, while RFQI requires
1000− 1300% more training time than FQI. In Figure 7, we provide a plot of performance changes
against the training time in the Reacher environment, where RFQI is shown to be under-trained when
the curve of DR-SAC converges.

Figure 7: Average Reward of 20 Episodes over Training Time in Reacher Environment.

Moreover, this efficiency improvement does not solely arise from the functional approximation step,
but also from the inherent optimization efficiency in the loss function structure. The RFQI algorithm
considers the RMDP framework with uncertainty sets defined by the TV distance and is empirically
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built on the BCQ algorithm. In RFQI, there exists a step similar to (20) to find the optimal functional
under empirical measurement. Experimental results show that the efficiency gap arises from the
number of GD steps in solving this optimization problem. RFQI sets the default GD steps as 1000
while DR-SAC achieves comparable robustness performance with only 5 steps. To further investigate,
we vary the GD steps in RFQI to 5, 10 and 100 in the LunarLander environment and report the model
performance in the unperturbed environment. As shown in Table 5, performance drops sharply when
RFQI uses fewer GD steps, indicating that the loss function structure in RFQI inherently leads to
slower convergence and requires more optimization steps. In our framework, the choice of actor-critic
based non-robust baseline, KL divergence induced uncertainty set and generative modeling in nominal
distribution estimation together yields a more optimization-friendly formulation, contributing to our
method’s practical efficiency.

Table 5: GD steps, training time and performance in LunarLander

Algorithm DR-SAC RFQI RFQI RFQI RFQI (Used)
GD Steps 5 5 10 100 1000

Training Time (min) 36 12 21 139 238
Performance 240.0 175.9 181.9 192.9 201.2

C.3.2 ROBUSTNESS OF VAE MODEL

A consistent challenge in DR-RL algorithm design is that unknown nominal distributions p0s,a often
appear in the loss function. In Section 3.2 and Appendix A.1, we review methods used in other model-
free DR-RL algorithms and motivate the necessity of generative models in our setting. Although
generative models inevitable introduce additional estimation error when constructing empirical
measures p̃0s,a, our ablation studies demonstrate that DR-SAC is largely insensitive to the VAE
modeling, therefore improving its applicability. In the Pendulum environment, where the state and
action space dimensions are 3 and 1 respectively, we train DR-SAC with VAEs of latent dimensions
1, 5, 10, 20, 50 and evaluate performance under perturbed pendulum mass. As shown in Figure 8,
DR-SAC maintains superior robustness over the SAC baseline as long as the latent dimension lies
within a reasonable range (between 5 and 20 in our experiments).

Figure 8: Pendulum results on TD3-dataset with mass perturbation and different VAE latent dimen-
sions. The curves show the average reward of 50 episodes, shaded by ±0.5 standard deviation.

C.3.3 USAGE OF V-NETWORK

In this section, we demonstrate that keeping the V -network in the SAC algorithm reduces the
sensitivity on dataset distribution. As introduced in Appendix C.1, offline datasets in this work are
generated by first training a behavior policy and applying the epsilon-greedy method to collect data.
Experimental results shows that SAC without the V -network exhibits unstable performance when the
behavior policy differs across datasets.
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Our experiments are conducted in the Pendulum environment. We generate two datasets with
behavior policy trained by an online version of SAC and TD3, denoted as SAC-dataset and TD3-
dataset, respectively. Figure 9 presents the average reward of 20 episodes against training steps in
four scenarios: SAC-dataset vs. TD3-dataset, SAC algorithm with vs. without V -network. Removing
the V -network shows minor influence on offline SAC learning using SAC-dataset. However, for
TD3-dataset, SAC with V -network achieves a stable average reward around −150 quickly, but the
average reward of SAC without V -network fluctuates intensely and never exceeds −200. This
validates that SAC with a V -network is less sensitive to behavior policy and dataset distribution.

Figure 9: Average Reward of 20 Episodes over Training Step in Pendulum Environment.
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