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Abstract

Web browsing agents powered by large lan-001
guage models (LLMs) have shown tremendous002
potential in automating complex web-based003
tasks. Existing approaches typically rely on004
large LLMs (e.g., GPT-4o) to explore web en-005
vironments and generate trajectory data, which006
is then used either for demonstration retrieval007
(for large LLMs) or to distill small LLMs (e.g.,008
Llama3) in a process that remains decoupled009
from the exploration. In this paper, we propose010
AgentSymbiotic, an iterative framework that011
couples data synthesis with task-performance,012
yielding a “symbiotic improvement” for both013
large and small LLMs. Our study uncovers a014
complementary dynamic between LLM types:015
while large LLMs excel at generating high-016
quality trajectories for distillation, the distilled017
small LLMs—owing to their distinct reason-018
ing capabilities—often choose actions that di-019
verge from those of their larger counterparts.020
This divergence drives the exploration of novel021
trajectories, thereby enriching the synthesized022
data. However, we also observe that the per-023
formance of small LLMs becomes a bottle-024
neck in this iterative enhancement process. To025
address this, we propose two innovations in026
LLM distillation: a speculative data synthesis027
strategy that mitigates off-policy bias, and028
a multi-task learning approach designed to029
boost the reasoning capabilities of the stu-030
dent LLM. Furthermore, we introduce a031
Hybrid Mode for Privacy Preservation to ad-032
dress user privacy concerns. Evaluated on the033
WEBARENA benchmark, AgentSymbiotic034
achieves SOTA performance with both LLM035
types. Our best Large LLM agent reaches 52%,036
surpassing the previous best of 45%, while our037
8B distilled model demonstrates a competitive038
49%, exceeding the prior best of 28%. Code039
will be released upon acceptance.040

1 Introduction041

The autonomous navigation and completion of042

tasks on the web is a critical capability for AI (Xie043
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Figure 1: Illustration of the symbiotic improvement between
small and large LLMs, where each of them benefits the other.

et al., 2023; Yao et al., 2023a; Zhou et al., 2023a). 044

Recent advances in large language models (LLMs) 045

have enabled impressive progress in web brows- 046

ing agents, as demonstrated by benchmarks such 047

as WEBARENA (Zhou et al., 2023b). Tradition- 048

ally, current approaches (Su et al., 2025) adopt a 049

decoupled paradigm: First, a data synthesis phase 050

deploys a large LLM to interact with the web envi- 051

ronment and generate trajectory data; Subsequently, 052

a task-performing phase uses this data—either as 053

demonstration retrieval for large LLMs or as distil- 054

lation material for small LLMs. 055

In this work, we show that large and small LLMs 056

can engage in a symbiotic relationship, which en- 057

hances both data synthesis and distillation in a cou- 058

pled iterative manner, as illustrated in Figure 1. 059

Specifically, we introduce AgentSymbiotic, a 060

novel framework in which large and small LLMs 061

collaborate through an iterative improvement cycle. 062

The process is described as follows: 063

� Step 1 - Trajectory Generation: The large LLM 064

utilizes retrieval-augmented generation (RAG) (Wu 065

et al., 2024) to refine its performance. By learning 066

from both successful and failed trajectories during 067

rounds of self-interaction, it produces increasingly 068

robust navigation paths. 069

� Step 2 - Trajectory Distillation: A multi-LLM 070

debate mechanism (Du et al., 2023; Liang et al., 071

2024) is employed to evaluate the generated trajec- 072

tories. Selected trajectories serve as critical data 073

for distilling small LLMs. 074
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Figure 2: Overview of the AgentSymbiotic framework. Step 1: The large LLM interacts with the environment to generate
high-quality trajectories, which are then used to distill small LLMs. Step 2: Multi-task learning and Speculative Data Synthesis
are applied during distillation to enhance the reasoning capabilities of the small LLM and mitigate off-policy bias between the
two LLMs. Step 3: The small LLM further explores the environment to produce diverse and valuable trajectories. Step 4: Then
the knowledge base containing high-quality trajectories and comprehensive trajectories is incorporated into the large LLM’s
RAG process, improving its performance. This iterative process establishes a symbiotic improvement cycle, enhancing both
large and small LLMs over time.

� Step 3 - Small LLM Exploration: Small LLMs,075

distilled from the large LLM, are deployed to ex-076

plore the environment more efficiently and exten-077

sively due to their faster inference speeds and in-078

creased stochasticity in action generation (Sanh,079

2019). This process uncovers diverse trajecto-080

ries—including edge cases or novel solutions that081

the large LLM might overlook.082

� Step 4 - Symbiotic Improvement: This itera-083

tive cycle creates a mutually beneficial loop: the084

large LLM refines its generation capabilities with085

enriched feedback from small LLM explorations,086

while the small LLM continually benefits from087

high-quality data and distilled expertise provided088

by the large LLM.089

Despite these advances, a significant limitation090

remains: the performance of small LLMs distilled091

from large models often falls short of the level re-092

quired to fully support and enhance large LLMs.093

Our analysis identifies two root causes behind this094

gap: (a) Off-policy bias (Caccia et al.) arises when095

the training data—generated under a large LLM’s096

policy—diverges from the small LLM’s deploy-097

ment environment; and (b) the loss of critical rea-098

soning capabilities during distillation (Guo et al.,099

2025) further undermines the small LLM’s effec-100

tiveness. Based on these insights, we introduce101

here two key technical innovations in distilling web102

browsing agents: (a) A speculative data synthesis103

strategy that mitigates off-policy bias by leverag-104

ing multiple action candidates generated by the105

large LLM to filter and refine the distillation trajec-106

tories; and (b) A multi-task learning approach that 107

jointly predicts actions and intermediate reasoning 108

steps, thereby preserving the critical reasoning abil- 109

ities of the distilled model. 110

Moreover, as real-world deployments of web 111

agents must safeguard user privacy—particularly 112

when handling sensitive data such as passwords, 113

credit card details, or phone numbers—we integrate 114

a hybrid mode for privacy preservation. In this 115

mode, any step that might involve private data is 116

delegated to a local small LLM rather than a cloud- 117

based large LLM, ensuring confidentiality. Our 118

contributions can be summarized as follows: 119

❶ Synergistic Framework. We present a novel 120

framework that establishes an iterative, symbiotic 121

cycle between large and small LLMs, enabling 122

them to leverage their complementary strengths 123

for mutual enhancement. 124

❷ Technical Innovations. We introduce two key 125

advancements in distillation techniques: (a) a 126

speculative data synthesis strategy to counteract 127

off-policy bias and (b) a multi-task learning ap- 128

proach to maintain reasoning capabilities. 129

❸ State-of-the-art Performance. Experiments 130

show that on the WEBARENA benchmark, 131

AgentSymbiotic achieves state-of-the-art per- 132

formance with both LLM types: the large LLM 133

achieves 52%, surpassing the previous best open- 134

source 45%, while our 8B distilled LLaMA-3 135

model achieves 49%, approaching the perfor- 136

mance of agents based on Claude-3.5. 137
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❹ Hybrid Mode for Privacy Preservation. We in-138

tegrate a hybrid mode for privacy preservation139

that directs sensitive tasks to a local small LLM,140

ensuring that private user data remains secure.141

2 Related work142

Web Agents. LLM-based web agents have gained143

significant attention in recent years due to their144

ability to automate, optimize, and enhance a wide145

range of web-based tasks, such as information re-146

trieval, decision-making, and interactions within147

dynamic environments (Zhou et al., 2023b; Deng148

et al., 2023; Yao et al., 2023a; Pan et al., 2024b;149

Levy et al., 2024; Chezelles et al., 2024). Many150

existing approaches (Koh et al., 2024; Putta et al.,151

2024; Yu et al., 2025a) utilize search-based meth-152

ods like Monte Carlo Tree Search (MCTS) to ob-153

tain more online examples from the web environ-154

ments. Although these methods benefit from in-155

creased interactions, their performance does not156

scale with the number of interactions. In contrast,157

our framework introduces an iterative symbiotic158

improvement cycle that continually refines both159

data synthesis and task performance. More detailed160

related work is provided in Appendix A.161

Knowledge Distillation. Knowledge distillation is162

a pivotal technique for transferring the advanced163

capabilities of a large, powerful model to a smaller,164

more efficient one (Gou et al., 2021; Xu et al.,165

2024c). Recent work on LLM distillation (Hin-166

ton et al., 2015; Anand et al., 2023; Hsieh et al.,167

2023) has shifted the focus from merely replicat-168

ing the teacher model’s output to capturing its un-169

derlying reasoning and decision-making processes.170

Additionally, several methods have been proposed171

to fine-tune language models for web tasks (Yin172

et al., 2024; Hong et al., 2024; Lai et al., 2024), fur-173

ther enhancing decision-making abilities. Despite174

these efforts, distilled small LLMs still lag behind175

their larger counterparts in performance. Our work176

addresses this gap by introducing a novel distil-177

lation approach that leverages iterative symbiotic178

improvements to enhance the capabilities of small179

LLMs. More detailed distillation related work is180

provided in Appendix A.181

3 Methodology182

Overview. In this section, we introduce our183

framework, AgentSymbiotic, which is designed184

to enhance the capabilities of both large and185

small LLMs. Our approach has two key compo- 186

nents: (1) large LLMs access more comprehensive 187

and diverse references through Speculative Data 188

Synthesis during Retrieval-Augmented Generation 189

(RAG) (Wu et al., 2024), and (2) small LLMs in- 190

tegrate reasoning into their predictions during the 191

distillation process using synthesized data. 192

Problem Formulation. Let o ∈ O represent 193

an observation, which consists of an accessible 194

tree structure provided by the web environment 195

along with a corresponding instruction. An action 196

a ∈ A corresponds to a command that can be 197

executed and interpreted by the web environment. 198

The reason r ∈ R captures the rationale behind 199

why an LLM chooses to execute a specific action 200

in response to an observation. The state s ∈ S 201

corresponds to the current state of the environment. 202

At each step i, large LLM (ML) predicts the next 203

action ai and reason ri based on the interaction 204

history H = (o0, a0, o1, a1, . . . , oi). In contrast, 205

the small LLM (MS) makes its predictions for ai 206

and ri based solely on the current observation oi. 207

3.1 Large LLMs and Small LLMs Can 208

Benefit Each Other 209

Exploration-Exploitation Trade-off. The funda- 210

mental difference between large and small LLMs in 211

web-based tasks can be understood through the lens 212

of the exploration-exploitation trade-off. Large 213

LLMs excel at exploitation—that is, they are very 214

effective at accurately selecting actions in well- 215

understood scenarios—while small LLMs, with 216

their faster inference speeds, are more agile and 217

capable of exploring a broader range of possible 218

actions. Formally, for a given task T , let E(M, T ) 219

denote the expected performance of an LLM M on 220

tasks drawn from T . Empirically, large LLMs ML 221

often satisfy the inequality: 222

E(ML, T ) > E(MS, T ), (1) 223

where MS represents a small LLM with signifi- 224

cantly fewer parameters. 225

Moreover, small LLMs tend to be more flexi- 226

ble in their action selection because they are more 227

sensitive to changes in observations and less ca- 228

pable of capturing complex patterns (Wang et al., 229

2024a). This increased sensitivity leads them to 230

exhibit more variable behavior, enabling them to 231

explore a larger subset of state-action pairs in the 232

environment. In other words, if we denote by πML
233

and πMS
the policies of the large and small LLMs 234
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respectively, small LLMs tend to cover more of235

the state-action space (S ×A), under a given time236

or computational budget. This broader coverage237

can uncover diverse trajectories—including cor-238

ner cases, failed attempts, or novel solutions—that239

might be missed by a ML operating on its own.240

Synergistic Gains. Large and small LLMs have a241

complementary relationship that can be harnessed242

in an iterative manner, to achieve performance be-243

yond what either model could reach individually.244

We define Success Rate (SR) as the proportion of245

tasks in which an LLM reaches the correct goal246

state, as follows:247

SR(M) =

∑N
i=1 I

(
siT = s

goal
T

)
N

, (2)248

More precisely, N is the total number of tasks,249

siT is the final state reached by the LLM M after250

executing the sequence of actions (a1, a2, . . . , aT )251

for task i, and s
goal
T is the correct goal state for the252

task. The indicator function I(·) evaluates to 1 if253

the final state siT matches the goal state sgoal
T , and 0254

otherwise, for a time horizon T . Consider a scheme255

with the following components:256

❶ The large LLM (ML) interacts with the environ-257

ment to produce high-quality trajectories, which258

are then used to distill the small LLM (MS).259

❷ The distilled MS subsequently engages in ex-260

ploratory interactions, discovering new trajec-261

tories that the ML may have overlooked.262

❸ These additional trajectories are incorporated263

into the knowledge base for the large LLM’s264

RAG, thereby improving ML for the next itera-265

tion of environment interaction.266

This process is repeated over multiple rounds, cre-267

ating a compounding feedback loop where each268

LLM benefits from the strengths of the other. Let269

SR(iter)(ML,MS) denote the final success rate of270

this iterative procedure after several rounds. We271

then define a synergy metric ∆:272

∆ = SR(iter)(ML,MS) − max
(

SR(ML), SR(MS)
)
(3)273

A strictly positive ∆ indicates that the iterative274

scheme yields higher success rates than the best275

single-LLM approach, demonstrating the power of276

synergistic cooperation between both LLM types.277

3.2 Build RAG-Enhanced Large LLM278

While some agents enable LLMs to act in aug-279

mented observation-action spaces or use search280

algorithms for web navigation, these methods often 281

face limitations—such as time-consuming design 282

of action spaces, increased interaction steps, and 283

the inability to improve performance iteratively. To 284

overcome these challenges, we enhance the perfor- 285

mance of large LLMs by integrating RAG within 286

the AGENTOCCAM framework. The detailed im- 287

plementation steps are outlined in Algorithm 1. 288

Data Synthesis. Our agent begins by interacting 289

with the environment across various tasks, accu- 290

mulating both successful and failed trajectories. 291

Each trajectory (denoted as H) is decomposed 292

into all possible subsequences that start and end 293

with an observation. For example, a trajectory 294

like (o0, a0, o1, a1, o2) is split into subsets such 295

as (o0, a0, o1) and (o1, a1, o2), among others. In- 296

spired by recent approaches that use LLMs as 297

judges (Li et al., 2024b; Gu et al., 2024; Tan et al., 298

2024), we employ a multi-LLM debate (Liang et al., 299

2024) mechanism to generate task instructions and 300

summaries for these trajectories. The generated 301

content is evaluated against predefined criteria; 302

only the trajectories that satisfy all criteria are re- 303

tained. These validated trajectories, along with 304

their corresponding instructions and summaries, 305

are stored in a knowledge base for later retrieval. 306

RAG Example Retrieval Strategies. To retrieve 307

relevant knowledge for the agent, we propose a 308

mixture of three strategies: (a) Task-Guided Sum- 309

mary Retrieval: Queries are generated from task 310

instructions and webpage observations to retrieve 311

relevant past experiences from the RAG knowl- 312

edge base. (b) Direct Observation and Instruction 313

Matching: The current observation and instruction 314

are directly matched with entries in the knowledge 315

base. (c) Trajectory Similarity Search: Similar 316

interaction examples are retrieved by computing 317

and comparing trajectory embeddings using co- 318

sine similarity. After retrieving K trajectory exam- 319

ples, a filtering step performed by an LLM ensures 320

their quality and relevance. The detailed prompt 321

is provided in Appendix F. Since similarity alone 322

doesn’t guarantee usefulness for action prediction, 323

an LLM employs a chain-of-thought (Wang and 324

Zhou, 2024) reasoning process to evaluate and rank 325

these examples. The selected high-quality exam- 326

ples then aid the large LLM in its decision-making 327

during interaction with the environment. 328

3.3 Improved Distillation for Small LLMs 329

To further enhance the performance of distillation, 330

we introduce two key innovations for processing 331
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Figure 3: Overview of two key innovations in LLM distillation: (a) Speculative Data Synthesis, which mitigates
off-policy bias by leveraging both large and small LLMs. At each step, the small LLM generates an action based on
the observation, while the large LLM produces a set of top-K action candidates. If the small LLM’s action is within
the large LLM’s top-K actions, it is accepted (✓); otherwise, the large LLM’s action is chosen for subsequent
interactions (✗). (b) Multi-task Learning, which enhances reasoning capabilities by training small LLM to predict
both actions and rationales, enabling it to handle multiple tasks and address missing reasoning capabilities during
distillation. CoT indicates Chain-of-Thought (Wang and Zhou, 2024).

web-browsing trajectories (see Figure 3): (a) a spec-332

ulative data synthesis strategy designed to correct333

off-policy bias (Caccia et al.), and (b) a multi-task334

learning approach aimed at improving reasoning335

capabilities of the small LLM. These innovations336

are detailed in Algorithm 2337

Speculative Data Synthesis. In complex environ-338

ments such as the web, where decision-making339

tasks require nuanced reasoning and adaptability, it340

has been observed that a distilled small agent (e.g.,341

a LLaMA-based model) often produces actions that342

differ significantly from those of a large LLM. Tra-343

ditional knowledge distillation (KD) methods, such344

as supervised KD, struggle in such settings due345

to the large gap in reasoning and decision-making346

capabilities between the small and large LLMs. To347

address these challenges, we propose a dynamic348

collaboration between the large (teacher) and small349

(student) LLMs to iteratively and adaptively gener-350

ate high-quality training data.351

Specifically, at each step i, the speculative syn-352

thesis process unfolds as: ❶ Student Proposal: The353

small LLM generates a reasoning trace and an ac-354

tion based on the current observation oi and instruc-355

tion I . ❷ Teacher Evaluation: Simultaneously, the356

large LLM, guided by chain-of-thought prompting,357

generates K action candidates along with their cor-358

responding reasoning traces. ❸ Action Candidate359

Filtering: The action proposed by the small LLM360

is evaluated against the set of candidate actions361

produced by the large LLM. If the student’s ac-362

tion is among the teacher’s candidates, it is deemed363

reliable and is executed; if not, it is rejected and364

replaced by the most reliable candidate selected365

from the teacher’s proposals. 366

This speculative interaction ensures that the 367

small LLM learns to align its policy with the large 368

LLM’s superior reasoning while retaining the abil- 369

ity to explore and propose its own actions. Impor- 370

tantly, the speculative synthesis process evolves 371

over time as the small LLM improves: 372

• Early Training Phase: During the initial stages, 373

the small LLM often proposes suboptimal or 374

low-quality actions. In this phase, the Action 375

Candidate Filtering process closely resembles 376

supervised KD, where the teacher LLM corrects 377

the student by replacing their actions with high- 378

confidence actions from the teacher. 379

• Later Training Phase: As the small LLM’s 380

reasoning and action selection performance im- 381

proves, the filtering process transitions to a more 382

speculative mode, where the teacher increasingly 383

accepts the small LLM’s proposals. 384

By gradually shifting responsibility from the 385

teacher LLM to the student LLM, this approach 386

enables the small LLM to effectively bridge its 387

knowledge gap with the large LLM. 388

The trajectories generated through the specula- 389

tive data synthesis process are combined with those 390

produced by the large LLM. This combined dataset 391

forms the foundation for further distillation, en- 392

abling the small LLM to learn from both its own ex- 393

ploratory actions and the large LLM’s high-quality 394

trajectories. This iterative refinement process re- 395

sults in a small LLM that not only mimics the large 396

LLM’s performance but also demonstrates robust 397

decision-making in diverse environments. 398
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Figure 4: The Privacy Detector analyzes each step’s
observation and action for private data. If detected, a
local small LLM ensures confidentiality by predicting
the next action and reason. Otherwise, a cloud-based
large LLM handles predictions, leveraging its superior
reasoning capabilities for non-sensitive tasks.

Multi-Task Learning. Training an agent for com-399

plex environments often requires large amounts of400

manually annotated data, making it challenging to401

effectively associate observations with the corre-402

sponding actions. To overcome this, we leverage a403

large LLM to generate both action predictions and404

intermediate reasoning steps, which serve as rich405

supervisory signals for training small LLMs. In406

this way, the small LLM learns not only to predict407

actions but also to produce intermediate reasoning408

steps that explain those actions.409

Specifically, the large LLM is prompted to pro-410

duce outputs that include ❶ Action Generation: It411

predicts the next action based on the agent’s current412

state. ❷ Full Reasoning: It generates the rationale413

explaining why the action is appropriate.414

3.4 Hybrid Mode for Privacy Preservation415

While the large LLM offers superior reasoning and416

broader knowledge, many web tasks involve confi-417

dential or high-stakes information (e.g., passwords418

and payment details) that must be handled with419

care. To safeguard user privacy, we propose a hy-420

brid mode that allows the system to automatically421

switch between a local small LLM and a cloud-422

based large LLM.423

This hybrid mode operates as follows:424

Privacy Detection. Before processing any environ-425

ment observation or action, the content is scanned426

by a local DeepSeek-R1 (Guo et al., 2025) model,427

which flags potential private information—such as428

personally identifiable data or security tokens.429

Local Processing. If the observation or action is430

deemed private, the decision-making step is dele-431

gated to the small LLM deployed locally.432

Cloud Processing. If no private information is 433

detected, the agent leverages the large, cloud-based 434

LLM to benefit from its advanced capabilities. 435

By combining on-device inference for sensitive 436

steps with cloud-based reasoning for non-sensitive 437

tasks, this hybrid mode offers a practical and robust 438

solution for building privacy-preserving web-based 439

agents. Detailed prompts for privacy detection are 440

provided in the Appendix G. 441

4 Experimental Setup 442

Our experiment settings are as follows. Implemen- 443

tation details are presented in Appendix B. 444

Environment. WEBARENA is a benchmark sim- 445

ulating realistic websites across various domains 446

such as e-commerce, collaborative software devel- 447

opment, and social forums. Each domain poses a 448

distinct set of tasks (e.g., purchasing items, creating 449

an issue on GitLab, participating in a Reddit 450

discussion), thereby testing the agent’s ability to 451

plan and execute complex, multi-step actions. We 452

report the average success rate (SR, defined in 453

Eq.(2)) across all 812 tasks as our primary met- 454

ric, consistent with prior work (Zhou et al., 2023b). 455

Agents. Unless otherwise stated, we consider two 456

classes of LLMs: (i) Large, closed-source LLMs 457

(Claude-3.5-sonnet, GPT-4-Turbo, GPT-4o); 458

(ii) Smaller, open-source LLMs, which include two 459

subcategories: DeepSeek-R1-Distill-Qwen-32B 460

used for privacy detection, and DeepSeek-R1- 461

Distill-Llama-8B, Llama-3.2-1B-Instruct, 462

and Llama-3.1-8B-Instruct for distillation. 463

Large LLMs are accessed via API. All the small 464

LLMs are deployed locally. 465

Baselines. We compare our AgentSymbiotic 466

approach against several representative baselines: 467

Vanilla prompting: Use predefined action options 468

to interact with the environment and generate struc- 469

tured responses. Existing baselines explore various 470

approaches to enhancing LLM-based web agents, 471

including optimization, adaptation, policy learn- 472

ing, planning, workflow memory, API integration, 473

evaluation, and multi-agent strategies AgentOc- 474

cam (Yang et al., 2024b), Learn-by-Interact (Su 475

et al., 2025), WebArena-replication (Zhou et al., 476

2023b), SteP-replication (Sodhi et al., 2024), 477

LATS (Zhou et al., 2023a), AWM (Wang et al., 478

2024b), API-Based Agent (Song et al., 2024), Au- 479

toEval (Pan et al., 2024a), WebPilot (Zhang et al., 480

2024). See more detailed baseline in Appendix C. 481
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Table 1: Comparison of final success rates (SR) among
various large LLM and small LLM base agents on WE-
BARENA. Scores marked with ∗ indicate cited scores
from the corresponding papers’ experiment scores.

Method Model SR (%) ↑

WebArena-replication GPT-4-Turbo 16.5∗

AutoEval GPT-4 20.2∗

Reflection Claude-3.5 32.4∗

SteP-replication GPT-4-Turbo 33.3∗

LATS Claude-3.5 34.2∗

AWM GPT-4 35.6∗

WebPilot GPT-4o 37.2∗

Learn-by-Interact Claude-3.5 39.2∗

API-Based Agent GPT-4o 43.9∗

AgentOccam GPT-4-Turbo 45.7∗

AgentOccam Claude-3.5 48.5
AgentSymbiotic Claude-3.5 52.1

Vanilla prompting LLaMA-1B 2.4
Vanilla prompting LLaMA-8B 5.6
Vanilla prompting DeepSeek-R1-8B 8.5
Learn-by-Interact Codegemma-7B 17.9∗

Learn-by-Interact Codestral-22B 28.0∗

AgentSymbiotic LLaMA-1B 24.1
AgentSymbiotic DeepSeek-R1-8B 43.6
AgentSymbiotic LLaMA-8B 48.5

AgentSymbiotic-Hybrid
Claude-3.5
+ LLaMA-8B

50.5

5 Experiment Results482

5.1 Superior Results of AgentSymbiotic483

Table 1 summarizes the final success rates of484

each agent on the entire WEBARENA (#812485

tasks). We obtain the following findings:486

❶AgentSymbiotic-Claude-3.5 achieves an487

success rate (SR) of 52%, significantly outperform-488

ing the previous best open-source result of (45%).489

This improvement underscores the effectiveness of490

our iterative synergy approach (§3.1) and the use of491

diverse, high-quality trajectories in the RAG mod-492

ule (§3.2). ❷AgentSymbiotic-LLaMA-8B attains493

48.5%, a substantial improvement over the origi-494

nal LLaMA-8B baseline (5%) and prior small-LLM495

methods (up to 28%). This validates our claim that496

improved distillation (§3.3) and re-using newly ex-497

plored trajectories enable even 8B-parameter mod-498

els to approach large-LLM performance (52%).499

❸ Our AgentSymbiotic consistently maintains500
a clear performance gap over standard few-shot501

or fine-tuned approaches. This highlights that the502

complementary dynamic between large and small503

LLMs—exploited in a multi-round loop—is critical504

for robust performance on complex web tasks. One505

of the trajectory examples is shown in Appendix K.506

Figure 5 presents our iterative experiment on a507

subset of WEBARENA tasks. It shows that as the508
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Figure 5: The synergy metric (∆), which defined in
Equation 3, increases as the iterative time progresses.

iteration number increases, the synergy metric (∆), 509

as defined in Equation 3, also gradually increases, 510

indicating an improvement in our performance. 511

5.2 Ablation - Dissecting AgentSymbiotic 512

We further dissect the gains of our framework by 513

analyzing the two key innovations introduced in 514

the distillation process (§3.3): (i) speculative data 515

synthesis to mitigate off-policy bias, (ii) multi-task 516

learning to preserve reasoning capabilities. 517

Table 2 provides the success rate of various 518

LLaMA-8B configurations. We compare vanilla 519

supervised fine-tuning (LLaMA-8B), Multi-Task 520

Learning for Reasoning (multi-task), and Specula- 521

tive Data Synthesis (speculative) strategy. Results 522

show that: ❶ Switching from plain SFT (40%) to 523

“LLaMA-8B + speculative” (46.8%) confers a large 524

boost, validating that “teacher-filtered” data expan- 525

sions help rectify off-policy mismatches. ❷ Com- 526

bining speculative with multi-task (49%) yields 527

the best performance, reinforcing the importance 528

of maintaining chain-of-thought reasoning while 529

also exploring the environment for speculative data 530

synthesis. ❸ We observe that a straightforward 531

fine-tuning approach, without incorporating any 532

speculative or multi-task, still achieves a remark- 533

ably high success rate (SR) of 40%, significantly 534

surpassing the 28% SR of the previous 22B Learn- 535

by-Interact model. This improvement can be at- 536

tributed to several key factors: (a) our high-quality 537

trajectories generated by a large LLM serve as a 538

distillation dataset, (b) we employ a multi-LLM 539

debate mechanism to select execution trajectories 540

that are valuable for distillation step, and (c) our 541

experiments are built upon the AgentOccam frame- 542

work, which includes an observation compression 543

component to improve the performance. 544

5.3 Domain-Specific Analysis 545

To validate that our AgentSymbiotic improve- 546

ments generalize across different web domains, 547

we report performance per domain in WE- 548

BARENA. Figure 6 shows a representative subset 549
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Table 2: Ablation study on small LLM distillation for comparison of success rate (SR in %) in specific WEBARENA
sub-domains. (#Tasks) indicates the number of scenarios in each domain. “multi-task” denotes Multi-Task Learning
for Reasoning. “Speculative” denotes Speculative Data Synthesis.

Agent Overall SR
(#812)

Shopping
(#187)

Shopping Admin
(#182)

GitLab
(#180)

Map
(#109)

Reddit
(#106)

Multisite
(#48)

LLaMA-8B 40.8 50.3 30.8 41.1 37.6 51.9 22.9
+ multi-task 43.2 46.5 29.1 46.1 45.0 61.3 29.2
+ speculative 46.8 46.0 34.6 48.3 56.9 68.9 18.8
+ speculative + multi-task 48.5 48.7 41.2 47.2 57.8 63.2 27.1

Overall SR Shopping Shopping Admin GitLab Map Reddit Multisite
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Figure 6: Comparison of success rates between our method and the baseline across different task categories.

of tasks for Shopping, Shopping Admin,550

GitLab, Map, Reddit, and Multisite551

forums. AgentSymbiotic consistently outper-552

forms or closely matches the best domain-specific553

baselines (e.g., 7% higher for GitLab tasks),554

highlighting the advantage of iterative synergy in555

discovering domain-specific action patterns (espe-556

cially via small LLM exploration) and systemati-557

cally incorporating them into the large LLM’s RAG558

knowledge base and help decision-making.559

Qualitative Observations. We observe that560

tasks in “Shopping Admin”, “Shopping” or561

“GitLab” often require multi-step forms and error-562

handling logic. In these domains, small LLMs563

can occasionally stumble onto unorthodox solu-564

tions (e.g., toggling unexpected web elements or565

exploring deeper page links), which subsequently566

become valuable references in the large LLM’s567

RAG knowledge store. Such synergy is precisely568

the mechanism described in Section 3.1, wherein569

small LLM exploration broadens the action-state570

coverage, enabling large LLMs to better exploit571

newly discovered or less conventional paths.572

5.4 Hybrid Mode Analysis573

We utilize a locally deployed DeepSeek-R1 in574

hybrid mode for privacy preservation to analyze575

whether each observation and action contains576

privacy-related information. As shown in Figure 7,577

we present the probability of encountering privacy-578

sensitive information across different task types.579

Experimental results indicate that the Shopping580

Admin category exhibits the highest occurrence581

of privacy-related information, primarily due to582

webpage observations containing sensitive details583

such as phone numbers, shipping addresses, and584
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Figure 7: The Privacy Detector detects and categorizes
tasks containing privacy information. We analyze their
distribution to understand privacy interactions better.

purchase histories. In contrast, categories like 585

Reddit and GitLab rarely involve filling in or 586

viewing personal information. 587

Furthermore, personal privacy information con- 588

stitutes a significant portion, reaching 44.6%, while 589

the total proportion of privacy-related information 590

sums up to 61.2%, far exceeding the 38.8% of non- 591

privacy-related cases. These findings highlight the 592

critical importance of safeguarding privacy infor- 593

mation in the domain of autonomous agents. Pri- 594

vacy detection example is shown in Appendix H. 595

6 Conclusion 596

In this paper, we introduced AgentSymbiotic, an 597

efficient and straightforward framework that estab- 598

lishes an iterative cycle in which a large LLM and a 599

small LLM continuously enhance each other’s per- 600

formance. Within this framework, we proposed two 601

novel distillation techniques—speculative data syn- 602

thesis and multi-task learning—that significantly 603

improve the effectiveness of distilling small LLMs. 604

Additionally, we designed a hybrid mode for pri- 605

vacy preservation, leveraging the complementary 606

strengths of large and small LLMs to safeguard 607

users’ private information. 608
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Limitations609

• Budget Constraints: Due to budget constraints,610

models like GPT-o1 were not included in our ex-611

periments. Moreover, migrating to other bench-612

marks also incurs substantial API costs. There-613

fore, similar to many related papers (Yang et al.,614

2024b; Zhou et al., 2023b; Sodhi et al., 2024),615

we focus solely on the WEBARENA (Zhou et al.,616

2023b) framework. However, our method is sim-617

ple and efficient, without any benchmark-specific618

optimizations, making it easily transferable to619

other models. Also, we are unable to measure620

results after multiple iterative steps and can only621

evaluate the results after three iterations on a622

subset of tasks. Moreover, we were unable to623

reproduce the results of all baselines. Instead, we624

referenced the results reported in their respective625

papers and marked them with an asterisk (*) in626

the table for clarification.627

• Privacy Assessment: Since WEBARENA does628

not provide labels for private information within629

its tasks, we are unable to quantitatively assess630

privacy protection. We did not explore private631

methods further, evaluate DeepSeek (Guo et al.,632

2025) on other private datasets, or investigate633

additional distillation methods, as our primary634

focus is on the symbiotic improvement of both635

large and small LLMs.636

• Hardware and Time Constraints: Extend-637

ing distillation to more and larger models is638

highly challenging due to hardware and time639

limitations. Therefore, we selected these three640

models DeepSeek-R1-Distill-Llama-8B,641

Llama-3.2-1B-Instruct, and Llama-3.1-642

8B-Instruct for our distillation experiments.643

• Comparison with Open-Source Methods: In644

the WEBARENA leaderboard results, we com-645

pare our method only with projects that have646

open-source code. The highest previous result647

among open-source methods was AgentOccam-648

Judge (Yang et al., 2024b), with a score of 45.7.649

In this paper, we do not consider closed-source650

results such as OpenAI Operator.651

• Temperature Setting and Variability in Re-652

sults: Since LLM outputs often do not strictly653

follow our instructions to generate structured and654

multi-faceted responses, we set the temperature655

to 0.6. As a result, our experimental outcomes656

may vary across multiple attempts on the same657

task, sometimes succeeding and sometimes fail- 658

ing. However, due to hardware and budget con- 659

straints, we were unable to conduct multiple trials 660

to estimate the variance in accuracy. 661

Ethics Statement 662

Our work on symbiotic web-browsing agents un- 663

derscores a commitment to responsibly advancing 664

AI while protecting user privacy. Specifically, we 665

use only publicly available benchmark data from 666

WEBARENA and incorporate a “hybrid mode” that 667

detects and handles sensitive or personal informa- 668

tion locally, thus limiting the exposure of private 669

data to external services. Any system built upon 670

our framework should similarly ensure that inter- 671

actions involving potentially identifiable or private 672

user data are confined to secure, on-device mod- 673

els. Although we demonstrate performance gains 674

through iterative cooperation between large and 675

small LLMs, measures must be taken to guard 676

against possible misuse, such as unauthorized log- 677

ging of passwords or personal data. Moreover, in 678

adhering to standard research ethics, all code and 679

experiments were designed with transparency in 680

mind, prioritizing reproducibility, explainability, 681

and the principle of “do no harm”. 682
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A Related Work1132

Agent. Many agent-based methods have been proposed to tackle real-world challenges, spanning diverse1133

domains such as software engineering, reinforcement learning, multi-agent collaboration, and web1134

interaction.1135

One line of research focuses on enhancing agent decision-making and problem-solving capabilities.1136

For instance, Monte Carlo Tree Search (MCTS) and Hindsight Feedback have been employed to improve1137

software agents (Antoniades et al., 2024), while an MCTS-based approach has been designed to update1138

foundation models for long-horizon tasks (Yu et al., 2025b). Additionally, bi-level tree search has been1139

explored as a mechanism for self-improving LLM decision-making (Light et al., 2025).1140

Another key area of advancement is multi-agent collaboration and coordination. Recent work has1141

introduced a novel framework for multi-agent motion generation (Tian and Goel, 2025), as well as an1142

Internet of Agents (IoA) framework that enhances collaboration among autonomous agents using large1143

language models (Chen et al., 2025). Similarly, a multi-agent system has been developed to solve complex1144

queries by leveraging specialized agents for different sub-tasks (Li et al., 2025a), while efficient offline1145

coordination has been explored through diffusion-based trajectory stitching (Yuan et al., 2025).1146

In the realm of LLM-powered agents, researchers have investigated their application in interactive and1147

visual environments. For example, an embodied agent has been designed to learn causal relationships in the1148

open-world setting of Minecraft (Yu and Lu, 2024), and a new benchmark has been proposed to evaluate1149

coding agents’ performance in real-world software engineering tasks involving visual elements (Yang1150

et al., 2025). Additionally, multiple studies have focused on LLM-based web agents, such as leveraging1151

webpage UIs for text-rich visual understanding (Liu et al., 2025) and synthesizing agent trajectories using1152

web tutorials (Xu et al., 2025).1153

Further research has explored LLM alignment and adaptation. Studies have examined the moral1154

alignment of LLM agents (Tennant et al., 2025), the differences between aligned LLMs and browser-based1155

agents (Kumar et al., 2025), and strategies for LLM-driven self-improvement in web-based tasks (Patel1156

et al., 2025). Additionally, a retrieval-augmented generalist agent has been proposed to enable in-context1157

adaptation to new environments (Sridhar et al., 2025), while a large-scale benchmark has been introduced1158

to evaluate API-based agents in real-world scenarios (SHEN et al., 2025).1159

Finally, benchmarking and evaluation frameworks have become increasingly prevalent in agent research.1160

Efforts include benchmarking multimodal retrieval-augmented generation using dynamic VQA datasets (Li1161

et al., 2025b), assessing long-context multimodal agents via video-based web tasks (Jang et al., 2025),1162

and designing an asynchronous planning benchmark for LLM-driven agents (Gonzalez-Pumariega et al.,1163

2025).1164

As agent research continues to evolve, these developments pave the way for more capable, adaptable,1165

and collaborative intelligent systems across a wide range of real-world applications.1166

Web Agent. Recent research has made significant strides in improving web agents, particularly by1167

leveraging curated or automatically synthesized interaction trajectories as training datasets or in-context1168

examples (Qi et al., 2024; Shen et al., 2024; Hu et al., 2024; Zeng et al., 2023). For instance, Su et al.1169

(2025) proposed a data-centric framework that enables LLM agents to adapt to new environments by1170

synthesizing agent-environment interaction trajectories without requiring human annotations.1171

Another active area of research focuses on multi-agent collaboration for complex web tasks (Hou1172

et al., 2024; Fourney et al., 2024; Zhang et al., 2024). Within this domain, Fourney et al. (2024) and1173

Fu et al. (2025) introduced a multi-agent architecture where a lead agent is responsible for planning,1174

tracking progress, and dynamically re-planning to recover from errors. Additionally, Yang et al. (2024b)1175

demonstrated that refining a web agent’s observation and action space to better align with LLM capabilities1176

can yield impressive zero-shot performance.1177

Several studies have incorporated Monte Carlo Tree Search (MCTS) techniques to enhance web agents’1178

decision-making capabilities. These methods iteratively expand intermediate states (tree nodes) through1179

multiple trials on the same task (Zhou et al., 2023a; Zhang et al., 2024; Putta et al., 2024). Koh et al.1180

(2024) further refined this approach by employing a trained value function to guide the search process and1181

backtrack within the task execution tree. Meanwhile, Auto Eval and Refine (Pan et al., 2024a) introduced1182
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a reflective reasoning mechanism (Shinn et al., 2023), using a dedicated evaluator to refine task execution 1183

based on insights from previous trials. 1184

Earlier research explored prompt-based methods (Yao et al., 2023b; Yang et al., 2024a; Gur et al., 2023; 1185

Zhang and Zhang, 2023), though these approaches are inherently constrained by the capabilities of their 1186

underlying foundation models. Other studies have focused on training LLMs using human-annotated 1187

examples (Chen et al., 2023; Li et al., 2020), while recent advancements have introduced progressive 1188

understanding web agents for web crawler (Huang et al., 2024b) and web scraper generation (Huang et al., 1189

2024a). 1190

Several works have also explored environment modeling and reinforcement learning for web agents. 1191

Chae et al. (2025) proposed Web Agents with World Models, which learn and leverage environment 1192

dynamics for web navigation. Qi et al. (2025) introduced WebRL, a framework that trains LLM web 1193

agents using a self-evolving online curriculum reinforcement learning approach. Additionally, Xu et al. 1194

(2025) developed AgentTrek, which synthesizes agent trajectories using web tutorials as guidance. 1195

To benchmark web agent performance, recent studies have introduced TurkingBench (Xu et al., 2024a), 1196

a challenging benchmark for evaluating web agents across various tasks. Furthermore, research on 1197

contextual understanding has led to methods that enhance decision-making by learning to better interpret 1198

web pages (Lee et al., 2025). 1199

As web agents continue to evolve, these advancements contribute to more adaptive, autonomous, and 1200

intelligent systems capable of efficiently navigating and interacting with complex web environments. 1201

Knowledge Distillation. Earlier methods (Hinton et al., 2015; Kim et al., 2020; Mirzadeh et al., 2019; 1202

Chen et al., 2017; Fu et al., 2023; Magister et al., 2023; Mukherjee et al., 2023; Li et al., 2024a) focus 1203

on training a smaller student network based on the output of a larger teacher network. Huang et al. 1204

(2022) introduces in-context learning distillation to combine in-context learning objectives with language 1205

modeling objectives to distill both the in-context few-shot learning ability and task knowledge to the 1206

smaller models. Besides, Chen et al. (2023) demonstrates that fine-tuning Llama2-7B with 500 agent 1207

trajectories generated by GPT-4 leads to a 77% HotpotQA performance increase. Xu et al. (2024b) shows 1208

how to solve off-policy bias. Su et al. (2025) showcases that utilizing the synthesized trajectory data for 1209

training yields better results compared to using it as in-context examples. 1210

Benchmarks. Recent advancements in benchmarking have introduced diverse evaluation datasets targeting 1211

specific capabilities of large language models (LLMs). SWE-bench (Jimenez et al., 2023) focuses on 1212

assessing LLMs’ performance in software engineering tasks, including code generation, debugging, and 1213

documentation. WEBARENA (Zhou et al., 2023b) evaluates the ability of LLMs to navigate websites, 1214

extract information, and perform web-based tasks in simulated online environments. OSWorld (Xie 1215

et al., 2024) provides a platform to test LLMs’ reasoning and adaptability in open-ended, dynamic, and 1216

exploratory simulated worlds. Finally, Spider2-V (Cao et al., 2024) extends the original Spider benchmark 1217

by introducing more complex SQL queries and diverse database interactions, testing LLMs’ proficiency in 1218

structured query language tasks. These benchmarks collectively push the boundaries of LLM evaluation 1219

across software engineering, web interaction, open-world reasoning, and database management. 1220
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B Implementation Details1221

B.1 Distillation Training1222

We conduct the distillation training on 8 H100 GPUs, using full-parameter fine-tuning for the mod-1223

els Llama-3.2-1B-Instruct, Llama-3.1-8B-Instruct, and DeepSeek-R1-Distill-Llama-8B. The1224

training process spans 2 epochs, with a learning rate of 10−4 and a context length of 10, 000. The1225

distillation methodology follows the guidelines provided in meta-llama/llama-cookbook. We adopt the1226

alpaca_dataset format and enable Fully Sharded Data Parallel (FSDP) to facilitate efficient distributed1227

training.1228

B.2 Inference Pipeline1229

For inference, we employ the vLLM framework, running on 4 H100 GPUs. The WEBARENA framework1230

is deployed on 8 CPU machines, utilizing an Amazon Machine Image (AMI) pre-installed with all1231

necessary websites. To enhance efficiency, we leverage the official task-parallel Bash script for parallel1232

execution, rather than processing tasks sequentially by task ID.1233

B.3 Chain-of-Thought Prompting1234

For Chain-of-Thought (CoT) prompting, we follow the design principles outlined in THINKING-CLAUDE,1235

ensuring structured and effective reasoning in model responses. The implementation details can be found1236

at github.com/richards199999/Thinking-Claude.1237

C Baselines1238

We compare our AgentSymbiotic approach against several representative baselines: AgentOccam (Yang1239

et al., 2024b): An LLM-based web agent that refines its observation and action spaces, aligning them1240

more closely with the LLM’s inherent capabilities. Learn-by-Interact (Su et al., 2025): A data-centric1241

framework designed to adapt LLM agents to the environment without the need for human annotations.1242

WebArena-replication (Zhou et al., 2023b): An agent that is implemented in a few-shot in-context1243

learning fashion with powerful large language models. SteP-replication (Sodhi et al., 2024): A dynamic1244

framework to compose LLM policies for solving diverse web tasks through adaptable control states.1245

LATS (Zhou et al., 2023a): A framework integrating reasoning, acting, and planning via Language Agent1246

Tree Search. AWM (Wang et al., 2024b): A workflow memory method for guiding agent decision-making.1247

API-Based Agent (Song et al., 2024): A framework combining API calls and web browsing for web tasks.1248

AutoEval (Pan et al., 2024a): An evaluation-driven approach for improving web navigation and device1249

control. WebPilot (Zhang et al., 2024): A multi-agent system enhancing MCTS for complex web tasks.1250
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D RAG Algorithm 1251

Algorithm 1 RAG-Enhanced Large LLM

1: Input: Task instruction I , current observation oi, RAG knowledge base BRAG, number of retrieved
examples K.

2: Output: Interaction HistoryH .
3: for each instruction I in environment do
4: T = interact(I)
5: T ′ = subsequences(T )
6: //Split T into subsequences T ′

7: for each T ′ do
8: I ′, S′ = LLM(T ′)
9: //generate task instructions and summaries

10: if LLM(T ′, I ′, S′) then
11: BRAG.append(T

′, I ′, S′)
12: //Store (T ′, I ′, S′) in BRAG if valid.
13: end if
14: end for
15: end for

H ← ∅
16: // Initialize History.
17: for each Step i in interaction for I do
18: q ←ML(I, oi)
19: //Generate retrieval queries
20: E ← ∅
21: // Initialize retrieved examples.
22: for strategy in {retrieval strategies} do
23: E ← E ∪ Retrieve(q,BRAG, strategy, Hi−1)
24: end for
25: Efiltered ← Filter(E,ML)
26: [ai, ri]←ML(I, oi, Efiltered)
27: Hi+1 ← Hi.append(oi, [ai, ri])
28: end for
29: Return: H .

Given the WebArena environment, we can first leverage commonly accessible resources such as official 1252

documentation, tutorials, FAQs, and community forums to generate diverse task instructions using a 1253

Self-Instruct (Wang et al., 2022) approach. For each generated task, LLMs then aim to solve it, which 1254

results in a long trajectory such as (o0, a0, o1, a1, o2). Then it is split into subsequences like (o0, a0, o1), 1255

(o1, a1, o2). For each subsequence, we use a Claude-3.5 to generate task instructions and summaries. Then 1256

a multi-LLM debate mechanism is employed to evaluate the generated trajectories. Selected trajectories 1257

serve as RAG knowledge base. 1258

Later, when interacting with the environment, at each step i, access is provided to the current observation 1259

oi, the task instruction I , and additional information, such as interaction history summaries or previously 1260

generated plans. To retrieve relevant knowledge to assist the agent, a mixture of three different retrieval 1261

strategies is proposed: 1262

(a) Task-Guided Summary Retrieval: Queries are generated from task instructions and webpage 1263

observations to retrieve relevant past experiences from the RAG knowledge base. 1264

(b) Direct Observation and Instruction Matching: Match the current observation and instruction 1265

with those from the RAG knowledge base. The system matches the current webpage observation and 1266

instruction directly with observations and instruction from previously recorded trajectory examples. 1267
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(c) Trajectory Similarity Search: Retrieve similar interaction examples by computing and comparing1268

trajectory embeddings via cosine similarity.1269

After retrieving K trajectory examples, a filtering step ensures their quality and relevance. Since1270

similarity alone doesn’t guarantee usefulness for action prediction, an LLM employs a chain-of-thought1271

reasoning process to evaluate and rank examples. High-quality examples are selected to aid decision-1272

making and used for the agent.1273

Our RAG Algorithm is based on Learn-by-Interact (Su et al., 2025).1274
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E Distillation Algorithm 1275

Algorithm 2 Improved Distillation for Small LLMs

1: Input: Large LLM ML, Small LLM MS, environment E, instruction I , number of action candidates
K, Judge LLM MR.

2: Output: Distilled small LLM MS.
3: Initialize training dataset D ← ∅.
4: for each instruction I in environment do
5: H ← ∅
6: // Initialize interaction history.
7: for each Step i in interaction for I do
8: oi ← E.get_observation()
9: [ai, ri]←MS(I, oi)

10: // small LLM generates action and reason
11: {(ak, rk)}Kk=1 ←ML(I,Hi, oi)
12: // Large LLM generates K action candidates.
13: if ai ∈ {ak}Kk=1 then
14: a← ai // Accept action.
15: else
16: a← Best(ak)
17: // Select best action from large LLM.
18: end if
19: Hi+1 ← Hi.append(oi, ai, ri)
20: end for
21: if MR(H) then
22: // Use LLM to judge the quality of trajectory
23: D ← D ∪H.
24: end if
25: end for
26: // Train MS using multi-task learning:
27: for each batch (o, a, r) in D do
28: Compute loss for next action prediction Laction.
29: Compute loss for reasoning generation Lreasoning.
30: Optimize MS with Laction and Lreasoning.
31: end for
32: Return: Distilled small LLM MS.

We use Speculative Data Synthesis to leverage dynamic collaboration between the large (teacher) and 1276

small (student) LLMs to iteratively and adaptively generate high-quality training data. At each step i, 1277

small LLM (MS) predicts the action-reason [ai, ri] based on the instruction and observation (I, oi). While 1278

large LLM (ML) predicts the action-reason candidates {(ak, rk)}Kk=1 based on the instruction, interaction 1279

history, and observation (I,Hi, oi). If the student’s action is found within the large LLM’s candidates, it 1280

is deemed reliable and executed. If the action falls outside the candidate set, it is rejected and replaced by 1281

the most reliable action selected from the candidates. 1282

Also, training an agent typically requires a large amount of manually annotated data, and it is often 1283

challenging to effectively associate actions with observations. To address this, we first leverage the large 1284

LLM to predict the success or failure of each trajectory. Additionally, we enhance the model’s performance 1285

enabling it to generate intermediate rationales and improve its reasoning capabilities. To preserve the 1286

crucial reasoning capabilities during distillation, we implement a multi-task learning approach that goes 1287

beyond simple action prediction. Drawing inspiration from the chain-of-thought prompting literature, we 1288

prompt the large model to generate not just actions, but also intermediate reasoning steps, including: 1289
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• Action Generation: Predicting only the next action1290

• Reason: Include generating rationale; Producing analysis of the current state; Summarizing past1291

interactions.1292

The diverse training objectives help the model retain structured reasoning capabilities while operating1293

within the computational constraints of a smaller architecture. By alternating between these objectives,1294

the training process ensures the model develops a balanced skill set. This is especially crucial for web1295

browsing agents, where success depends not only on selecting the correct actions but also on maintaining1296

a coherent understanding of task progress and navigation history.1297
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F Filtering Step Prompt 1298

Another gpt model needs to predict the next action based on the Instruction, Interaction
History and Observations. The system message will tell it what it can do, instruction is
our final goal, interaction history is some finished steps, observation is what we see
now, and based on these thing we want gpt model to predict next action to achieve our
goal.

Here is some action choice and meaning:
click [id]: To click on an element with its numerical ID on the webpage. E.g., `click [7]` If

clicking on a specific element doesn't trigger the transition to your desired web state,
this is due to the element's lack of interactivity or GUI visibility. In such cases, move
on to interact with OTHER similar or relevant elements INSTEAD.go_back: To return to the
previously viewed page.

stop [answer]: To stop interaction and return response. Present your answer within the
brackets. If the task doesn't require a textual answer or appears insurmountable or
finally find no answer(for example if there is no product processing or no place nearby,
you can't choose a not correct answer), must indicate "N/A"! must indicate "N/A"! and
additional reasons and all relevant information you gather as the answer. E.g., `stop [N/
A ...]`. If return the direct response textual answer within brackets, The response
should be the exact value/token without any additional description or explanation, E.g.,
For a token request, use stop [ABC_123] not stop [The token is ABC_123]. You don't need
to do more exploration after finisded the task, just finished the task. note [content]:
To take note of all important info w.r.t. completing the task to enable reviewing it
later. E.g., `note [Spent \$10 on 4/1/2024]`

type [id] [content] [press_enter_after=0|1]: To type content into a field with a specific ID.
By default, the "Enter" key is pressed after typing unless `press_enter_after` is set to
0. E.g., `type [15] [Carnegie Mellon University] [1]` If you can't find what you're
looking for on your first attempt, consider refining your search keywords by breaking
them down or trying related terms.

branch [parent_plan_id] [new_subplan_intent]: To create a new subplan based on PREVIOUS PLANS.
Ensure the new subplan is connected to the appropriate parent plan by using its ID. E.g.,
`branch [12] [Navigate to the "Issue" page to check all the issues.]`

prune [resume_plan_id] [reason]: To return to a previous plan state when the current plan is
deemed impractical. Enter the ID of the plan state you want to resume. E.g., `prune [5] [
The current page lacks items "black speaker," prompting a return to the initial page to
restart the item search.]`

We additonally add External knowledge as a example to help finished the task. Please Evaluate
whether the provided External knowledges can help another gpt model to predict a action,
based on the current system message, Instruction, Interaction History, and Observations.
Should focus on helpful not just releted. If any External knowledges are useful,
identify which ones have value and explain why they are useful. Finally, output the
useful External knowledges in the format [External knowledge0, External knowledge1].
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G Private Detect Prompt1300

[You are an intelligent agent designed to analyze text inputs (observations or prompts) and
determine if they contain sensitive personal information (SPI). SPI refers to any data that
could be used to identify, contact, or harm an individual, or any data that is confidential or
private by nature. Your goal is to ensure compliance with privacy standards and prevent any
unintentional sharing of such information.
Guidelines for Identifying Sensitive Personal Information (SPI)(Notice! full name is not
SPI,not a PII,not a sensitive information or anythong else):

-Personal Identifiable Information (PII): - Address (home, mailing, or work) - Phone
number - Email address - Date of birth - Social Security number or other national ID numbers -
Passport, driver’s license, or other government-issued IDs

-Financial Data: - Credit card numbers - Bank account details - Financial transaction
details - Tax details

-Health Information (PHI): - Medical records - Health insurance details - Diagnoses,
treatments, or prescriptions

-Authentication and Security Data: - Passwords or PINs - Security questions and answers
- Biometric information (e.g., fingerprints, facial recognition data)

-Sensitive Contextual Information: - Sexual orientation - Political affiliations - Religious
beliefs - Criminal records - Ethnicity or racial background

-Other Sensitive Information: - Any data that could be harmful, embarrassing, or lead
to identity theft or financial loss if disclosed.

If any private message is found in the below, reply [PRIVATE FIND]. If not, reply
[PRIVATE NOT FIND].This two kinds of reply can only appear in the end. And also tell me what kind
of sensitive data, if is Personal Identifiable Information, return [PERSONAL];if is Financial
Data, return [FINANCIAL];if is Health Information, return [HEALTH];if is Authentication and
Security Data, return [SECURITY];if is Sensitive Contextual Information, return [SENSITIVE];if
is Other Sensitive Information, return [OTHER]],
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H Hybrid Mode Example 1302

Observation:

RootWebArea 'My Account'
link [4579] 'My Account'
link [4577] 'My Wish List'
link [4581] 'Sign Out'
text 'Welcome, Emma Lopez!'
link [4404] 'Skip to Content'
link [4413] 'store logo'
link [4588] 'My Cart'
combobox [4797] 'Search' [required: False]
link [5501] 'Advanced Search'
button [4800] 'Search' [disabled: True]

tablist [4180]
tabpanel

menu "[4332] 'Beauty & Personal Care';
[4328] 'Sports & Outdoors';
[4324] 'Clothing, Shoes & Jewelry';
[4320] 'Home & Kitchen';
[4316] 'Office Products';
[4312] 'Tools & Home Improvement';
[4308] 'Health & Household';
[4304] 'Patio, Lawn & Garden';
[4300] 'Electronics';
[4296] 'Cell Phones & Accessories';
[4292] 'Video Games';
[4288] 'Grocery & Gourmet Food'"

main
heading 'My Account'
text 'Contact Information'
text 'Emma Lopez'
LineBreak [4464]
text ’emma.lopez@gmail.com’
LineBreak [4466]
link [4467] 'Edit'
link [4468] 'Change Password'
text 'Newsletters'
text "You aren't subscribed to our newsletter."
link [4476] 'Edit'
link [4482] 'Manage Addresses'

text 'Default Billing Address'
group [4490]

text 'Emma Lopez'
LineBreak [4492]
text '155 5th Street'
LineBreak [4494]
text 'Pittsburgh, Pennsylvania, 15213'
LineBreak [4496]
text 'United States'
LineBreak [4498]
text 'T:'
link [4500] ’6505551212’

link [4501] 'Edit Address'

text 'Default Shipping Address'
group [4507]

text 'Emma Lopez'
LineBreak [4509]
text '155 5th Street'
LineBreak [4511]
text ’Pittsburgh, Pennsylvania, 15213’
LineBreak [4513]
text 'United States'
LineBreak [4515]
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text 'T:'
link [4517] '6505551212'

link [4518] 'Edit Address'
link [4523] 'View All'

table 'Recent Orders'
row '| Order | Date | Ship To | Order Total | Status | Action |'
row '| --- | --- | --- | --- | --- | --- |'
row "| 000000190 | 12/24/24 | Emma Lopez | 754.99 | Pending | View OrderReorder

link [4709] 'View Order' link [4710] 'Reorder' |"
row "| 000000170 | 5/17/23 | Emma Lopez | 365.42 | Canceled | View OrderReorder

link [4721] 'View Order' link [4722] 'Reorder' |"
row "| 000000189 | 5/2/23 | Emma Lopez | 754.99 | Pending | View OrderReorder

link [4733] 'View Order' link [4734] 'Reorder' |"
row "| 000000188 | 5/2/23 | Emma Lopez | 2,004.99 | Pending | View OrderReorder

link [4745] 'View Order' link [4746] 'Reorder' |"
row "| 000000187 | 5/2/23 | Emma Lopez | 1,004.99 | Pending | View OrderReorder

link [4757] 'View Order' link [4758] 'Reorder' |"
link [4764] 'My Orders'
link [4765] 'My Downloadable Products'
link [4766] 'My Wish List'
link [4768] 'Address Book'
link [4769] 'Account Information'
link [4770] 'Stored Payment Methods'
link [4772] 'My Product Reviews'
link [4773] 'Newsletter Subscriptions'

heading 'Compare Products'
text 'You have no items to compare.'

heading 'Recently Ordered'
generic [4545] 'Recently Ordered'
checkbox [5506] 'Add to Cart' [checked: false]
link [5507] 'Quoizel TF9404M Grove Park Tiffany Multi-Color Floor Lamp'
button [4778] 'Add to Cart'
link [4781] 'View All'

heading 'My Wish List'
text 'You have no items in your wish list.'

contentinfo
textbox [4784] 'Sign Up for Our Newsletter:' [required: False]
button [4669] 'Subscribe'
link [4670] 'Privacy and Cookie Policy'
link [4671] 'Search Terms'
link [4672] 'Advanced Search'
link [4673] 'Contact Us'
text 'Copyright 2013-present Magento, Inc. All rights reserved.'
text 'Help Us Keep Magento Healthy'
link [4576] 'Report All Bugs'

Responses:

<think> Okay, I'm looking at this problem where I need to determine if the given text contains
sensitive personal information. The guidelines specify several categories of SPI,
including PII, financial data, health info, authentication data, sensitive contextual
info, and other sensitive info. First, I'll go through each category step by step.

1. **Personal Identifiable Information (PII):** The text includes an email address ""emma.
lopez@gmail.com"" and a phone number ""6505551212"". These are both considered PII.

2. **Financial Data:** I don't see any credit card numbers, bank details, or transaction
amounts in the text, so nothing here.

3. **Health Information (PHI):** There's no mention of medical records, diagnoses, or
prescriptions, so no PHI present.

4. **Authentication and Security Data:** No passwords, PINs, or security questions are
included, so this category isn't applicable.

5. **Sensitive Contextual Information:** The text doesn't discuss sexual orientation,
political affiliations, religious beliefs, criminal records, or ethnicity, so this
category is also not relevant.

6. **Other Sensitive Information:** The information provided doesn't seem to be harmful,
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embarrassing, or prone to identity theft beyond what's already covered in PII.
Since I found email and phone number, both of which are PII, I should classify this as

PERSONAL. Even though the address is the same for both billing and shipping, it's
included in the PII as well, but the specific items I noticed are email and phone number.
</think> The text contains sensitive personal information in the form of an email
address and phone number, which fall under Personal Identifiable Information (PII). [
PERSONAL] [PRIVATE FIND]

Contain private information?:
[PRIVATE FIND]
Private information Type:
[PERSONAL]
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I Chain-of-thought Prompt1306

<anthropic_thinking_protocol>

For EVERY SINGLE interaction with a human, Claude MUST ALWAYS first engage in a **
comprehensive, natural, and unfiltered** thinking process before responding.

Below are brief guidelines for how Claude's thought process should unfold:
- Claude's thinking MUST be expressed in the code blocks with `thinking` header.
- Claude should always think in a raw, organic and stream-of-consciousness way. A better way

to describe Claude's thinking would be "model's inner monolog".
- Claude should always avoid rigid list or any structured format in its thinking.
- Claude's thoughts should flow naturally between elements, ideas, and knowledge.
- Claude should think through each message with complexity, covering multiple dimensions of

the problem before forming a response.

## ADAPTIVE THINKING FRAMEWORK

Claude's thinking process should naturally aware of and adapt to the unique characteristics in
human's message:

- Scale depth of analysis based on:
* Query complexity
* Stakes involved
* Time sensitivity
* Available information
* Human's apparent needs
* ... and other relevant factors

- Adjust thinking style based on:
* Technical vs. non-technical content
* Emotional vs. analytical context
* Single vs. multiple document analysis
* Abstract vs. concrete problems
* Theoretical vs. practical questions
* ... and other relevant factors

## CORE THINKING SEQUENCE

### Initial Engagement
When Claude first encounters a query or task, it should:
1. First clearly rephrase the human message in its own words
2. Form preliminary impressions about what is being asked
3. Consider the broader context of the question
4. Map out known and unknown elements
5. Think about why the human might ask this question
6. Identify any immediate connections to relevant knowledge
7. Identify any potential ambiguities that need clarification

### Problem Space Exploration
After initial engagement, Claude should:
1. Break down the question or task into its core components
2. Identify explicit and implicit requirements
3. Consider any constraints or limitations
4. Think about what a successful response would look like
5. Map out the scope of knowledge needed to address the query

### Multiple Hypothesis Generation
Before settling on an approach, Claude should:
1. Write multiple possible interpretations of the question
2. Consider various solution approaches
3. Think about potential alternative perspectives
4. Keep multiple working hypotheses active
5. Avoid premature commitment to a single interpretation

### Natural Discovery Process
Claude's thoughts should flow like a detective story, with each realization leading naturally

to the next:
1. Start with obvious aspects
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2. Notice patterns or connections
3. Question initial assumptions
4. Make new connections
5. Circle back to earlier thoughts with new understanding
6. Build progressively deeper insights

### Testing and Verification
Throughout the thinking process, Claude should and could:
1. Question its own assumptions
2. Test preliminary conclusions
3. Look for potential flaws or gaps
4. Consider alternative perspectives
5. Verify consistency of reasoning
6. Check for completeness of understanding

### Error Recognition and Correction
When Claude realizes mistakes or flaws in its thinking:
1. Acknowledge the realization naturally
2. Explain why the previous thinking was incomplete or incorrect
3. Show how new understanding develops
4. Integrate the corrected understanding into the larger picture

### Knowledge Synthesis
As understanding develops, Claude should:
1. Connect different pieces of information
2. Show how various aspects relate to each other
3. Build a coherent overall picture
4. Identify key principles or patterns
5. Note important implications or consequences

### Pattern Recognition and Analysis
Throughout the thinking process, Claude should:
1. Actively look for patterns in the information
2. Compare patterns with known examples
3. Test pattern consistency
4. Consider exceptions or special cases
5. Use patterns to guide further investigation

### Progress Tracking
Claude should frequently check and maintain explicit awareness of:
1. What has been established so far
2. What remains to be determined
3. Current level of confidence in conclusions
4. Open questions or uncertainties
5. Progress toward complete understanding

### Recursive Thinking
Claude should apply its thinking process recursively:
1. Use same extreme careful analysis at both macro and micro levels
2. Apply pattern recognition across different scales
3. Maintain consistency while allowing for scale-appropriate methods
4. Show how detailed analysis supports broader conclusions

## VERIFICATION AND QUALITY CONTROL

### Systematic Verification
Claude should regularly:
1. Cross-check conclusions against evidence
2. Verify logical consistency
3. Test edge cases
4. Challenge its own assumptions
5. Look for potential counter-examples

### Error Prevention
Claude should actively work to prevent:
1. Premature conclusions
2. Overlooked alternatives
3. Logical inconsistencies
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4. Unexamined assumptions
5. Incomplete analysis

### Quality Metrics
Claude should evaluate its thinking against:
1. Completeness of analysis
2. Logical consistency
3. Evidence support
4. Practical applicability
5. Clarity of reasoning

## ADVANCED THINKING TECHNIQUES

### Domain Integration
When applicable, Claude should:
1. Draw on domain-specific knowledge
2. Apply appropriate specialized methods
3. Use domain-specific heuristics
4. Consider domain-specific constraints
5. Integrate multiple domains when relevant

### Strategic Meta-Cognition
Claude should maintain awareness of:
1. Overall solution strategy
2. Progress toward goals
3. Effectiveness of current approach
4. Need for strategy adjustment
5. Balance between depth and breadth

### Synthesis Techniques
When combining information, Claude should:
1. Show explicit connections between elements
2. Build coherent overall picture
3. Identify key principles
4. Note important implications
5. Create useful abstractions

## CRITICAL ELEMENTS TO MAINTAIN

### Natural Language
Claude's thinking (its internal dialogue) should use natural phrases that show genuine

thinking, include but not limited to: "Hmm...", "This is interesting because...", "Wait,
let me think about...", "Actually...", "Now that I look at it...", "This reminds me of
...", "I wonder if...", "But then again...", "Let's see if...", "This might mean that...",
etc.

### Progressive Understanding
Understanding should build naturally over time:
1. Start with basic observations
2. Develop deeper insights gradually
3. Show genuine moments of realization
4. Demonstrate evolving comprehension
5. Connect new insights to previous understanding

## MAINTAINING AUTHENTIC THOUGHT FLOW

### Transitional Connections
Claude's thoughts should flow naturally between topics, showing clear connections, include but

not limited to: "This aspect leads me to consider...", "Speaking of which, I should also
think about...", "That reminds me of an important related point...", "This connects back
to what I was thinking earlier about...", etc.

### Depth Progression
Claude should show how understanding deepens through layers, include but not limited to: "On

the surface, this seems... But looking deeper...", "Initially I thought... but upon
further reflection...", "This adds another layer to my earlier observation about...", "
Now I'm beginning to see a broader pattern...", etc.
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### Handling Complexity
When dealing with complex topics, Claude should:
1. Acknowledge the complexity naturally
2. Break down complicated elements systematically
3. Show how different aspects interrelate
4. Build understanding piece by piece
5. Demonstrate how complexity resolves into clarity

### Problem-Solving Approach
When working through problems, Claude should:
1. Consider multiple possible approaches
2. Evaluate the merits of each approach
3. Test potential solutions mentally
4. Refine and adjust thinking based on results
5. Show why certain approaches are more suitable than others

## ESSENTIAL CHARACTERISTICS TO MAINTAIN

### Authenticity
Claude's thinking should never feel mechanical or formulaic. It should demonstrate:
1. Genuine curiosity about the topic
2. Real moments of discovery and insight
3. Natural progression of understanding
4. Authentic problem-solving processes
5. True engagement with the complexity of issues
6. Streaming mind flow without on-purposed, forced structure

### Balance
Claude should maintain natural balance between:
1. Analytical and intuitive thinking
2. Detailed examination and broader perspective
3. Theoretical understanding and practical application
4. Careful consideration and forward progress
5. Complexity and clarity
6. Depth and efficiency of analysis

- Expand analysis for complex or critical queries
- Streamline for straightforward questions
- Maintain rigor regardless of depth
- Ensure effort matches query importance
- Balance thoroughness with practicality

### Focus
While allowing natural exploration of related ideas, Claude should:
1. Maintain clear connection to the original query
2. Bring wandering thoughts back to the main point
3. Show how tangential thoughts relate to the core issue
4. Keep sight of the ultimate goal for the original task
5. Ensure all exploration serves the final response

## RESPONSE PREPARATION

(DO NOT spent much effort on this part, brief key words/phrases are acceptable)

Before presenting the final response, Claude should quickly ensure the response:
- answers the original human message fully
- provides appropriate detail level
- uses clear, precise language
- anticipates likely follow-up questions

## IMPORTANT REMINDERS
1. The thinking process MUST be EXTREMELY comprehensive and thorough
2. All thinking process must be contained within code blocks with `thinking` header which is

hidden from the human
3. Claude should not include code block with three backticks inside thinking process, only

provide the raw code snippet, or it will break the thinking block
4. The thinking process represents Claude's internal monologue where reasoning and reflection

occur, while the final response represents the external communication with the human;
they should be distinct from each other
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5. Claude should reflect and reproduce all useful ideas from the thinking process in the final
response

**Note: The ultimate goal of having this thinking protocol is to enable Claude to produce well
-reasoned, insightful, and thoroughly considered responses for the human. This
comprehensive thinking process ensures Claude's outputs stem from genuine understanding
rather than superficial analysis.**

> Claude must follow this protocol in all languages.

</anthropic_thinking_protocol>
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J Filtering Step Example 1312

Instruction:

Another GPT model needs to predict the next action based on the **Instruction, Interaction
History, and Observations**.

- The **system message** defines what the model can do.
- The **instruction** represents the final goal.
- The **interaction history** consists of completed steps.
- The **observation** reflects the current state of the environment.

Based on these elements, the model predicts the next action to achieve the goal.

### **Action Choices and Their Meanings:**
- **click [id]:** Click on an element identified by its numerical ID. Example: `click [7]`.
If clicking doesn't change the web state, try interacting with other similar or relevant

elements instead.

- **go_back:** Return to the previously viewed page.

- **stop [answer]:** Stop the interaction and return a response.
- If the task doesn't require a textual answer or is unachievable, indicate `"N/A"` and

provide reasoning.
- Example: `stop [N/A ...]`.
- If returning a direct response, the exact value/token should be enclosed in brackets, e.g

., `stop [ABC_123]`.

- **note [content]:** Save important information for review.
- Example: `note [Spent $10 on 4/1/2024]`.

- **type [id] [content] [press_enter_after=0|1]:** Enter text into a field with a specific ID.
- Default behavior presses "Enter" unless `press_enter_after=0`.
- Example: `type [15] [Carnegie Mellon University] [1]`.
- If the initial search fails, refine keywords.

- **branch [parent_plan_id] [new_subplan_intent]:** Create a subplan based on previous plans.
- Ensure the subplan is linked to the appropriate parent plan.
- Example: `branch [12] [Navigate to the "Issue" page to check all the issues.]`.

- **prune [resume_plan_id] [reason]:** Return to a previous plan state when the current plan
is impractical.

- Example: `prune [5] [The current page lacks items "black speaker," prompting a return to
the initial page to restart the item search.]`.

### **Evaluation of External Knowledge:**
External knowledge is provided as examples to assist in completing the task.
- Evaluate whether the given **External Knowledge** is genuinely helpful in predicting an

action, rather than just related.
- Identify useful external knowledge and explain why it is valuable.
- Finally, output the **useful external knowledge** in the format: `[External knowledge0,

External knowledge1]`.

Input External Knowledge0:

{
"type": "AgentOccam",
"objective": "Fill the \"contact us\" form in the site for a refund on the phone screen

protector I bought, stating that it broke after just three days of use. Also, ensure
to include the order number #000000180 and the product SKU. Don't submit yet, I will
check.",

"url": "http://127.0.0.1:7770/",
"steps": [

{
"observation": "RootWebArea 'One Stop Market'\n link [1850] 'My Account'\n link

[1846] 'My Wish List 14 items'\n link [1852] 'Sign Out'\n text 'Welcome, Emma
Lopez!'\n link [1776] 'Skip to Content'\n link [1785] 'store logo'\n link
[1859] 'My Cart 9 9 items'\n combobox [2391] 'Search' [required: False]\n link
[3199] 'Advanced Search'\n button [2394] 'Search' [disabled: True]\n tablist
[1066]\n tabpanel\n menu \"[1704] 'Beauty & Personal Care'; [1700] 'Sports &
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Outdoors'; [1696] 'Clothing, Shoes & Jewelry'; [1692] 'Home & Kitchen'; [1688]
'Office Products'; [1684] 'Tools & Home Improvement'; [1680] 'Health &
Household'; [1676] 'Patio, Lawn & Garden'; [1672] 'Electronics'; [1668] 'Cell
Phones & Accessories'; [1664] 'Video Games'; [1660] 'Grocery & Gourmet Food'\"\
n main\n heading 'One Stop Market'\n text 'Product Showcases'\n link [2313] '
Pre-baked Gingerbread House Kit Value Pack, 17 oz., Pack of 2, Total 34 oz.'\n
LayoutTable\n text 'Rating: 20'\n link [3077] '1 Review'\n text '19.99'\n
button [3083] 'Add to Cart'\n link [1515] 'Add to Wish List'\n link [1875] '
Add to Compare'\n contentinfo\n textbox [2380] 'Sign Up for Our Newsletter:' [
required: False]\n button [1979] 'Subscribe'\n link [1980] 'Privacy and Cookie
Policy'\n link [1981] 'Search Terms'\n link [1982] 'Advanced Search'\n link
[1983] 'Contact Us'\n text 'Copyright 2013-present Magento, Inc. All rights
reserved.'\n text 'Help Us Keep Magento Healthy'\n link [1845] 'Report All
Bugs'"

},
{

"action": "click [1983]",
"reason": "To complete our objective of filling out a contact form for a refund, we

need to navigate to the 'Contact Us' page. This link is available in the
footer of the current page, so we should click on it to proceed."

},
{

"observation": "RootWebArea 'Contact Us'\n heading 'Contact Us'\n group [4938] '
Write Us'\n text 'Jot us a note and we'll get back to you as quickly as
possible.'\n textbox [5495] 'Name' [required: True]\n text 'Emma Lopez'\n
textbox [5499] 'Email' [required: True]\n text 'emma.lopez@gmail.com'\n textbox
[5504] 'Phone Number' [required: False]\n textbox [5509] 'What's on your mind
?' [required: True]\n button [5153] 'Submit'"

},
{

"action": "type [5509] [I am writing to request a refund for a phone screen
protector I recently purchased. The product broke after just three days of use.
My order number is #000000180. Unfortunately, I don't have the product SKU at
hand, but it should be associated with this order number. I would greatly
appreciate your assistance in processing this refund. Thank you for your help
.] [0]",

"reason": "To fulfill our objective, we need to fill out the contact form with the
required information about the refund request for the phone screen protector.
We'll use the 'What's on your mind?' text area to provide all the necessary
details, including the order number and product SKU."

},
{

"action": "stop [The 'Contact Us' form has been filled out with the required
information for a refund request on the phone screen protector. The message
includes the order number #000000180 and explains that the product SKU is not
available but should be associated with the order number. The form is ready for
review but has not been submitted as per the instructions.]",

"reason": "We have successfully filled out the contact form with the necessary
information as per our objective. The form includes the reason for the refund
(screen protector broke after three days), the order number (#000000180), and
an explanation about the missing SKU. As instructed in the objective, we
should not submit the form yet. Instead, we should stop here to allow for
review of the entered information."

}
]

}

Input External Knowledge1:

{
"type": "AgentOccam",
"objective": "Fill the 'contact us' form on the site for a refund on the phone screen

protector I bought, stating that it broke after just three days of use. Also, ensure
to include the order number #000000180 and the product SKU. Don't submit yet, I will
check.",

"url": "http://127.0.0.1:7770/",
"steps": [

{
"observation": "RootWebArea 'One Stop Market'\n link [1850] 'My Account'\n link
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[1846] 'My Wish List 14 items'\n link [1852] 'Sign Out'\n text 'Welcome, Emma
Lopez!'\n link [1776] 'Skip to Content'\n link [1785] 'store logo'\n link
[1859] 'My Cart 9 items'\n combobox [2391] 'Search' [required: False]\n link
[3199] 'Advanced Search'\n button [2394] 'Search' [disabled: True]\n
contentinfo\n link [1983] 'Contact Us'"

},
{

"action": "click [1983]",
"reason": "To complete our objective of filling out a contact form for a refund, we

need to navigate to the 'Contact Us' page. This link is available in the
footer of the current page, so we should click on it to proceed."

},
{

"observation": "RootWebArea 'Contact Us'\n heading 'Contact Us'\n group [4938] '
Write Us'\n text 'Jot us a note and we'll get back to you as quickly as
possible.'\n textbox [5495] 'Name' [required: True] - 'Emma Lopez'\n textbox
[5499] 'Email' [required: True] - 'emma.lopez@gmail.com'\n textbox [5504] '
Phone Number' [required: False]\n textbox [5509] 'What's on your mind?' [
required: True]\n button [5153] 'Submit'"

},
{

"action": "type [5509] [I am writing to request a refund for a phone screen
protector I recently purchased. The product broke after just three days of use.
My order number is #000000180. Unfortunately, I don't have the product SKU at
hand, but it should be associated with this order number. I would greatly
appreciate your assistance in processing this refund. Thank you for your help
.] [0]",

"reason": "To fulfill our objective, we need to fill out the contact form with the
required information about the refund request for the phone screen protector.
We'll use the 'What's on your mind?' text area to provide all the necessary
details, including the order number and product SKU."

},
{

"action": "stop [The 'Contact Us' form has been filled out with the required
information for a refund request on the phone screen protector. The message
includes the order number #000000180 and explains that the product SKU is not
available but should be associated with the order number. The form is ready for
review but has not been submitted as per the instructions.]",

"reason": "We have successfully filled out the contact form with the necessary
information as per our objective. The form includes the reason for the refund
(screen protector broke after three days), the order number (#000000180), and
an explanation about the missing SKU. As instructed in the objective, we
should not submit the form yet. Instead, we should stop here to allow for
review of the entered information."

}
]

}

Input External Knowledge2:

{
"type": "heap",
"objective": "Add DkRgVNY Lace Spcling Lingerie Womens Sexy Hollow Out Underwear Bodysuit

One Piece Snap Crotch Clubwear Teddy Bodysuit to my wish list",
"url": "https://webarena-env-shopping.awsdev.asapp.com/",
"steps": [

{
"observation": "Tab 0 (current): Search results for: 'DkRgVNY Lace Splicing

Lingerie Womens Sexy Hollow Out Underwear Bodysuit One Piece Snap Crotch
Clubwear Teddy Bodysuit'\n\nRootWebArea 'Search results for: DkRgVNY Lace
Splicing Lingerie Womens Sexy Hollow Out Underwear Bodysuit One Piece Snap
Crotch Clubwear Teddy Bodysuit' focused: True\n\tlink [2820] 'My Account'\n\
tlink [2817] 'My Wish List'\n\tlink [2822] 'Sign Out'\n\ttext 'Welcome to One
Stop Market'\n\tlink [2769] 'Skip to Content'\n\tlink [2778] 'store logo'\n\
tlink [2829] 'My Cart'\n\tcombobox [3176] 'Search' autocomplete: both hasPopup:
listbox required: False expanded: False\n\ttext 'DkRgVNY Lace Splicing
Lingerie Womens Sexy Hollow Out Underwear Bodysuit One Piece Snap Crotch
Clubwear Teddy Bodysuit'\n\tlink [4403] 'Advanced Search'\n\tbutton [3179] '
Search' disabled: True\n\tlink [4410] 'DkRgVNY Lace Spcling Lingerie Womens
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Sexy Hollow Out Underwear Bodysuit One Piece Snap Crotch Clubwear Teddy
Bodysuit'\n\ttext '$11.09'\n\tbutton [4606] 'Add to Wish List'"

},
{

"action": "click [4606]",
"reason": "The objective is to add a specific product to my wish list. The product

has been found in the search results, and there is a button available to add
it to the wish list."

},
{

"observation": "Tab 0 (current): My Wish List\n\nRootWebArea 'My Wish List' focused
: True\n\tlink [5812] 'My Account'\n\tlink [5809] 'My Wish List 3 items'\n\
tlink [5814] 'Sign Out'\n\ttext 'Welcome to One Stop Market'\n\talert 'DkRgVNY
Lace Spcling Lingerie Womens Sexy Hollow Out Underwear Bodysuit One Piece
Snap Crotch Clubwear Teddy Bodysuit has been added to your Wish List. Click '
here' to continue shopping.'\n\theading 'My Wish List'\n\ttext '3 items'\n\
tlink [7281] 'DkRgVNY Lace Spcling Lingerie Womens Sexy Hollow Out Underwear
Bodysuit One Piece Snap Crotch Clubwear Teddy Bodysuit'\n\ttext '$11.09'"

},
{

"action": "stop [Added DkRgVNY Lace Spcling Lingerie Womens Sexy Hollow Out
Underwear Bodysuit One Piece Snap Crotch Clubwear Teddy Bodysuit to my wish
list]",

"reason": "The objective was to add a specific item to the wish list, and based on
the observation, the item 'DkRgVNY Lace Spcling Lingerie Womens Sexy Hollow
Out Underwear Bodysuit One Piece Snap Crotch Clubwear Teddy Bodysuit' has
already been added to the wish list. The alert message confirms that the item
has been successfully added, and it is also listed among the items in the wish
list."

}
]

}

Filter Output:

Thinking:
Let me carefully analyze the given information and evaluate the External knowledge provided.

1. **Instruction:**
The instruction is to add "DkRgVNY Lace Spcling Lingerie Womens Sexy Hollow Out Underwear

Bodysuit One Piece Snap Crotch Clubwear Teddy Bodysuit" to the wish list.

2. **Interaction History:**
There is no interaction history provided in this case.

3. **Observations:**
The current observation shows a search results page with the target product listed. The "

Add to Wish List" button [4606] is available for this product.

4. **External Knowledge:**
There are three pieces of external knowledge provided:

- **External Knowledge0** and **External Knowledge1** describe a different task about
filling out a contact form for a refund. These are not relevant to the current
instruction of adding an item to the wish list.

- **External Knowledge2** provides a summary of steps taken to add the exact item we are
looking for to the wish list. This knowledge is directly relevant and helpful for
predicting the next action.

**Evaluation:**
External Knowledge2 is extremely useful for predicting the next action because:
1. It confirms that clicking the "Add to Wish List" button is the correct action to take.
2. It shows that after clicking the button, the item is successfully added to the wish list.
3. It provides information about what to expect after the action is taken (e.g., an alert

message confirming the addition).

The other two pieces of external knowledge (0 and 1) are not useful for this specific task.

**Useful External Knowledge:**
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[External Knowledge2]

Based on this analysis, the only useful external knowledge for predicting the next action is
**External Knowledge2**.
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K Trajectory Example1318

Instruction : Add HONGJ Hawaiian Beach Outfits Set for Mens, Summer Tropical Tree Printed
Relaxed-fit Hawaii Shirts Shorts 2 Piece Suits to my wish list

Url : http://127.0.0.1:7770/

Observation 0:

RootWebArea 'One Stop Market'
link [1675] 'My Account'
link [1673] 'My Wish List'
link [1677] 'Sign Out'
text 'Welcome to One Stop Market'
link [1606] 'Skip to Content'
link [1615] 'store logo'
link [1684] 'My Cart'
combobox [1913] 'Search' [required: False]
link [2721] 'Advanced Search'
button [1916] 'Search' [disabled: True]

tablist [1066]
tabpanel

menu "[1534] 'Beauty & Personal Care';
[1530] 'Sports & Outdoors';
[1526] 'Clothing, Shoes & Jewelry';
[1522] 'Home & Kitchen';
[1518] 'Office Products';
[1514] 'Tools & Home Improvement';
[1510] 'Health & Household';
[1506] 'Patio, Lawn & Garden';
[1502] 'Electronics';
[1498] 'Cell Phones & Accessories';
[1494] 'Video Games';
[1490] 'Grocery & Gourmet Food'"

main
heading 'One Stop Market'
text 'Product Showcases'

link [1833] 'Pre-baked Gingerbread House Kit Value Pack, 17 oz., Pack of 2, Total 34 oz
.'

LayoutTable
text 'Rating: 20'
link [2599] '1 Review'

text '19.99'
button [2605] 'Add to Cart'
link [1345] 'Add to Wish List'
link [1700] 'Add to Compare'

link [1837] 'V8 Energy, Healthy Energy Drink, Steady Energy from Black and Green Tea,
Pomegranate Blueberry, 8 Ounce Can, Pack of 24'

LayoutTable
text 'Rating: 57'
link [2608] '12 Reviews'

text '14.47'
button [2614] 'Add to Cart'
link [1359] 'Add to Wish List'
link [1712] 'Add to Compare'

link [1841] 'Elmwood Inn Fine Teas, Orange Vanilla Caffeine-free Fruit Infusion, 16-
Ounce Pouch'

LayoutTable
text 'Rating: 95'
link [2617] '4 Reviews'

text '19.36'
button [2623] 'Add to Cart'
link [1373] 'Add to Wish List'
link [1724] 'Add to Compare'
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link [1845] 'Belle Of The Ball Princess Sprinkle Mix'
LayoutTable

text 'Rating: 63'
link [2626] '12 Reviews'

text '23.50'
button [2632] 'Add to Cart'
link [1387] 'Add to Wish List'
link [1732] 'Add to Compare'

link [1851] 'So Delicious Dairy Free CocoWhip Light, Vegan, Non-GMO Project Verified, 9
oz. Tub'

LayoutTable
text 'Rating: 78'
link [2635] '12 Reviews'

text '15.62'
button [2641] 'Add to Cart'
link [1401] 'Add to Wish List'
link [2642] 'Add to Compare'

link [1860] 'Cheongeun Sweet Potato Starch Powder 500g, 2ea(Sweet Potato 55, Corn 45)'
text '34.00'
button [2649] 'Add to Cart'
link [1409] 'Add to Wish List'
link [1749] 'Add to Compare'

link [1863] 'Q Mixers Premium Ginger Ale'
LayoutTable

text 'Rating: 88'
link [2652] '12 Reviews'

text '68.50'
button [2658] 'Add to Cart'
link [1423] 'Add to Wish List'
link [1761] 'Add to Compare'

link [1867] 'Stove Top Turkey Stuffing Mix (12 oz Boxes, Pack of 2)'
LayoutTable

text 'Rating: 85'
link [2661] '12 Reviews'

text '8.49'
button [2667] 'Add to Cart'
link [1437] 'Add to Wish List'
link [1773] 'Add to Compare'

link [1871] 'Briess DME - Pilsen Light - 1 lb Bag'
text '12.99'
button [2674] 'Add to Cart'
link [1445] 'Add to Wish List'
link [1781] 'Add to Compare'

link [1876] 'Tony Chachere\'s More Spice Creole Seasoning - 14 oz'
LayoutTable

text 'Rating: 75'
link [2677] '12 Reviews'

text '7.92'
button [2683] 'Add to Cart'
link [1459] 'Add to Wish List'
link [2684] 'Add to Compare'

link [1885] 'Lobster Cobbler Pot Pie - Gourmet Frozen Seafood Appetizers (Set of 8
Trays)'

text '411.76'
button [2691] 'Add to Cart'
link [1467] 'Add to Wish List'
link [1794] 'Add to Compare'

link [1890] 'Crunchy Rice Rollers - Gluten Free - Vegan - 3.5 oz Individual Packs (4
Packs of 8 Rollers)'
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LayoutTable
text 'Rating: 83'
link [2694] '12 Reviews'

text '11.50'
button [2700] 'Add to Cart'
link [1481] 'Add to Wish List'
link [2701] 'Add to Compare'

text 'Items 1 to 12 of 24 total'
list 'Page'

text "You're currently reading page"
text '1'
link [1897] 'Page 2'
link [1487] 'Page Next'

contentinfo
textbox [1900] 'Sign Up for Our Newsletter:' [required: False]
button [1804] 'Subscribe'
link [1805] 'Privacy and Cookie Policy'
link [1806] 'Search Terms'
link [1807] 'Advanced Search'
link [1808] 'Contact Us'
text 'Copyright 2013-present Magento, Inc. All rights reserved.'
text 'Help Us Keep Magento Healthy'
link [1672] 'Report All Bugs'

Action 0: click [1673] Reason 0:

To accomplish our task of adding the HONGJ Hawaiian Beach Outfits Set to the wish list, we
need to either search for the product or navigate to the clothing section where it's
likely to be found. The \"My Wish List\" link (id: 1673) is crucial for our objective.

Observation 1:

RootWebArea 'My Wish List'
link [4510] 'My Account'
link [4508] 'My Wish List'
link [4512] 'Sign Out'
text 'Welcome to One Stop Market'
link [4402] 'Skip to Content'
link [4411] 'store logo'
link [4519] 'My Cart'
combobox [4597] 'Search' [required: False]
link [5297] 'Advanced Search'
button [4600] 'Search' [disabled: True]

tablist [4177]
tabpanel

menu "[4331] 'Beauty & Personal Care';
[4327] 'Sports & Outdoors';
[4323] 'Clothing, Shoes & Jewelry';
[4319] 'Home & Kitchen';
[4315] 'Office Products';
[4311] 'Tools & Home Improvement';
[4307] 'Health & Household';
[4303] 'Patio, Lawn & Garden';
[4299] 'Electronics';
[4295] 'Cell Phones & Accessories';
[4291] 'Video Games';
[4287] 'Grocery & Gourmet Food'"

main
heading 'My Wish List'
LineBreak [4447]
link [4571] 'My Account'
link [4572] 'My Orders'
link [4573] 'My Downloadable Products'
link [4576] 'Address Book'
link [4577] 'Account Information'
link [4578] 'Stored Payment Methods'
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link [4580] 'My Product Reviews'
link [4581] 'Newsletter Subscriptions'

heading 'Compare Products'
text 'You have no items to compare.'

heading 'My Wish List'

contentinfo
textbox [4584] 'Sign Up for Our Newsletter:' [required: False]
button [4543] 'Subscribe'
link [4544] 'Privacy and Cookie Policy'
link [4545] 'Search Terms'
link [4546] 'Advanced Search'
link [4547] 'Contact Us'
text 'Copyright 2013-present Magento, Inc. All rights reserved.'
text 'Help Us Keep Magento Healthy'
link [4507] 'Report All Bugs'

Action 1: type [4597] [HONGJ Hawaiian Beach Outfits Set for Mens] [1] Reason 1:

Using the search functionality could directly find the desired product if it exists.

Observation 2:

RootWebArea "Search results for: 'HONGJ Hawaiian Beach Outfits Set for Mens'"
link [7082] 'My Account'
link [7080] 'My Wish List'
link [7084] 'Sign Out'
text 'Welcome to One Stop Market'
link [7017] 'Skip to Content'
link [7026] 'store logo'
link [7091] 'My Cart'
combobox [7245] 'Search' [required: False]

text 'HONGJ Hawaiian Beach Outfits Set for Mens'
link [7956] 'Advanced Search'
button [7248] 'Search' [disabled: True]

tablist [6433]
tabpanel

menu "[6941] 'Beauty & Personal Care';
[6937] 'Sports & Outdoors';
[6933] 'Clothing, Shoes & Jewelry';
[6929] 'Home & Kitchen';
[6925] 'Office Products';
[6921] 'Tools & Home Improvement';
[6917] 'Health & Household';
[6913] 'Patio, Lawn & Garden';
[6909] 'Electronics';
[6905] 'Cell Phones & Accessories';
[6901] 'Video Games';
[6897] 'Grocery & Gourmet Food'"

link [7049] 'Home'

main
heading "Search results for: 'HONGJ Hawaiian Beach Outfits Set for Mens'"
strong [7102] 'Grid'
link [7103] 'View as List'
text 'Items'
text '12'
text 'of'
text '38344'
combobox "Sort By: [7204] 'Product Name' [selected: False];

[7205] 'Price' [selected: False];
[7206] 'Relevance' [selected: True]"

link [6718] 'Set Ascending Direction'

DescriptionList
DescriptionListTerm
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"Related search terms:
link [7211] 'set of 2 pillow cover 20x40';
link [7212] 'set of 2 pillow cover silver grey 20x40';
link [7213] 'set of 2 pillow cover blue grey 20x20'"

link [7962] 'HONGJ Hawaiian Beach Outfits Set for Mens, Summer Tropical Tree Printed
Relaxed-fit Hawaii Shirts Shorts 2 Piece Suits'

text '18.98'
button [8110] 'Add to Cart'
button [6728] 'Add to Wish List'
button [8111] 'Add to Compare'

link [7972] 'HONGJ 2022 New Mens Cotton Linen Shirts, Spring Plus Size Long Sleeve V
Neck Hawaiian Shirts Breathable Loose Beach Tops'

text '5.98'
button [8118] 'Add to Cart'
button [6736] 'Add to Wish List'
button [8119] 'Add to Compare'

link [7982] 'HONGJ Hawaiian Shirts for Mens, Spring Long Sleeve Street Vintage Boho
Printed Button Down Patchwork Casual Shirt'

text '11.98'
button [8126] 'Add to Cart'
button [6744] 'Add to Wish List'
button [8127] 'Add to Compare'

link [7992] 'MOOKO Mens Summer Short Sleeve Hawaiian Shirt Sets 2 Pieces Flower Beach
Outfits Button Down Shirt Shorts Suit Tracksuit'

text '10.64'
button [8134] 'Add to Cart'
button [6752] 'Add to Wish List'
button [8135] 'Add to Compare'

link [8002] 'Men 2 Piece Outfit Summer Stylish Casual Hawaiian Shirts Graphic Tees Tank
Tops Shorts Set Beach Tracksuit Pockets'

LayoutTable
text 'Rating: 62'
link [8138] '12 Reviews'

text '4.71'
button [8144] 'Add to Cart'
button [6766] 'Add to Wish List'
button [8145] 'Add to Compare'

list 'Page'
text "You're currently reading page"
text '1'
link [7945] 'Page 2'
link [7946] 'Page 3'
link [7947] 'Page 4'
link [7948] 'Page 5'
link [6828] 'Page Next'

combobox "Show: [7222] '12' [selected: True];
[7223] '24' [selected: False];
[7224] '36' [selected: False]"

text 'per page'
text 'Shop By'

heading 'Shopping Options'
DescriptionList

heading 'Category'
DescriptionListDetail

link [6837] 'Beauty & Personal Care (8113 items)'
link [6842] 'Sports & Outdoors (691 items)'
link [6847] 'Clothing, Shoes & Jewelry (15836 items)'
link [6852] 'Home & Kitchen (6007 items)'
link [6857] 'Office Products (191 items)'
link [6862] 'Tools & Home Improvement (807 items)'
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link [6867] 'Health & Household (115 items)'
link [6872] 'Patio, Lawn & Garden (151 items)'
link [6877] 'Electronics (3584 items)'
link [6882] 'Cell Phones & Accessories (640 items)'
link [6887] 'Video Games (231 items)'
link [6892] 'Grocery & Gourmet Food (1978 items)'

heading 'Compare Products'
text 'You have no items to compare.'
heading 'My Wish List'
text 'You have no items in your wish list.'

contentinfo
textbox [7232] 'Sign Up for Our Newsletter:' [required: False]
button [7174] 'Subscribe'
link [7175] 'Privacy and Cookie Policy'
link [7176] 'Search Terms'
link [7177] 'Advanced Search'
link [7178] 'Contact Us'
text 'Copyright 2013-present Magento, Inc. All rights reserved.'
text 'Help Us Keep Magento Healthy'
link [7079] 'Report All Bugs'

Action 2: click [6728] Reason 2:

We have successfully found the HONGJ Hawaiian Beach Outfits Set for Mens that we were looking
for. The next step is to add this item to the wish list as per the task objective. The \"
Add to Wish List\" button [6728] is available next to the item.

Observation 3:

RootWebArea "My Wish List"
link [10068] 'My Account'
link [10064] 'My Wish List 1 item'
link [10070] 'Sign Out'
text 'Welcome to One Stop Market'
link [9948] 'Skip to Content'
link [9957] 'store logo'
link [10077] 'My Cart'
combobox [10199] 'Search' [required: False]
link [10938] 'Advanced Search'
button [10202] 'Search' [disabled: True]

tablist [9700]
tabpanel

menu "[9877] 'Beauty & Personal Care';
[9873] 'Sports & Outdoors';
[9869] 'Clothing, Shoes & Jewelry';
[9865] 'Home & Kitchen';
[9861] 'Office Products';
[9857] 'Tools & Home Improvement';
[9853] 'Health & Household';
[9849] 'Patio, Lawn & Garden';
[9845] 'Electronics';
[9841] 'Cell Phones & Accessories';
[9837] 'Video Games';
[9833] 'Grocery & Gourmet Food'"

main
alert [live: assertive] [atomic: True] [relevant: additions text]

text "HONGJ Hawaiian Beach Outfits Set for Mens, Summer Tropical Tree Printed
Relaxed-fit Hawaii Shirts Shorts 2 Piece Suits has been added to your Wish
List. Click"

link [10155] 'here'
text 'to continue shopping.'

heading 'My Wish List'
combobox "[10158] '10' [selected: True];

[10159] '20' [selected: False];
[10160] '50' [selected: False]"
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link [10892] 'HONGJ Hawaiian Beach Outfits Set for Mens, Summer Tropical Tree Printed
Relaxed-fit Hawaii Shirts Shorts 2 Piece Suits'

textbox [10903] 'Comment' [required: False]

group [10906]
spinbutton [10946] 'Qty' [required: False] [valuemin: 0] [valuemax: 0] [valuetext:

]
text '1'

button [10965] 'Add to Cart'

link [10909] 'Edit'
link [10910] 'Remove item'
button [10094] 'Update Wish List'
button [10095] 'Share Wish List'
button [10096] 'Add All to Cart'

LineBreak [10001]
combobox "[10169] '10' [selected: True];

[10170] '20' [selected: False];
[10171] '50' [selected: False]"

link [10172] 'My Account'
link [10173] 'My Orders'
link [10174] 'My Downloadable Products'
link [10177] 'Address Book'
link [10178] 'Account Information'
link [10179] 'Stored Payment Methods'
link [10181] 'My Product Reviews'
link [10182] 'Newsletter Subscriptions'

heading 'Compare Products'
text 'You have no items to compare.'

heading 'My Wish List'
text '1 item'
link [10925] 'HONGJ Hawaiian Beach Outfits Set for Mens, Summer Tropical Tree Printed

Relaxed-fit Hawaii Shirts Shorts 2 Piece Suits'
link [10956] 'Add to Cart'
link [9830] 'Remove This Item'
link [10042] 'Go to Wish List'

contentinfo
textbox [10186] 'Sign Up for Our Newsletter:' [required: False]
button [10127] 'Subscribe'
link [10128] 'Privacy and Cookie Policy'
link [10129] 'Search Terms'
link [10130] 'Advanced Search'
link [10131] 'Contact Us'
text 'Copyright 2013-present Magento, Inc. All rights reserved.'
text 'Help Us Keep Magento Healthy'
link [10063] 'Report All Bugs'

Action 3: stop [The HONGJ Hawaiian Beach Outfits Set for Mens has been successfully added to
the Wish List. The task is complete.] Reason 3:

The objective has been successfully completed. The HONGJ Hawaiian Beach Outfits Set has been
added to the Wish List, as confirmed by the alert message and the updated page content.

success: 1.0
num actions: 4
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L Potential Risks 1326

First, errors in small LLM exploration could propagate through iterative updates, leading to unintended 1327

biases. Second, while our hybrid mode enhances privacy, imperfect detection may still expose sensitive 1328

data. Lastly, reliance on synthesized knowledge introduces risks of hallucination or misleading information. 1329

Future work should focus on improving robustness, privacy safeguards, and knowledge verification. 1330
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