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ABSTRACT

Despite recent advances in multimodal large language models (MLLMs), their
development has predominantly focused on English- and western-centric datasets
and tasks, leaving most of the world’s languages and diverse cultural contexts
underrepresented. This paper introduces PANGEA, a multilingual multimodal
LLM trained on PANGEAINS, a diverse 6M instruction dataset spanning 39 lan-
guages. PANGEAINS features: 1) high-quality English instructions, 2) carefully
machine-translated instructions, and 3) culturally relevant multimodal tasks to en-
sure cross-cultural coverage. To rigorously assess models’ capabilities, we intro-
duce PANGEABENCH, a holistic evaluation suite encompassing 14 datasets cov-
ering 47 languages. Results show that PANGEA significantly outperforms existing
open-source models in multilingual settings and diverse cultural contexts. Abla-
tion studies further reveal the importance of English data proportions, language
popularity, and the number of multimodal training samples on overall perfor-
mance. We fully open-source our data, code, and trained checkpoints, to facilitate
the development of inclusive and robust multilingual MLLMs, promoting equity
and accessibility across a broader linguistic and cultural spectrum.
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Figure 1: Overview of the aggregate performance of various multimodal LLMs on PANGEABENCH.
Our PANGEA-7B demonstrates comparable performance to SoTA open-source models in English
settings, while significantly outperforming them in multilingual scenarios.
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1 INTRODUCTION

Multimodal large language models (MLLMs) (Liu et al.| 2023b; [2024; |[Dubey et al., 2024} Deitke
et al., 2024; [OpenAl, 2024bj, [Team et al., 2023) have demonstrated impressive capabilities in tasks
such as image captioning, visual question answering, and complex reasoning (Yue et al., [2024a;b).
Despite this rapid progress in their reasoning ability, a critical flaw persists: the overwhelming focus
on English- and western-centric training and evaluation datasets (Liu et al.,[2021};Song et al.,[2023)).

This homogeneity results in a lack of representation for the vast majority of the world’s languages
and diverse cultural contexts (Yu et al.l [2022). Consequently, models predominately trained on
such data exhibit: (a) diminished performance in multilingual settings (Blasi et al.| |2022) with poor
tokenization further leading to higher inference costs (Ahia et al., [2023); (b) generate outputs mis-
aligned with the socio-cultural norms of underrepresented languages (AlKhamissi et al., [2024)); and
(c) lack the ability to recognize objects from geographically diverse regions (Ramaswamy et al.,
2024)) or rare objects belonging to the long-tail (Gupta et al.,[2019). With the increased adoption of
these models into real-world applications across the globe, there’s an urgent need to develop multi-
lingual MLLMs that equitably serve a diverse set of users. Few efforts have been made to develop
multilingual MLLMs (Geigle et al., [2024bj |Rasheed et al.| 2025)), however, their performance still
exhibits inequalities across languages and lacks evaluation of cultural understanding.

In this paper, we address how to train and evaluate culturally inclusive multilingual MLLMs, using
limited open-source resources, tackling four major challenges (Yu et al.,|2022): 1) Data scarcity:
high-quality multilingual multimodal data is scarce, especially in low-resource languages, making it
difficult to create large-scale training data; 2) Cultural nuances: visual interpretations are context-
dependent and vary across cultures (Ramaswamy et al.,|[2023}; | Khanuja et al., 2024); 3) Catastrophic
forgetting: training on many languages or modalities often results in suboptimal performance on
some subsets and require careful balancing; 4) Evaluation complexity: substantial resources and
expertise are required to accurately measure performance across languages and cultures.

To tackle these challenges, we introduce PANGEA, an open-source multilingual MLLM designed to
bridge linguistic and cultural gaps in visual understanding tasks. PANGEA is trained on PANGEAINS
(Figure 7)), a high-quality multilingual multimodal instruction tuning dataset comprising 6 million
samples in 39 typologically diverse languages. PANGEAINS combines existing open-source re-
sources with newly created instructions focused on multicultural understanding. We curate high-
quality English instructions, carefully translate and adapt them for multilingual contexts. To address
Western-centric biases in visual representations, we source images from LAION-Multi (Schuhmann
et al., [2022), which includes images from various countries and captions in multiple languages.
However, LAION-Multi contains images that are not culturally representative of the country’s speak-
ing population, and the associated alt text is often short, noisy, and lacks sufficient detail. To com-
bat these issues, we develop a multicultural multilingual multimodal instruction generation pipeline,
leveraging an LLM (Dubey et al.,2024) to score and filter images based on cultural informativeness.
We then enhance the remaining data by generating detailed descriptions and creating complex in-
structions that combine culturally relevant tasks with general multilingual scenarios. This approach
improves the model’s cultural understanding while maintaining robust multilingual performance.

To evaluate PANGEA’s capabilities, we present PANGEABENCH, a comprehensive multilingual and
multimodal evaluation suite comprising five multimodal and three text-based tasks across 14 datasets
in 47 languages. PANGEABENCH assesses MLLMSs’ performance on open-domain multimodal chat,
image captioning, cultural understanding, multimodal reasoning, and text-only tasks including ques-
tion answering and complex math reasoning. A key highlight of PANGEABENCH is the introduction
of xChat, a human-crafted benchmark designed to evaluate open-ended, information-seeking mul-
timodal conversations. xChat employs a fine-grained evaluation pipeline where human annotators
annotate both reference answers and scoring rubrics for each query. An LLM then uses these rubrics
to score the model’s predictions on a 1-5 scale. This approach offers a more precise assessment of
MLLM performance, addressing limitations of coarse LLM-as-Judge methods (Zheng et al.| [2023).
Additionally, we introduce XMMMU, a translated version of MMMU (Yue et al., [2024al), testing
college-level multimodal reasoning across seven languages. Together, these components provide a
robust, nuanced evaluation of PANGEA’s cross-lingual and cross-cultural capabilities.

Our results demonstrate PANGEA’s abilities in both English and multilingual scenarios, significantly
outperforming existing open-source MLLMs on PANGEABENCH, surpassing the best open MLLMs
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Figure 2: Statistics of PANGEAINS, comprising 6M multimodal instructions in 39 languages. The
distribution of multilingual training data shows the percent of instances for each language among the
multilingual instructions. PANGEAINS includes general instructions, document and chart question
answering, captioning, domain-specific, culturally relevant, and text-only instructions.

by 0.4% on English tasks and 10.9% on multilingual tasks on average. Notably, PANGEA excels
in multilingual and multicultural understanding, evidenced by its performance on xChat, CVQA,
and MaRVL benchmarks. PANGEA also matches or outperforms state-of-the-art proprietary LLMs,
namely Gemini-1.5-Pro and GPT4o, on several tasks such as XGQA. However, some performance
gaps remain in multimodal chat and complex reasoning, shedding light on the need for further im-
provements in open MLLMs. We discuss key insights from trainingPANGEA, including the scaling
effect of instructions, the role of English data, the impact of language-specific training proportions,
and preliminary methods to improve multilingual OCR. We fully open-source PANGEAINS, PANGE-
ABENCH, PANGEA-7B, and code, to advance culturally inclusive MLLMs across diverse languages.

2  PANGEAINS: MULTILINGUAL MULTIMODAL INSTRUCTION TUNING

Creating a truly multilingual, multicultural MLLM presents unique challenges. We developed
PANGEAINS, a diverse and high-quality instruction tuning dataset. Comprising 6 million samples in
39 languages, PANGEAINS was curated with a focus on linguistic and cultural diversity. We imple-
mented three key strategies to ensure comprehensive coverage, each addressing the specific hurdles
encountered in multilingual multimodal learning. shows the distribution of PANGEAINS.

2.1 MACHINE TRANSLATED INSTRUCTIONS

To address the scarcity of human-annotated multilingual multimodal data, we primarily adopt ma-
chine translation as a practical and scalable solution to extend data beyond English. While human
annotation is ideal, it is resource-intensive and impractical to cover a wide range of languages.

Constructing a High-quality Pool of English Instructions from Existing Sources. We first collect
a high-quality set of English multimodal instructions, which serve as the foundation for translation
into other languages. These instructions span a wide range of visual understanding tasks, including
general visual instructions and conversations (Tong et al.| [2024; |Liu et al., 2024)), visual reasoning,
captioning, and chart question answering (Masry et al., 2022)). Besides, we also added text-only
high-quality English instructions, covering general instructions (Teknium,[2023)), code (Zheng et al.,
2024), and math (Li et all, 2024c). shows the statistics of our translated datasets. By
leveraging existing English instructions, we ensured comprehensive coverage of visual interpretation
and text instruction following tasks in English, preparing a pool of high-quality data for translation.

Translation Model Selection. To expand the English instructions to other languages, we initially
experimented with strong open-source machine translation models, such as NLLB-3B (NLLB Team,
2024)). However, we found that these models struggled with complex instruction-following scenar-
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Figure 3: Overview of multicultural understanding instructions data generation pipeline.

ios and context-switching tasks, particularly in specialized domains like code generation and math-
ematical reasoning. For example, in code-related tasks, the model failed to recognize and correctly
translate programming language keywords, significantly reducing the quality of the instructions.
Based on these limitations, we shifted to using the proprietary Gemini 1.5 Pro model, which shows
slightly better performance in small-scale human evaluations compared with GPT4o.

Post-Processing Translated Data. Even with high-quality translations, inconsistencies arose. To
resolve issues such as mismatched conversation turns or missing candidates in multiple-choice ques-
tions, we developed a post-processing pipeline. This pipeline automatically corrected these errors
or directly dropped the examples, ensuring that all translated instructions remained consistent.

Overall, Gemini 1.5 Pro’s translation seems satisfactory, providing a fast, cost-effective alternative to
human annotation, especially for scaling across languages. However, we acknowledge that machine
translation still has limitations, particularly in handling nuanced contexts and cultural subtleties.

2.2 MULTICULTURAL UNDERSTANDING INSTRUCTIONS

While machine translation enables scaling across multiple languages, data translated from English is
still Anglo-centric in coverage of cultural concepts (Yu et al.,[2022). To address this, we developed
a pipeline focused on creating instructions for multicultural understanding. Both visual and textual
elements can convey deep cultural significance, and our goal is to design a dataset that allows models
to not only recognize these nuances but also respond appropriately across various cultural contexts.
The pipeline of creating multicultural understanding instructions is shown in

Curation of Culturally Diverse Images. To ensure that our dataset captures a wide array of cultural
contexts, we began by sampling 10 million images from the LAION-Multi dataset (Schuhmann
et al., |2022), which includes images and short alt texts from diverse languages and regions. A
filtering process was proposed to guarantee both the quality and cultural relevance of the images.

* Heuristic Filtering: We implemented automatic filtering based on several key criteria: Image Size,
Aspect Ratio, Text Length, NSFW content, Offensive Text, Deduplication, and CLIP Score (used
to assess the alignment between the image and its textual description). This helped remove low-
quality or inappropriate images and ensured the remaining dataset adhered to quality standards.

* LLM Scoring: To further refine the dataset, we employed the Llama-3.1-8B-Instruct model (Dubey
et al.l|2024) to evaluate the quality, subjects, and cultural relevance of the accompanying text de-
scriptions (alt text) for each image. The model was instructed to perform the following tasks:
1) Evaluate Text Quality: The alt text was rated on a scale from 1 to 5 based on how well it
described the corresponding image, assuming the model could not access the image itself. Alt
text scoring below 4 was removed. 2) Subject Classification: The model assigned a subject or
category to the alt text based on its content. 3) Country/Region Classification: The model deter-
mined whether the alt text was closely related to a specific country’s culture. Images classified as
“no specific country” (approximately 60% of the dataset) were excluded to ensure we focused on
culturally identifiable content. The full LLM scoring prompt is included in Appendix

* Avoiding Overrepresentation: To maintain a balanced representation, we downsampled images
from frequently occurring subjects, such as objects, materials, and clothing, to avoid skewing the
dataset toward specific topics or regions. Then, we conducted an accessibility check, removing
30% of the remaining samples due to image download or other issues. Ultimately, we curated a
final set of 1M high-quality, culturally specific images, forming the foundation of PANGEAINS.
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Captioning Images with Different Languages. To provide context and enhance the model’s ability
to interpret images, we regenerated more detailed captions using Gemini 1.5 Pro based on high-
quality alt texts. In this step, each image was accompanied by a caption written in the language
corresponding to its cultural origin. However, our approach was not just about using a capable
model. The alt text played a critical role in enriching the data, as it often contained culturally specific
and contextually important information that would otherwise be absent from the images alone. For
example, in with high-quality alt text, models can incorporate details such as “President
and CEO of The Walt Disney Company” and “a model of Shanghai Disneyland,” adding significant
context that may not be immediately evident from the image. This additional layer of information
helps the model generate captions that better capture the cultural and contextual nuances.

Generating Multilingual and Cross-Cultural Instructions.

After recaptioning, we generated multilingual instructions based on the detailed captions with Gem-
ini 1.5 Pro. Instead of only prompting the model to generate random instructions, we did a careful
prompt engineering where we first came up with 13 task types (e.g., Information Seeking, Coding
& Debugging, Critical Reasoning, Cultural Interpretation, etc.). Then for each image, up to two QA
pairs were created, representing different instruction types to ensure a diverse set of interactions.
This approach ensures that the model not only recognizes these visual elements but also responds
appropriately across varied linguistic and different instruction contexts. The captioning and instruc-

tion generation prompts are included in

2.3 CURATING EXISTING MULTILINGUAL INSTRUCTIONS

To further enrich PANGEAINS, we conducted an extensive survey of available multilingual multi-
modal literature and datasets, including those hosted on HuggingFace. As a result, we incorpo-
rated several high-quality, open-source datasets into PANGEAINS. These include Chinese ALLaVA-
4V (Chen et al.,[2024), Viet Document and OCR QA (Doan et al.,[2024), Llava Chinese (LinkSoul-
AL 2023)), Llava Medical Chinese Instruction (BUAA| 2023)), LLaVA-Japanese-Instruct (Toshi456,
2023), MTVQA (Tang et al., [2024), Japanese STAIR Captions (Yoshikawa et al.| [2017), Russian
GQA (Belopolskih & Spirin, [2024)), French Doc-VQA (Sonagu & Solal, 2024), and French Table-
VQA (Agonnoude & Delestrel [2024). Each of these datasets brings unique linguistic and cultural
perspectives to the mix, covering a wide range of languages and task types.

2.4 DATASET STATISTICS

By combining these three methods, we created PANGEAINS, a comprehensive dataset addressing
major challenges in building multilingual MLLMs: data scarcity, linguistic diversity, and cultural
nuance. Its balanced language and task distribution supports the development of more sophisticated
LLMs that can handle complex visual and textual content in a multilingual, multicultural context.

Language and Task Distribution: PANGEAINS features an extensive and balanced distribution of
languages, tasks, and cultural contexts (as shown in [Figure 2)). We empirically keep the final lan-
guage ratio of English to Multilingual as 40%:60% as we found a significant portion of English data
plays an important role in cross-lingual transfer. See more discussions about the ratio in
and [Figure 6] The inclusion of diverse multimodal instructions ensures that the model develops a
deeper understanding of varied linguistic and cultural environments. Examples of training samples
from different languages and categories are provided in[Appendix H| The comprehensive nature of
PANGEAINS lays a solid foundation for training PANGEA, enabling it to become a truly multilingual,
multicultural multimodal LLM, capable of understanding and interacting effectively with users from
diverse linguistic and cultural backgrounds.

3 PANGEABENCH: EVALUATION OF MULTILINGUAL MULTIMODAL MODELS

3.1 OVERVIEW OF PANGEABENCH

To assess the capabilities of PANGEA across a variety of languages, cultures, and task types, we
have developed PANGEABENCH, a comprehensive multilingual and multimodal evaluation suite.
PANGEABENCH integrates diverse benchmarks that encompass both multimodal and text-only
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Q: ol sont situés les musiciens?
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(Q: Where are the musicians located?)
(A: In the street / Outside / Outdoors)
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harpe / une harpiste

(Q: Which street musician is with the
cellist? A: Female harpist / A harpist)
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Category Tasks Datasets Forms Size  Languages Metric
. ’ i xChatBench Long 400 zh,en,hi,id,ja,rw,ko,es LLM-as-Judge

Multimodal Chat M-LlavaBench Long 600 ar,bn,zh,fr,hi,ja,ru,es,ur,en LLM-as-Judge
Captioning XM100 Long 3.6K 36 languages ROUGE-L

Multimodal ~Cultural CVQA MC 21K en,zh ko, mn,ja,id,jv,min,su Accuracy
Understanding MaRVL Short 6K id,swi,ta,tr,zh Accuracy
Multilingual xGQA Short 77K en,de,pt.ru,id,bn,ko,zh Accuracy
VQA MaXM MC 2K hi,th,zh,fr,en,iw,ro Accuracy
Reasoning xMMMU Short/MC 3K en,ar,fr,hi,id,ja,pt Accuracy
(Multi-subject) M3Exam MC 3K en,zh,it,pt,vi,th,af Accuracy
QA TyDiQA Short 5.1K ar,ru,bn,te,fi,sw,ko,id,en Accuracy

Text-only Translation FLORES-Sub  Long 18K  aren,fr,de,hi,id,iw,ja,pt,ro,tr ChrF
Reasoning MMMLU MC 197K  ar,bn,de,es,fr,hi,id,it,ja,ko,pt,sw,yo,zh ~ Accuracy
(Multi-subject, XStoryCloze MC 21K en,ares,eu,hi,id,my,ru,sw,te,zh Accuracy
Commonsense, Math) MGSM Open 3K bn,de,en,es,fr,ja,ru,sw,te,th,zh Accuracy

Figure 4: Overview of PANGEABENCH, which contains 5 multimodal and 3 text tasks covering
14 datasets (including two newly curated xChatBench and xMMMU datasets). The table provides
details about the datasets, while the figure shows evaluation examples from five different multimodal
eval tasks in our PANGEABENCH.

tasks, enabling a holistic evaluation of PANGEA’s performance in cross-lingual, cross-cultural, and
multimodal contexts. Each task within PANGEABENCH is designed to probe specific aspects of
PANGEA’s proficiency, ensuring robust testing across a wide range of scenarios. All tasks in PANGE-
ABENCH are evaluated under a zero-shot setting.

3.2 MULTIMODAL TASKS

The multimodal tasks in PANGEABENCH are categorized as follows: Multimodal Chat, Caption-
ing, Cultural Understanding, Multilingual Visual Question Answering (VQA), and Multi-Subject
Reasoning. We incorporate these in PANGEABENCH to ensure comprehensive testing of PANGEA’s
multimodal capabilities. The overview and examples of PANGEABENCH are shown in[Figure 4]

Multimodal Chat. This task tests the model’s ability to engage in natural and dynamic real-world
conversations involving both text and images. Multilingual LlavaBench (Rasheed et al, 2025) (M-
LlavaBench for short) stands as the only benchmark for evaluating multilingual long-form genera-
tion capabilities from MLLMs. Following the evaluation pipeline from |[Zheng et al.|(2023) and
(2023b), M-LlavaBench uses a coarse-grained evaluation criteria (e.g., “Please rate the help-
fulness, relevance, accuracy, level of details of their responses.”). Previous works suggest that em-
ploying such coarse-grained evaluation criteria may lead to automatic evaluation results that diverge
from how humans would evaluate them (Ye et al., 2023} [Kim et al.| 2023} [Lee et al., 2024} [Kim et al ]
[2024ab). To assess baselines with a more accurate evaluation pipeline with fine-grained evaluation
criteria on diverse scenarios, we additionally annotate a new multilingual multimodal generation
benchmark called the xChatBench, included in the multimodal chat category of PANGEABENCH.
A more detailed explanation of the annotation process of xChatBench is included in[Appendix E]

Captioning. The XM3600 (Thapliyal et al.| 2022)) dataset was developed to evaluate models’ ca-
pability in multilingual image captioning. It contains images paired with captions in 36 different
languages. However, it includes many similar images and captions. To address this, we clustered
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the images based on captions and manually selected 100 representative images (denoted as XM 100).
This approach enhances the diversity of the samples and accelerates the evaluation process.

Cultural Understanding. To assess the model’s ability to reason about and understand culturally
diverse visual content, we use the CVQA (Romero et al.l [2024) and MaRVL (Liu et al., 2021])
datasets. These datasets are designed to test the model’s performance in reasoning tasks involving
culturally relevant imagery and concepts across multiple languages.

Multilingual VQA. This task measures the model’s proficiency in answering questions about im-
ages across multiple languages. The xGQA (Pfeiffer et al., 2022b)) and MaXM (Changpinyo et al.,
2022) datasets provide a diverse range of visual question-answering challenges in several languages
and scripts, addressing cross-lingual visual understanding.

Multi-Subject Reasoning. The xXMMMU and M3Exam (Zhang et al., 2023) datasets are used to
evaluate the model’s reasoning abilities across different academic subjects. XMMMU is a machine-
translated version of MMMU validation questions, which focuses on multimodal reasoning in multi-
ple subjects. We randomly sample 300 questions from MMMU (Yue et al.| 2024a)) validation set and
employ GPT-4o for the six languages translation. M3Exam challenges the model with real-world
educational questions requiring both textual and visual comprehension. Details on how we ensure
the translation quality, as well as detailed descriptions of other datasets, can be found in[Appendix D}

3.3 TEXT-ONLY MULTILINGUAL DATASETS

While multimodal tasks are critical for evaluating the holistic capabilities of models like PANGEA,
text-only multilingual tasks provide an equally essential dimension to assess. Most existing multi-
modal evaluations tend to overlook the importance of text-only evaluation, especially across diverse
languages. Including text-only tasks in PANGEABENCH allows us to examine whether the model can
perform well in scenarios that require deep linguistic understanding without the aid of visual con-
text, highlighting its performance as a foundation model. We include three tasks QA, Translation,
and Reasoning covering five datasets for the text-only evaluations in PANGEABENCH.

Specifically, we include TydiQA (Clark et al.,[2020) to test the model’s ability to answer questions
across 11 typologically diverse languages. We adopt the FLORES (NLLB Team, 2024) dataset to
assess machine translation performance. We sample 11 languages (denoted as FLORES-Sub). We
use MMMLU (OpenAll |2024a), a human-translated version of MMLU to test the general language
understanding. We use XStoryCloze (Lin et al 2021) and MGSM (Shi et al.| 2022)) to test the
model’s commonsense and mathematical reasoning ability in multilingual contexts respectively.

Stages Pretraining Finetuning

4 EXPERIMENTS —
Training Data

4_ 1 EXPERIMENTAL SETUP Dataset LLaVA LCS-558K PANGEAINS

#Samples 558K 6M
We train PANGEA on PANGEAINS, our Model
multilingual multimodal dataset compris- w0 Projector (20M)  Full Model (8B)
ing 6 million samples across 39 languages.
The model uses LLaVA-Next as archi- Training
tecture (Liu et al [2024), Qwen2-7B- Baich Size 128 128
Instruct (Yang et all 2024) as the lan- [ R: y0n 1x107° 2x107°
guage model backbone and clip-vit-large-  LR: {f;, drim} 1x107° 2x107°
patch14-336 (Radford et al., 2021) as the Epoch 1 1
vision encoder. The training consists of GPU Hours (H100) 32 1344
two stages. First, we pretrain the vision-
language connector that aligns the outputs Table 1: PANGEA’s training configurations.

of vision encoder to backbone, with the

LLaVA LCS-558KE] (Liu et al.l [2023bza). Then, we perform finetuning on PANGEAINS, where
we employ a learning rate of 2e-5, a batch size of 512, coupled with a cosine decay schedule with
0.03 warmup steps. We pretrain and finetune the model for 1 epoch, where pretraining took 4 hours
with 8 H100 (32 GPU hours), and finetuning took 168 hours with 8 H100 (1344 GPU hours).

'"https://huggingface.co/datasets/liuhaotian/LLaVA-Pretrain


https://huggingface.co/datasets/liuhaotian/LLaVA-Pretrain

Published as a conference paper at ICLR 2025

Multimodal Chat Cultural Understanding
Models AVG (all)
xChatBench ~ M-LlavaBench CVQA MaRVL
en mul en mul en mul en mul en mul
Gemini-1.5-Pro 67.1 625 67.0 544 1034 106.6 759 757 764 72.0
GPT4o0 686 646 710 644 104.6 1004 79.1 794 814 82.1
Llava-1.5-7B 454 284 285 11.8 66.1 40.8 48.9 36.5 56.2 53.7
Llava-Next-7B 51.1 327 405 18.9 78.9 50.7 557 426 628 50.9
Phi-3.5-Vision 540 350 385 13.2 70.8 580 563 423 72.1 56.5
Cambrian-8B 509 364 275 11.3 78.4 61.8 59.7 475 754 61.8
Llava-OV-7B 59.5 413 51.0 285 89.7 55.3 652 537 727 57.5
Molmo-7B-D 554 341 49.5 21.1 95.9 13.8 594 483 65.3 54.9
Llama3.2-11B 572 419 49.0 278 93.9 582 702 614 645 58.1
PaliGemma-3B 37.3 25.8 6.0 3.5 32.1 31.9 529 429 565 522
PALO-7B 46.3 322 27.0 11.8 68.9 712 509 392 633 54.2
mBLIP mTO-XL 35.1 29.8 2.5 0.5 32.7 282 405 375 67.3 66.7
mBLIP BLOOMZ 36.1 30.0 4.0 1.6 43.5 41.0 449 369 623 58.6
PANGEA-7B (Ours) 599 528 460 358 84.2 89.5 644 572 87.0 79.0
A over SOTA Open +04 +109 -35 +7.3 -11.7  +183 -58 42 +11.6 +123
Captioning Short VQA Multi-subject Reasoning
Models XM100 xGQA MaXM XMMMU M3Exam
en mul en mul en mul en mul en mul
Gemini-1.5-Pro 27.6 19.1 542  48.7 56.4 63.5 658 577 774 64.7
GPT4o0 27.7 19.1 55.8  51.0 60.7 654 69.1 583 68.0 61.0
Llava-1.5-7B 28.6 1.1 62.0 30.6 49.8 204 362 315 32.3 29
Llava-Next-7B 29.3 94 648 378 54.9 214 367 343 36.5 284
Phi-3.5-Vision 30.2 5.2 647 384 55.3 250 426 388 558 37.2
Cambrian-8B 20.6 9.9 64.6  39.8 55.3 287 418 332 347 334
Llava-OV-7B 30.6 7.0 644 482 54.9 348 463 41.0 604 45.8
Molmo-7B-D 22.1 9.1 51.5 430 52.9 37.5 445 404 57.1 39.1
Llama3.2-11B 27.6 4.5 55.6 454 553 439 46,5 414 518 36.6
PaliGemma-3B 18.7 0.8 59.7  30.5 479 19.9 263 252 360 25.6
PALO-7B 304 0.8 60.5 37.8 514 16.3 33.1 305 30.8 27.8
mBLIP mTO-XL 31.9 3.1 442 399 44.7 36.8 203 304 228 25
mBLIP BLOOMZ 22.5 10.3 433 369 44.7 24.8 292  30.8 303 29.5
PANGEA-7B (Ours) 304 142 647 60.2 553 533 457 437 614 42.1

A over Best Open Model -0.2  +39 -0.1 +12.0 0.0 +94 08 +23 +1.0 -3.7

Table 2: Overall performance on the multilingual multimodal benchmarks in PANGEABENCH. The
best-performing open model on each dataset is in bold and the second best is underlined.

For evaluation, we compare PANGEA against several state-of-the-art open source baselines, includ-
ing English-centric models Llava-1.5-7B (Liu et al,[2023a), Llava-Next-7B (Liu et al.,[2024), Phi-
3.5-Vision (Abdin et al., |2024), Cambrian-8B (Tong et al., 2024), Llava-OV-7B (L1 et al., 2024b)),
Molmo-7B-D (Deitke et all [2024) Llama3.2-11B (Dubey et al.| [2024) and multilingual models
PaliGemma-3B (Beyer et al.,[2024), PALO-7B (Rasheed et al.| |2025)), mBLIP mTO0-XL and mBLIP
BLOOMZ (Geigle et al.l |2024b). We also consider two text-only LLMs baselines Vicuna-1.5-
7B (Zheng et al., [2023) and Qwen2-7B-Instruct (Yang et al., [2024), which are the backbones of
Llava-Next and our PANGEA respectively. We integrate our multimodal tasks in PANGEABENCH
into Imms—eval (Li et al., |2024a), a multimodal evaluation package that supports many English
multimodal benchmarks. We use 1lm—evaluation—-harness (Biderman et al.,[2024) to evaluate
text-only tasks. We follow the original paper for their best models’ prompts in different tasks, and
mostly reproduce their original numbers on datasets reported in the original papers.

4.2 MULTILINGUAL MULTIMODAL RESULTS

The results in[Table 2]provide clear insights into the strengths and remaining challenges of PANGEA-
7B in multilingual and multimodal tasks. Key observations from the evaluation include:
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AVG (all) FLORES-Sub TyDiQA XStoryCloze MGSM MMMLU

Models

en mul Xx—en en—Xx en mul en mul en mul en mul
Vicuna-1.5-7B 52.1 38.7 55.6 424 59.7 527 78.1 574 176 64 495 347
Qwen2-7B-Instruct  66.6 545 61.8 460 722 712 803 619 488 404 701 53.1
Llava-1.5-7B 53.1 390 547 41.5 668 528 79.1 576 148 76 502 357
Llava-Next-7B 54.0 389 54.8 41.4 683 52.1 79.1 57.1 156 7.5 521 365
Phi-3.5-Vision 60.7 41.7 28.5 32.5 759 513 779 548 592 33.1 620 36.7
PALO-7B 52.0 375 52.9 40.4 694 508 774 572 13,6 58 467 334

PANGEA-7B (Ours) 72.8 543  60.7 449 737 66.0 79.1 612 82.0 474 684 522

Table 3: Overall performance on text-only multilingual benchmarks in PANGEABENCH.

Superior English and Multilingual Performance: PANGEA-7B outperforms existing open-source
models across both English and multilingual tasks. While concurrent multimodal models such as
Molmo (Deitke et al.,[2024) or Llama 3.2 show strong performance on English datasets, they strug-
gle in multilingual evaluation settings. Particularly in multilingual subsets like xChatBench, M-
LlavaBench, and MaRVL, it has achieved substantial gains, highlighting its effectiveness in both
cross-lingual and cross-cultural contexts.

Balanced Cross-Language Capabilities: Unlike many models that exhibit a significant drop in
performance when moving from English to multilingual tasks, PANGEA-7B is relatively consistent.
For instance, in Multimodal Chat tasks, the performance gap between English and multilingual
remains relatively small, indicating its ability to handle multiple languages effectively.

Challenges Compared to Proprietary Models: While PANGEA-7B leads in open-source mod-
els, some gaps remain when compared to closed-source models like GPT4o. Additionally, though
PANGEA-7B narrows the gap between English and multilingual performance, there is still room for
improvement in fully closing this divide across all tasks.

4.3 MULTILINGUAL TEXT-ONLY RESULTS

We further evaluate our model in text-only scenarios in Interesting findings include:

Best Text Performance Among Multimodal LLMs: PANGEA-7B demonstrates the strongest per-
formance among all multimodal LLMs in the text-only tasks consistently outperforming baselines
like Llava-Next-7B. This highlights that, despite being trained as a multimodal model, PANGEA-7B
maintains superior text understanding and reasoning capabilities compared to other MLLMs.

Maintained Performance from its Text Backbone. PANGEA-7B generally maintains or sees slight
drops in performance on most text-only benchmarks compared with its text backbone Qwen2-7B-
Instruct. Notably, the model shows a significant improvement in MGSM. This improvement is
directly attributable to the inclusion of math-related instructions in PANGEAINS, which enhances
the model’s capability to handle complex multilingual reasoning and mathematical tasks.

5 DISCUSSION

Finally, we explore implications of our findings and their potential impact on future developments in
the field. We examine the scaling effects of instruction quantity, the persistent role of English data,
the relationship between training sample proportions and performance. Through this discussion, we
aim to provide a comprehensive understanding of our model and chart a course for future advance-
ments. More discussion on qualitative examples of model behavior on multilingual multimodal chat
and challenges in multilingual OCR can be found in[Appendix E]and [Appendix J|

Scaling Effect of Number of Instructions. Understanding how the quantity of instructions affects
model performance is crucial for optimizing training strategies and resource allocation.
reveals a clear scaling effect related to the number of instructions used during training. Perfor-
mance improvements were consistent as we increased the number of multilingual instructions in
PANGEAINS, for both English and multilingual performance. This demonstrates the necessity of
scaling multilingual multimodal instruction tuning.
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Figure 5: Scaling effect of training samples on English and multilingual scores across datasets.

Role of English Data. In multilingual scenarios, English data plays a pivotal role in cross-lingual
transfer. To investigate this, we sampled 500K examples from the translated data described in
section 2.1] ensuring a consistent data distribution. We varied the ratio of English data while keeping
the total number of training samples fixed at 500K. For the 17 multilingual languages in the trans-
lated subset, we evenly distributed the number of samples across languages.

As shown in , English per-

formance generally improves as the English Performance

Multilingual Performance

percent of English data increases. %52-5‘ 23751
Surprisingly,’ using (?nly multilingual 544 150
data results in relatively lower mul- 3 A s w3
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duce more English data, multilingual °
performance improves, peaking at
38.7% with 40% English. However,
performance drops sharply when En-
glish data reaches 100%. This suggests that English data aids cross-lingual transfer, however, over-
reliance on it harms multilingual performance.

Figure 6: Impact of English training data proportion on En-
glish vs. multilingual performance.

How does the proportion of training samples in a language affect downstream performance? Is
downstream task performance correlated with the number of training samples? Our analysis in[Fig-|
revealed the relationship between training sample proportion and downstream performance.
While there is a general positive correlation, the impact varies significantly across languages and
tasks. For widely spoken languages with rich resources, we observed a near-linear relationship.
However, for low-resource languages, even a small increase in proportion yielded disproportion-
ately large performance gains. Interestingly, we also noted instances of positive transfer between
typologically similar languages. These findings suggest that strategic allocation of training samples,
considering both language prevalence and linguistic similarities, can optimize model performance.
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Figure 7: The relationship between training sample size (relative to English) and performance (rel-
ative to English) of different languages across four datasets.

6 CONCLUSION

In this paper, we introduced PANGEA, a multilingual MLLM designed to bridge linguistic and cul-
tural gaps in visual understanding tasks. By leveraging PANGEAINS, our newly curated 6M mul-
tilingual multimodal instruction data samples, we demonstrated significant improvements in cross-
lingual and cross-cultural understanding across 39 typologically diverse languages. Our compre-
hensive evaluation using PANGEABENCH revealed PANGEA’s superior performance compared to
existing open-source models. We also highlight ongoing challenges in areas such as low-resource
language support and multilingual OCR. We fully open-source PANGEA, PANGEAINS, and PANGE-
ABENCH to facilitate future research to build open and inclusive MLLMs.

10



Published as a conference paper at ICLR 2025

ACKNOWLEDGMENTS

This work was supported in part by a Carnegie Bosch Institute Fellowship to Xiang Yue, as well
as grants from DSTA Singapore, and the Programs for Bridging the gap between R&D and the
IDeal society (society 5.0) and Generating Economic and social value (BRIDGE)/Practical Global
Research in the AI x Robotics Services, implemented by the Cabinet Office, Government of Japan.
The training is supported by the CMU FLAME Center. The authors would like to thank Google
Gemini credits for data construction and evaluation. The authors would also like to thank CMU
NeuLab colleagues for their constructive comments.

REFERENCES

Marah Abdin, Sam Ade Jacobs, Ammar Ahmad Awan, Jyoti Aneja, Ahmed Awadallah, Hany
Awadalla, Nguyen Bach, Amit Bahree, Arash Bakhtiari, Harkirat Behl, et al. Phi-3 technical
report: A highly capable language model locally on your phone. ArXiv preprint, abs/2404.14219,
2024. URL https://arxiv.org/abs/2404.142109.

Tom Agonnoude and Cyrile Delestre. Table vqga dataset, 2024. URL https://huggingface.
co/datasets/cmarkea/table-vga.

Orevaoghene Ahia, Sachin Kumar, Hila Gonen, Jungo Kasai, David Mortensen, Noah Smith, and
Yulia Tsvetkov. Do all languages cost the same? tokenization in the era of commercial language
models. In Houda Bouamor, Juan Pino, and Kalika Bali (eds.), Proc. of EMNLP, pp. 9904-9923,
2023. URL https://aclanthology.org/2023.emnlp-main.614.pdf.

Badr AlKhamissi, Muhammad ElNokrashy, Mai Alkhamissi, and Mona Diab. Investigating cul-
tural alignment of large language models. In Lun-Wei Ku, Andre Martins, and Vivek Srikumar
(eds.), Proc. of ACL, pp. 12404-12422, 2024. URL https://aclanthology.org/2024.
acl-long.671.pdfl

Daniil Belopolskih and Egor Spirin. Gqa-ru, 2024. URL https://huggingface.co/
datasets/deepvk/GQA-ru.

Lucas Beyer, Andreas Steiner, André Susano Pinto, Alexander Kolesnikov, Xiao Wang, Daniel
Salz, Maxim Neumann, Ibrahim Alabdulmohsin, Michael Tschannen, Emanuele Bugliarello,
Thomas Unterthiner, Daniel Keysers, Skanda Koppula, Fangyu Liu, Adam Grycner, Alexey Grit-
senko, Neil Houlsby, Manoj Kumar, Keran Rong, Julian Eisenschlos, Rishabh Kabra, Matthias
Bauer, Matko Bos$njak, Xi Chen, Matthias Minderer, Paul Voigtlaender, loana Bica, Ivana Bal-
azevic, Joan Puigcerver, Pinelopi Papalampidi, Olivier Henaff, Xi Xiong, Radu Soricut, Jeremiah
Harmsen, and Xiaohua Zhai. PaliGemma: A versatile 3B VLM for transfer. ArXiv preprint,
abs/2407.07726, 2024. URL https://arxiv.org/abs/2407.07726.

Stella Biderman, Hailey Schoelkopf, Lintang Sutawika, Leo Gao, Jonathan Tow, Baber Abbasi, Al-
ham Fikri Aji, Pawan Sasanka Ammanamanchi, Sidney Black, Jordan Clive, et al. Lessons from
the trenches on reproducible evaluation of language models. ArXiv preprint, abs/2405.14782,
2024. URL https://arxiv.org/abs/2405.14782.

Damian Blasi, Antonios Anastasopoulos, and Graham Neubig. Systematic inequalities in language
technology performance across the world’s languages. In Proc. of ACL, pp. 54865505, Dublin,
Ireland, 2022. Association for Computational Linguistics. URL https://aclanthology.
org/2022.acl-1long.376.

BUAA. Chinese-llava-med, 2023. URL https://huggingface.co/BUAADreamer/
Chinese—-LLaVA-Med-7B. Accessed: 2024-10-01.

Soravit Changpinyo, Linting Xue, Michal Yarom, Ashish V Thapliyal, Idan Szpektor, Julien Amelot,
Xi Chen, and Radu Soricut. Maxm: Towards multilingual visual question answering. ArXiv
preprint, abs/2209.05401, 2022. URL https://arxiv.org/abs/2209.05401}

Guiming Hardy Chen, Shunian Chen, Ruifei Zhang, Junying Chen, Xiangbo Wu, Zhiyi Zhang, Zhi-
hong Chen, Jianquan Li, Xiang Wan, and Benyou Wang. Allava: Harnessing gpt4v-synthesized
data for a lite vision-language model. ArXiv preprint, abs/2402.11684, 2024. URL https:
//arxiv.org/abs/2402.11684.

11


https://arxiv.org/abs/2404.14219
https://huggingface.co/datasets/cmarkea/table-vqa
https://huggingface.co/datasets/cmarkea/table-vqa
https://aclanthology.org/2023.emnlp-main.614.pdf
https://aclanthology.org/2024.acl-long.671.pdf
https://aclanthology.org/2024.acl-long.671.pdf
https://huggingface.co/datasets/deepvk/GQA-ru
https://huggingface.co/datasets/deepvk/GQA-ru
https://arxiv.org/abs/2407.07726
https://arxiv.org/abs/2405.14782
https://aclanthology.org/2022.acl-long.376
https://aclanthology.org/2022.acl-long.376
https://huggingface.co/BUAADreamer/Chinese-LLaVA-Med-7B
https://huggingface.co/BUAADreamer/Chinese-LLaVA-Med-7B
https://arxiv.org/abs/2209.05401
https://arxiv.org/abs/2402.11684
https://arxiv.org/abs/2402.11684

Published as a conference paper at ICLR 2025

Xi Chen, Josip Djolonga, Piotr Padlewski, Basil Mustafa, Soravit Changpinyo, Jialin Wu, Car-
los Riquelme Ruiz, Sebastian Goodman, Xiao Wang, Yi Tay, et al. Pali-x: On scaling up a
multilingual vision and language model. ArXiv preprint, abs/2305.18565, 2023. URL https:
//arxiv.org/abs/2305.18565.

Jonathan H. Clark, Eunsol Choi, Michael Collins, Dan Garrette, Tom Kwiatkowski, Vitaly Nikolaeyv,
and Jennimaria Palomaki. TyDi QA: A benchmark for information-seeking question answering in
typologically diverse languages. Transactions of the Association for Computational Linguistics,
8:454-470, 2020. URL https://aclanthology.org/2020.tacl-1.30.

Wenliang Dai, Junnan Li, Dongxu Li, Anthony Tiong, Junqgi Zhao, Weisheng Wang, Boyang Li,
Pascale Fung, and Steven Hoi. InstructBLIP: Towards general-purpose vision-language models
with instruction tuning. In Thirty-seventh Conference on Neural Information Processing Systems,
2023. URL https://openreview.net/forum?id=vvoWPYgZJA.

Matt Deitke, Christopher Clark, Sangho Lee, Rohun Tripathi, Yue Yang, Jae Sung Park, Moham-
madreza Salehi, Niklas Muennighoff, Kyle Lo, Luca Soldaini, et al. Molmo and pixmo: Open
weights and open data for state-of-the-art multimodal models. ArXiv preprint, abs/2409.17146,
2024. URL https://arxiv.org/abs/2409.17146l

Khang T Doan, Bao G Huynh, Dung T Hoang, Thuc D Pham, Nhat H Pham, Quan Nguyen, Bang Q
Vo, and Suong N Hoang. Vintern-1b: An efficient multimodal large language model for viet-
namese. ArXiv preprint, abs/2408.12480, 2024. URL https://arxiv.org/abs/2408.
12480.

Abhimanyu Dubey, Abhinav Jauhri, Abhinav Pandey, Abhishek Kadian, Ahmad Al-Dahle, Aiesha
Letman, Akhil Mathur, Alan Schelten, Amy Yang, Angela Fan, et al. The llama 3 herd of models.
ArXiv preprint, abs/2407.21783, 2024. URL https://arxiv.org/abs/2407.21783.

Gregor Geigle, Abhay Jain, Radu Timofte, and Goran Glavas. mBLIP: Efficient bootstrapping of
multilingual vision-LLMs. In Jing Gu, Tsu-Jui (Ray) Fu, Drew Hudson, Asli Celikyilmaz, and
William Wang (eds.), Proceedings of the 3rd Workshop on Advances in Language and Vision
Research (ALVR), pp. 7-25, Bangkok, Thailand, August 2024a. Association for Computational
Linguistics. doi: 10.18653/v1/2024.alvr-1.2. URL https://aclanthology.org/2024.
alvr-1.2.

Gregor Geigle, Abhay Jain, Radu Timofte, and Goran Glavas. mBLIP: Efficient bootstrapping
of multilingual vision-LLMs. In Jing Gu, Tsu-Jui (Ray) Fu, Drew Hudson, Asli Celikyilmaz,
and William Wang (eds.), Proceedings of the 3rd Workshop on Advances in Language and Vision
Research (ALVR), pp. 7-25,2024b. URL https://aclanthology.org/2024.alvr-1.
2 .pdf.

Agrim Gupta, Piotr Dolldr, and Ross B. Girshick. LVIS: A dataset for large vocabulary instance
segmentation. In IEEE Conference on Computer Vision and Pattern Recognition, CVPR 2019,
Long Beach, CA, USA, June 16-20, 2019, pp. 5356-5364. Computer Vision Foundation /
IEEE, 2019. URL http://openaccess.thecvf.com/content_CVPR_2019/html/
Gupta_LVIS_A_Dataset_for_Large_Vocabulary_Instance_Segmentation_
CVPR_2019_paper.html.

Felix Hamborg, Norman Meuschke, Corinna Breitinger, and Bela Gipp. news-please: A generic
news crawler and extractor. In Proceedings of the 15th International Symposium of Informa-
tion Science, pp. 218-223, 2017. URL https://edoc.hu-berlin.de/server/api/
core/bitstreams/b83362d0-0fb5-4b65-8370-b31£f187223a4/content.

Seungju Han, Junhyeok Kim, Jack Hessel, Liwei Jiang, Jiwan Chung, Yejin Son, Yejin Choi, and
Youngjae Yu. Reading books is great, but not if you are driving! visually grounded reasoning
about defeasible commonsense norms. ArXiv preprint, abs/2310.10418, 2023. URL https:
//arxiv.org/abs/2310.10418.

Dan Hendrycks, Collin Burns, Steven Basart, Andy Zou, Mantas Mazeika, Dawn Song, and Jacob
Steinhardt. Measuring massive multitask language understanding. In Proc. of ICLR. OpenRe-
view.net, 2021. URL https://openreview.net/forum?id=d7KBjmI3GmQ.

12


https://arxiv.org/abs/2305.18565
https://arxiv.org/abs/2305.18565
https://aclanthology.org/2020.tacl-1.30
https://openreview.net/forum?id=vvoWPYqZJA
https://arxiv.org/abs/2409.17146
https://arxiv.org/abs/2408.12480
https://arxiv.org/abs/2408.12480
https://arxiv.org/abs/2407.21783
https://aclanthology.org/2024.alvr-1.2
https://aclanthology.org/2024.alvr-1.2
https://aclanthology.org/2024.alvr-1.2.pdf
https://aclanthology.org/2024.alvr-1.2.pdf
http://openaccess.thecvf.com/content_CVPR_2019/html/Gupta_LVIS_A_Dataset_for_Large_Vocabulary_Instance_Segmentation_CVPR_2019_paper.html
http://openaccess.thecvf.com/content_CVPR_2019/html/Gupta_LVIS_A_Dataset_for_Large_Vocabulary_Instance_Segmentation_CVPR_2019_paper.html
http://openaccess.thecvf.com/content_CVPR_2019/html/Gupta_LVIS_A_Dataset_for_Large_Vocabulary_Instance_Segmentation_CVPR_2019_paper.html
https://edoc.hu-berlin.de/server/api/core/bitstreams/b83362d0-0fb5-4b65-8370-b31f187223a4/content
https://edoc.hu-berlin.de/server/api/core/bitstreams/b83362d0-0fb5-4b65-8370-b31f187223a4/content
https://arxiv.org/abs/2310.10418
https://arxiv.org/abs/2310.10418
https://openreview.net/forum?id=d7KBjmI3GmQ

Published as a conference paper at ICLR 2025

Jack Hessel, Ana Marasovi¢, Jena D Hwang, Lillian Lee, Jeff Da, Rowan Zellers, Robert Mankoff,
and Yejin Choi. Do androids laugh at electric sheep? humor “understanding” benchmarks
from the new yorker caption contest. In Proc. of ACL, pp. 688-714, 2023. URL https:
//aclanthology.org/2023.acl-1long.41.pdfl

Aashi Jain, Mandy Guo, Krishna Srinivasan, Ting Chen, Sneha Kudugunta, Chao Jia, Yinfei Yang,
and Jason Baldridge. Mural: multimodal, multitask retrieval across languages. ArXiv preprint,
abs/2109.05125, 2021. URL https://arxiv.org/abs/2109.05125.

Simran Khanuja, Sathyanarayanan Ramamoorthy, Yueqi Song, and Graham Neubig. An image
speaks a thousand words, but can everyone listen? on translating images for cultural relevance.
arXiv preprint arXiv:2404.01247, 2024.

Geewook Kim, Teakgyu Hong, Moonbin Yim, JeongYeon Nam, Jinyoung Park, Jinyeong Yim,
Wonseok Hwang, Sangdoo Yun, Dongyoon Han, and Seunghyun Park. Ocr-free document un-
derstanding transformer. In European Conference on Computer Vision (ECCV), 2022. URL
https://arxiv.org/abs/2111.15664.

Seungone Kim, Jamin Shin, Yejin Cho, Joel Jang, Shayne Longpre, Hwaran Lee, Sangdoo Yun,
Seongjin Shin, Sungdong Kim, James Thorne, et al. Prometheus: Inducing fine-grained evalua-
tion capability in language models. In The Twelfth International Conference on Learning Repre-
sentations, 2023. URL https://arxiv.org/abs/2310.08491.

Seungone Kim, Juyoung Suk, Ji Yong Cho, Shayne Longpre, Chaeceun Kim, Dongkeun Yoon, Gui-
jin Son, Yejin Cho, Sheikh Shafayat, Jinheon Baek, et al. The biggen bench: A principled
benchmark for fine-grained evaluation of language models with language models. ArXiv preprint,
abs/2406.05761, 2024a. URL https://arxiv.org/abs/2406.05761l

Seungone Kim, Juyoung Suk, Shayne Longpre, Bill Yuchen Lin, Jamin Shin, Sean Welleck, Graham
Neubig, Moontae Lee, Kyungjae Lee, and Minjoon Seo. Prometheus 2: An open source language
model specialized in evaluating other language models. ArXiv preprint, abs/2405.01535, 2024b.
URLhttps://arxiv.org/abs/2405.01535.

Ranjay Krishna, Yuke Zhu, Oliver Groth, Justin Johnson, Kenji Hata, Joshua Kravitz, Stephanie
Chen, Yannis Kalantidis, Li-Jia Li, David A Shamma, et al. Visual genome: Connecting lan-
guage and vision using crowdsourced dense image annotations. International journal of computer
vision, 123:32-73,2017. URL https://arxiv.org/abs/1602.07332.

Seongyun Lee, Seungone Kim, Sue Hyun Park, Geewook Kim, and Minjoon Seo. Prometheusvi-
sion: Vision-language model as a judge for fine-grained evaluation.  ArXiv preprint,
abs/2401.06591, 2024. URL https://arxiv.org/abs/2401.06591l

Bo Li, Peiyuan Zhang, Kaichen Zhang, Fanyi Pu, Xinrun Du, Yuhao Dong, Haotian Liu, Yuan-
han Zhang, Ge Zhang, Chunyuan Li, and Ziwei Liu. Lmms-eval: Accelerating the de-
velopment of large multimoal models, 2024a. URL https://lmms-lab.github.io/
Imms—-eval-blog/lmms—-eval-0.1/l

Bo Li, Yuanhan Zhang, Dong Guo, Renrui Zhang, Feng Li, Hao Zhang, Kaichen Zhang, Yanwei
Li, Ziwei Liu, and Chunyuan Li. Llava-onevision: Easy visual task transfer. arXiv preprint
arXiv:2408.03326, 2024b.

Jia Li, Edward Beeching, Lewis Tunstall, Ben Lipkin, Roman Soletskyi, Shengyi Costa Huang,
Kashif Rasul, Longhui Yu, Albert Jiang, Ziju Shen, Zihan Qin, Bin Dong, Li Zhou, Yann
Fleureau, Guillaume Lample, and Stanislas Polu. Numinamath. https://huggingface.
co/AI-MO/NuminaMath—-CoT, 2024c. https://github.com/project—numina/
aimo-progress—-prize/blob/main/report/numina_dataset.pdf.

Lei Li, Yuwei Yin, Shicheng Li, Liang Chen, Peiyi Wang, Shuhuai Ren, Mukai Li, Yazheng Yang,
Jingjing Xu, Xu Sun, Lingpeng Kong, and Qi Liu. M?it: A large-scale dataset towards multi-
modal multilingual instruction tuning. arXiv preprint arXiv:2306.04387, 2023.

Qingyun Li, Zhe Chen, Weiyun Wang, Wenhai Wang, Shenglong Ye, Zhenjiang Jin, et al. Omnicor-
pus: A unified multimodal corpus of 10 billion-level images interleaved with text. arXiv preprint
arXiv:2406.08418, 2024d.

13


https://aclanthology.org/2023.acl-long.41.pdf
https://aclanthology.org/2023.acl-long.41.pdf
https://arxiv.org/abs/2109.05125
https://arxiv.org/abs/2111.15664
https://arxiv.org/abs/2310.08491
https://arxiv.org/abs/2406.05761
https://arxiv.org/abs/2405.01535
https://arxiv.org/abs/1602.07332
https://arxiv.org/abs/2401.06591
https://lmms-lab.github.io/lmms-eval-blog/lmms-eval-0.1/
https://lmms-lab.github.io/lmms-eval-blog/lmms-eval-0.1/
https://huggingface.co/AI-MO/NuminaMath-CoT
https://huggingface.co/AI-MO/NuminaMath-CoT
https://github.com/project-numina/aimo-progress-prize/blob/main/report/numina_dataset.pdf
https://github.com/project-numina/aimo-progress-prize/blob/main/report/numina_dataset.pdf

Published as a conference paper at ICLR 2025

Xi Victoria Lin, Todor Mihaylov, Mikel Artetxe, Tianlu Wang, Shuohui Chen, Daniel Simig, Myle
Ott, Naman Goyal, Shruti Bhosale, Jingfei Du, Ramakanth Pasunuru, Sam Shleifer, Punit Singh
Koura, Vishrav Chaudhary, Brian O’Horo, Jeff Wang, Luke Zettlemoyer, Zornitsa Kozareva,
Mona Diab, Veselin Stoyanov, and Xian Li. Few-shot learning with multilingual language models,
2021. URL https://arxiv.org/abs/2112.10668.

LinkSoul-Al. Chinese-llava, 2023. URL https://huggingface.co/spaces/LinkSoul/
Chinese-LLaVa. Accessed: 2024-10-01.

Fangyu Liu, Emanuele Bugliarello, Edoardo Maria Ponti, Siva Reddy, Nigel Collier, and Desmond
Elliott. Visually grounded reasoning across languages and cultures. In Proc. of EMNLP, pp.
10467-10485, Online and Punta Cana, Dominican Republic, 2021. Association for Computa-
tional Linguistics. URL https://aclanthology.org/2021.emnlp-main.818.

Haotian Liu, Chunyuan Li, Yuheng Li, and Yong Jae Lee. Improved baselines with visual instruction
tuning, 2023a. URL https://arxiv.org/abs/2310.03744,

Haotian Liu, Chunyuan Li, Qingyang Wu, and Yong Jae Lee. Visual instruction tuning. In NeurIPS,
2023b. URL|https://arxiv.org/abs/2304.08485.

Haotian Liu, Chunyuan Li, Yuheng Li, Bo Li, Yuanhan Zhang, Sheng Shen, and Yong Jae Lee.
Llava-next: Improved reasoning, ocr, and world knowledge, 2024. URL https://arxiv.
org/pdf/2401.13601.

Pan Lu, Hritik Bansal, Tony Xia, Jiacheng Liu, Chunyuan Li, Hannaneh Hajishirzi, Hao Cheng, Kai-
Wei Chang, Michel Galley, and Jianfeng Gao. Mathvista: Evaluating mathematical reasoning
of foundation models in visual contexts. In The Twelfth International Conference on Learning
Representations, 2024. URL https://arxiv.org/abs/2310.02255,

Ahmed Masry, Xuan Long Do, Jia Qing Tan, Shafiq Joty, and Enamul Hoque. ChartQA: A bench-
mark for question answering about charts with visual and logical reasoning. In Findings of the
Association for Computational Linguistics: ACL 2022, pp. 2263-2279, Dublin, Ireland, 2022.
Association for Computational Linguistics. URL https://aclanthology.org/2022.
findings—-acl.177.

Minheng Ni, Haoyang Huang, Lin Su, Edward Cui, Taroon Bharti, Lijuan Wang, Dongdong
Zhang, and Nan Duan. M3P: learning universal representations via multitask multilingual mul-
timodal pre-training. In IEEE Conference on Computer Vision and Pattern Recognition, CVPR
2021, virtual, June 19-25, 2021, pp. 3977-3986. Computer Vision Foundation / IEEE, 2021.
URL https://openaccess.thecvf.com/content/CVPR2021/html/Ni_M3P_
Learning_Universal Representations_via Multitask_Multilingual_
Multimodal_ Pre-Training_CVPR_2021_paper.html.

NLLB Team. Scaling neural machine translation to 200 languages. Nature, 630(8018):841, 2024.
URLhttps://www.nature.com/articles/s41586-024-07335-x.

OpenAl. Mmmlu dataset, 2024a. URL https://huggingface.co/datasets/openai/
MMMLUL Accessed: 2024-10-01.

OpenAl. Hello gpt4-o. https://openai.com/index/hello-gpt-40/, 2024b. URL https://openai.
com/index/hello—-gpt—40o/.

Jonas Pfeiffer, Gregor Geigle, Aishwarya Kamath, Jan-Martin Steitz, Stefan Roth, Ivan Vulié,
and Iryna Gurevych. xGQA: Cross-lingual visual question answering. In Findings of the As-
sociation for Computational Linguistics: ACL 2022, pp. 2497-2511, Dublin, Ireland, 2022a.
Association for Computational Linguistics. URL https://aclanthology.org/2022.
findings—acl.196.

Jonas Pfeiffer, Gregor Geigle, Aishwarya Kamath, Jan-Martin Steitz, Stefan Roth, Ivan Vulié,
and Iryna Gurevych. xGQA: Cross-lingual visual question answering. In Findings of the As-
sociation for Computational Linguistics: ACL 2022, pp. 2497-2511, Dublin, Ireland, 2022b.
Association for Computational Linguistics. URL https://aclanthology.org/2022.
findings—acl.196.

14


https://arxiv.org/abs/2112.10668
https://huggingface.co/spaces/LinkSoul/Chinese-LLaVa
https://huggingface.co/spaces/LinkSoul/Chinese-LLaVa
https://aclanthology.org/2021.emnlp-main.818
https://arxiv.org/abs/2310.03744
https://arxiv.org/abs/2304.08485
https://arxiv.org/pdf/2401.13601
https://arxiv.org/pdf/2401.13601
https://arxiv.org/abs/2310.02255
https://aclanthology.org/2022.findings-acl.177
https://aclanthology.org/2022.findings-acl.177
https://openaccess.thecvf.com/content/CVPR2021/html/Ni_M3P_Learning_Universal_Representations_via_Multitask_Multilingual_Multimodal_Pre-Training_CVPR_2021_paper.html
https://openaccess.thecvf.com/content/CVPR2021/html/Ni_M3P_Learning_Universal_Representations_via_Multitask_Multilingual_Multimodal_Pre-Training_CVPR_2021_paper.html
https://openaccess.thecvf.com/content/CVPR2021/html/Ni_M3P_Learning_Universal_Representations_via_Multitask_Multilingual_Multimodal_Pre-Training_CVPR_2021_paper.html
https://www.nature.com/articles/s41586-024-07335-x
https://huggingface.co/datasets/openai/MMMLU
https://huggingface.co/datasets/openai/MMMLU
https://openai.com/index/hello-gpt-4o/
https://openai.com/index/hello-gpt-4o/
https://aclanthology.org/2022.findings-acl.196
https://aclanthology.org/2022.findings-acl.196
https://aclanthology.org/2022.findings-acl.196
https://aclanthology.org/2022.findings-acl.196

Published as a conference paper at ICLR 2025

Jonas Pfeiffer, Francesco Piccinno, Massimo Nicosia, Xinyi Wang, Machel Reid, and Sebastian
Ruder. mmt5: Modular multilingual pre-training solves source language hallucinations. ArXiv
preprint, abs/2305.14224, 2023. URL https://arxiv.org/abs/2305.14224.

Alec Radford, Jong Wook Kim, Chris Hallacy, Aditya Ramesh, Gabriel Goh, Sandhini Agarwal,
Girish Sastry, Amanda Askell, Pamela Mishkin, Jack Clark, et al. Learning transferable visual
models from natural language supervision. In International conference on machine learning, pp.

8748-8763. PMLR, 2021.

Vikram V. Ramaswamy, Sing Yu Lin, Dora Zhao, Aaron Adcock, Laurens van der Maaten, Deepti
Ghadiyaram, and Olga Russakovsky. Geode: a geographically diverse evaluation dataset for
object recognition. In A. Oh, T. Naumann, A. Globerson, K. Saenko, M. Hardt, and S. Levine
(eds.), Advances in Neural Information Processing Systems, volume 36, pp. 66127-66137, 2023.
URL |https://proceedings.neurips.cc/paper_files/paper/2023/file/
d08b6801f24dda81199079a3371d77f9-Paper—-Datasets_and_Benchmarks.
pdf.

Vikram V Ramaswamy, Sing Yu Lin, Dora Zhao, Aaron Adcock, Laurens van der Maaten,
Deepti Ghadiyaram, and Olga Russakovsky. Geode: a geographically diverse evaluation
dataset for object recognition. Advances in Neural Information Processing Systems, 36, 2024.
URL |https://proceedings.neurips.cc/paper_files/paper/2023/file/
d08b6801f24dda81199079a3371d77f9-Paper—-Datasets_and_Benchmarks.
pdf.

Hanoona Rasheed, Muhammad Maaz, Abdelrahman Shaker, Salman Khan, Hisham Cholakal,
Rao M. Anwer, Tim Baldwin, Michael Felsberg, and Fahad S. Khan. Palo: A large multilingual
multimodal language model. In Proceedings of the IEEE/CVF Winter Conference on Applications
of Computer Vision (WACV 2025), 2025. URL https://arxiv.org/abs/2402.14818.

Nils Reimers and Iryna Gurevych. Sentence-BERT: Sentence embeddings using Siamese BERT-
networks. In Proc. of EMNLP, pp. 3982-3992, Hong Kong, China, 2019. Association for Com-
putational Linguistics. URL https://aclanthology.org/D19-1410.

David Romero, Chenyang Lyu, Haryo Akbarianto Wibowo, Teresa Lynn, Injy Hamed, Aditya Nanda
Kishore, Aishik Mandal, Alina Dragonetti, Artem Abzaliev, Atnafu Lambebo Tonja, et al.
Cvqga: Culturally-diverse multilingual visual question answering benchmark. ArXiv preprint,
abs/2406.05967, 2024. URL https://arxiv.org/abs/2406.05967.

Christoph Schuhmann, Romain Beaumont, Richard Vencu, Cade Gordon, Ross Wightman, Mehdi
Cherti, Theo Coombes, Aarush Katta, Clayton Mullis, Mitchell Wortsman, et al. Laion-5b: An
open large-scale dataset for training next generation image-text models. Advances in Neural
Information Processing Systems, 35:25278-25294, 2022. URL https://arxiv.org/abs/
2210.08402.

Bin Shan, Yagian Han, Weichong Yin, Shuohuan Wang, Yu Sun, Hao Tian, Hua Wu, and Haifeng
Wang. Ernie-unix2: A unified cross-lingual cross-modal framework for understanding and gen-
eration. ArXiv preprint, abs/2211.04861, 2022. URL https://arxiv.org/abs/2211.
04861.

Freda Shi, Mirac Suzgun, Markus Freitag, Xuezhi Wang, Suraj Srivats, Soroush Vosoughi,
Hyung Won Chung, Yi Tay, Sebastian Ruder, Denny Zhou, et al. Language models are multi-
lingual chain-of-thought reasoners. In The Eleventh International Conference on Learning Rep-
resentations, 2022. URL https://arxiv.org/abs/2210.03057.

Loic Sokoudjou Sonagu and Yoann Sola. Docvqa dataset, 2024. URL https://huggingface.
co/datasets/cmarkea/doc-vgal

Yueqi Song, Simran Khanuja, Pengfei Liu, Fahim Faisal, Alissa Ostapenko, Genta Winata, Al-
ham Fikri Aji, Samuel Cahyawijaya, Yulia Tsvetkov, Antonios Anastasopoulos, and Graham
Neubig. GlobalBench: A benchmark for global progress in natural language processing. In
Houda Bouamor, Juan Pino, and Kalika Bali (eds.), Proc. of EMNLP, pp. 14157-14171, Sin-
gapore, 2023. Association for Computational Linguistics. URL https://aclanthology.
org/2023.emnlp-main.875.

15


https://arxiv.org/abs/2305.14224
https://proceedings.neurips.cc/paper_files/paper/2023/file/d08b6801f24dda81199079a3371d77f9-Paper-Datasets_and_Benchmarks.pdf
https://proceedings.neurips.cc/paper_files/paper/2023/file/d08b6801f24dda81199079a3371d77f9-Paper-Datasets_and_Benchmarks.pdf
https://proceedings.neurips.cc/paper_files/paper/2023/file/d08b6801f24dda81199079a3371d77f9-Paper-Datasets_and_Benchmarks.pdf
https://proceedings.neurips.cc/paper_files/paper/2023/file/d08b6801f24dda81199079a3371d77f9-Paper-Datasets_and_Benchmarks.pdf
https://proceedings.neurips.cc/paper_files/paper/2023/file/d08b6801f24dda81199079a3371d77f9-Paper-Datasets_and_Benchmarks.pdf
https://proceedings.neurips.cc/paper_files/paper/2023/file/d08b6801f24dda81199079a3371d77f9-Paper-Datasets_and_Benchmarks.pdf
https://arxiv.org/abs/2402.14818
https://aclanthology.org/D19-1410
https://arxiv.org/abs/2406.05967
https://arxiv.org/abs/2210.08402
https://arxiv.org/abs/2210.08402
https://arxiv.org/abs/2211.04861
https://arxiv.org/abs/2211.04861
https://arxiv.org/abs/2210.03057
https://huggingface.co/datasets/cmarkea/doc-vqa
https://huggingface.co/datasets/cmarkea/doc-vqa
https://aclanthology.org/2023.emnlp-main.875
https://aclanthology.org/2023.emnlp-main.875

Published as a conference paper at ICLR 2025

Jingqun Tang, Qi Liu, Yongjie Ye, Jinghui Lu, Shu Wei, Chunhui Lin, Wanqing Li, Mohamad Fitri
Faiz Bin Mahmood, Hao Feng, Zhen Zhao, et al. Mtvga: Benchmarking multilingual text-centric
visual question answering. ArXiv preprint, abs/2405.11985, 2024. URL https://arxiv.
org/abs/2405.11985.

Gemini Team, Rohan Anil, Sebastian Borgeaud, Yonghui Wu, Jean-Baptiste Alayrac, Jiahui Yu,
Radu Soricut, Johan Schalkwyk, Andrew M Dai, Anja Hauth, et al. Gemini: a family of highly
capable multimodal models. ArXiv preprint, abs/2312.11805, 2023. URL https://arxiv.
org/abs/2312.11805.

Teknium. Openhermes 2.5: An open dataset of synthetic data for generalist 1lm assistants, 2023.

Ashish V. Thapliyal, Jordi Pont Tuset, Xi Chen, and Radu Soricut. Crossmodal-3600: A mas-
sively multilingual multimodal evaluation dataset. In Proc. of EMNLP, pp. 715-729, Abu
Dhabi, United Arab Emirates, 2022. Association for Computational Linguistics. URL https:
//aclanthology.orqg/2022.emnlp—main.45.

Shengbang Tong, Ellis Brown, Penghao Wu, Sanghyun Woo, Manoj Middepogu, Sai Charitha
Akula, Jihan Yang, Shusheng Yang, Adithya Iyer, Xichen Pan, et al. Cambrian-1: A fully
open, vision-centric exploration of multimodal 1lms. ArXiv preprint, abs/2406.16860, 2024. URL
https://arxiv.org/abs/2406.16860.

Toshi456. Llava-jp-instruct-108k dataset, 2023. Accessed: 2024-10-01.

Zhiyang Xu, Ying Shen, and Lifu Huang. Multilnstruct: Improving multi-modal zero-shot learning
via instruction tuning. In Anna Rogers, Jordan Boyd-Graber, and Naoaki Okazaki (eds.), Pro-
ceedings of the 61st Annual Meeting of the Association for Computational Linguistics (Volume
1: Long Papers), pp. 11445-11465, Toronto, Canada, July 2023. Association for Computational
Linguistics. doi: 10.18653/v1/2023.acl-long.641. URL https://aclanthology.org/
2023.acl-1long.641l

Linting Xue, Noah Constant, Adam Roberts, Mihir Kale, Rami Al-Rfou, Aditya Siddhant, Aditya
Barua, and Colin Raffel. mT5: A massively multilingual pre-trained text-to-text transformer. In
Proceedings of the 2021 Conference of the North American Chapter of the Association for Compu-
tational Linguistics: Human Language Technologies, pp. 483—498, Online, 2021. Association for
Computational Linguistics. URL https://aclanthology.org/2021.naacl-main.
41

An Yang, Baosong Yang, Binyuan Hui, Bo Zheng, Bowen Yu, Chang Zhou, Chengpeng Li,
Chengyuan Li, Dayiheng Liu, Fei Huang, et al. Qwen2 technical report. ArXiv preprint,
abs/2407.10671, 2024. URL https://arxiv.org/abs/2407.10671.

Seonghyeon Ye, Doyoung Kim, Sungdong Kim, Hyeonbin Hwang, Seungone Kim, Yongrae Jo,
James Thorne, Juho Kim, and Minjoon Seo. Flask: Fine-grained language model evaluation
based on alignment skill sets. ArXiv preprint, abs/2307.10928, 2023. URL |https://arxiv.
org/abs/2307.10928.

Yuya Yoshikawa, Yutaro Shigeto, and Akikazu Takeuchi. STAIR captions: Constructing a large-
scale Japanese image caption dataset. In Proc. of ACL, pp. 417-421, Vancouver, Canada,
2017. Association for Computational Linguistics. URL https://aclanthology.org/
P17-2066k

Xinyan Yu, Trina Chatterjee, Akari Asai, Junjie Hu, and Eunsol Choi. Beyond counting datasets:
A survey of multilingual dataset construction and necessary resources. In Findings of the Asso-
ciation for Computational Linguistics: EMNLP 2022, pp. 3725-3743, Abu Dhabi, United Arab
Emirates, 2022. Association for Computational Linguistics. URL https://aclanthology.
org/2022.findings—emnlp.273.

Xiang Yue, Yuansheng Ni, Kai Zhang, Tianyu Zheng, Ruoqi Liu, Ge Zhang, Samuel Stevens,
Dongfu Jiang, Weiming Ren, Yuxuan Sun, et al. Mmmu: A massive multi-discipline multi-
modal understanding and reasoning benchmark for expert agi. In Proceedings of the IEEE/CVF
Conference on Computer Vision and Pattern Recognition, pp. 9556-9567, 2024a. URL https:
//arxiv.org/abs/2311.16502.

16


https://arxiv.org/abs/2405.11985
https://arxiv.org/abs/2405.11985
https://arxiv.org/abs/2312.11805
https://arxiv.org/abs/2312.11805
https://aclanthology.org/2022.emnlp-main.45
https://aclanthology.org/2022.emnlp-main.45
https://arxiv.org/abs/2406.16860
https://aclanthology.org/2023.acl-long.641
https://aclanthology.org/2023.acl-long.641
https://aclanthology.org/2021.naacl-main.41
https://aclanthology.org/2021.naacl-main.41
https://arxiv.org/abs/2407.10671
https://arxiv.org/abs/2307.10928
https://arxiv.org/abs/2307.10928
https://aclanthology.org/P17-2066
https://aclanthology.org/P17-2066
https://aclanthology.org/2022.findings-emnlp.273
https://aclanthology.org/2022.findings-emnlp.273
https://arxiv.org/abs/2311.16502
https://arxiv.org/abs/2311.16502

Published as a conference paper at ICLR 2025

Xiang Yue, Tianyu Zheng, Yuansheng Ni, Yubo Wang, Kai Zhang, Shengbang Tong, Yuxuan Sun,
Ming Yin, Botao Yu, Ge Zhang, et al. Mmmu-pro: A more robust multi-discipline multimodal
understanding benchmark. ArXiv preprint, abs/2409.02813, 2024b. URL https://arxiv.
org/abs/2409.02813.

Yan Zeng, Wangchunshu Zhou, Ao Luo, Ziming Cheng, and Xinsong Zhang. Cross-view lan-
guage modeling: Towards unified cross-lingual cross-modal pre-training. ArXiv preprint,
abs/2206.00621, 2022. URL https://arxiv.org/abs/2206.00621.

Wenxuan Zhang, Mahani Aljunied, Chang Gao, Yew Ken Chia, and Lidong Bing. M3exam: A mul-
tilingual, multimodal, multilevel benchmark for examining large language models. Advances in
Neural Information Processing Systems, 36:5484-5505, 2023. URL https://arxiv.org/
abs/2306.051709.

Lianmin Zheng, Wei-Lin Chiang, Ying Sheng, Siyuan Zhuang, Zhanghao Wu, Yonghao Zhuang,
Zi Lin, Zhuohan Li, Dacheng Li, Eric Xing, et al. Judging llm-as-a-judge with mt-bench and
chatbot arena. Advances in Neural Information Processing Systems, 36:46595-46623,2023. URL
https://arxiv.org/abs/2306.05685.

Tianyu Zheng, Ge Zhang, Tianhao Shen, Xueling Liu, Bill Yuchen Lin, Jie Fu, Wenhu Chen, and
Xiang Yue. Opencodeinterpreter: Integrating code generation with execution and refinement.
ArXiv preprint, abs/2402.14658, 2024. URL https://arxiv.org/abs/2402.14658.

Deyao Zhu, Jun Chen, Xiaogian Shen, Xiang Li, and Mohamed Elhoseiny. MiniGPT-4: Enhancing
vision-language understanding with advanced large language models. In The Tiwelfth Interna-
tional Conference on Learning Representations, 2024. URL https://openreview.net/
forum?id=1tZ2bg88£f27.

17


https://arxiv.org/abs/2409.02813
https://arxiv.org/abs/2409.02813
https://arxiv.org/abs/2206.00621
https://arxiv.org/abs/2306.05179
https://arxiv.org/abs/2306.05179
https://arxiv.org/abs/2306.05685
https://arxiv.org/abs/2402.14658
https://openreview.net/forum?id=1tZbq88f27
https://openreview.net/forum?id=1tZbq88f27

Published as a conference paper at ICLR 2025

Table of Contents in Appendix

[A_Related Workl

[B~ Prompts used in the data construction|

[C_Recaptioning Example from LAION-Cultural|
D in PANGEABENCH
ID.1 Multimodal Datasets| . . . . . .. ... ... ... ...
ID.2 Text-Only Multilingual Datasets| . . ... ... ... ... .. ... ... ........

[E Explanation of xChatBench]|

[F Qualitative Examples from xChatBench]|

|G Languages in PANGEAINS|

[ Training Examples|

1__Machine Transl In 100S] . . . . e e e e

|H.2  Multicultural Understanding Instructions| . . . ... ... .. ... ... ... .....

[ Breakdown Results of Different Languages on PANGEABENCH]|
LT XChal. . . . o o oo e e e e e
IL.2  Multilingual LLaVABench| . . .. ... ... ... .. ... ... . ... . ..
.3 CVOQA| . .
LA MaRVID . . o oottt e e e e e
LS XMIOO. . . . o e
1.6 xGQA| . . .
L7 MAXM . o oot et e e
L8 xMMMU . . . . .
19  M3Exam|. . . . . . ..
[.10 DI1QA] . . e
ILIT XStoryCloze|. . . . . . o o o e e e
LIZZMGSMI. . . oottt e e e
L13 MMMLU . . ..

i) A Preliminary Exploration of Constructing Multilingual OCR Instructions

18

19

20

23

24
24
24

26

27

36

37
37
37

46
46
46
46
46
46
47
47
49
49
49
49
49
49

50



Published as a conference paper at ICLR 2025

A RELATED WORK

Visual Instruction Tuning. Visual instruction tuning is a key technique for enhancing multimodal
large language models by aligning visual inputs with textual instructions to improve understanding
and generation tasks (Liu et al.| |2023b). Traditionally, these instructions are built using English-
language data from visual question answering and other datasets (Liu et al.l |2023bfa; Xu et al.,
2023; [Liu et al.| 2024; [Tong et al., 2024; Beyer et al., [2024; Zhu et al., |2024; Dai et al., 2023;
Tong et al., [2024; |Li et al., [2024d). Researchers often supplement this with synthetic instruction
tuning data, generating large volumes of instructional pairs to possibly cover multiple languages too
(Geigle et al.| [2024bj [Li et al.| |2023;2024d). However, these instruction-tuning datasets have mostly
been task-focused and lack conversational capabilities. Further, while translation gives lends to mul-
tilingual capabilities, the data remains to be culturally homogeneous. By curating multilingual and
multicultural instruction tuning data across various task types, our model is designed to intuitively
understand and engage with users from diverse demographics.

Dataset # Languages # of Instances Multicultural # of Task Types Open-Sourced
Multilnstruct (Xu et al.||[2023) 1 ~235.0K X 310 X
MiniGPT4 (Zhu et al.|[2024) 1 5.0K X 149 v
LLAVA (Liu et al.|[2023b) 1 1.2M X >100K Ve
InstructBLIP (Dai et al.|[2023) 1 ~1.6M X >100K X
MAIT (Li et al.][2023) 80 2.4M X 400 v
mBLIP (Geigle et al.|[2024a) 95 5.1IM X 68 v
PALO (Rasheed et al.[[2025) 10 2.1M X 22 v
Cambrian (Tong et al.|[2024) 1 7.1M X >1IM v
PANGEAINS (Ours) 39 6.2M v >IM e

Table 4: Comparison of datasets in terms of number of languages, number of instances, whether the
dataset is multicultural, number of task types, and open-sourced.

Multilingual Multimodal LLMs. Multilingual MLLMs have evolved from dual-encoder-based
models, only capable of understanding and reasoning (Ni et al., 2021 Zeng et al.| 2022} Jain et al.,
2021)), to encoder-decoder models capable of multilingual text generation as well (Shan et al., 2022;
Chen et al.| 2023} Geigle et al., 2024b). Despite their advancements, these models have remained
focused on conventional tasks such as VQA and image captioning. Moreover, most efforts have
centered around training with multilingual text, while little attention has been given to curating
culturally diverse image datasets. Even for text, despite the focus on multilinguality, few attempts
have been made to reflect cultural diversity in instructions and captions. As a result, these models
tend to reflect a Western-centric bias. By selecting culturally diverse images from LAION and
intentionally integrating this diversity into our instructions and captions, our model aims to serve a
wide range of users in an inclusive and equitable manner.
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B PROMPTS USED IN THE DATA CONSTRUCTION

In this appendix, we will list the detailed prompts we used when constructing cultural understanding

instruction tuning data described in [subsection 2.

You are given an [Alt Text] associated with an image from the web.
[Alt Text]: {Alt Text}

Your goal is to:

1. Evaluate Text Quality: Rate the following alt text on a scale from 1 to 5 based on its quality in
describing the image, assuming the model does not have access to the image:

e 1 (Very Low Quality): Alt text is vague, irrelevant, misleading, or uses placeholders (e.g., file
names).
* 2 (Low Quality): Alt text is overly simplistic, generic, or provides minimal useful information.

* 3 (Moderate Quality): Alt textis somewhat descriptive but lacks detail or relevance, with possible
redundancy or ambiguity.

* 4 (High Quality): Alt text is descriptive, clear, concise, and provides sufficient information to
understand the image’s content.

¢ 5 (Very High Quality): Alt text is highly specific, detailed, and relevant, with a clear description
that conveys all key aspects of the image.

2. Subject Classification: Assign a subject/category to the alt text based on its content. Choose from
the following categories:
* Vehicles and Transportation
¢ Cooking and Food
* People and Everyday Life
* Sports and Recreation
* Plants and Animals
* Objects, Materials, and Clothing
* Brands and Products
¢ Geography, Buildings, and Landmarks
¢ Tradition, Art, and History
* Public Figure and Pop-Culture
* Others
3. Country/Region Classification: Decide if the alt text is closely related to a specific country’s
culture. For example, if the alt text says, "Tokyo Skytree Photo in March with beautiful cherry
blossoms”, it’s strongly related to Japan. If the alt text is not specifically about a certain culture or
country, you can say “No specific country”. Even if the alt text is written in their official language,

it doesn’t mean the caption is specifically about the country (e.g., a product page caption is often
unlikely to be country-specific).

Output: Provide the final result in the following structured format:
1. Text Quality Score (1-5):

2. Subject Category:

3. Country/Region:

Only generate the final result without any additional descriptions or explanations.
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Image Recaption Prompts

‘We randomly select one recaption prompt from the following:

PROMPT 1:
Please describe the image in detail in {language}. The image might be related to the country:
?{country}”. The topic might be related to: ”{category}”. The previous short caption of the image is

{text}.

PROMPT 2:

Analyze this image and provide a comprehensive description in ”{language}”. Consider that it may
be associated with ”{country}” and the theme could be related to ”{category}”. If there is cultural
significance, please include it. A brief previous description was: {text}.

PROMPT 3:

In ’{language}”, give a detailed description of what you see in this image. Keep in mind it might be
connected to ”{country }” and the subject could be about ”{category}”. If there are culturally relevant
details, please include them. An earlier short description stated: {text}.

PROMPT 4:

Examine this image closely and describe its contents in ”{language}” in a more structured way. The
image might have a connection to ”{country}” and could be about ”{category}”. A previous concise
caption mentioned: {text}.

PROMPT 5:

Using "{language}”, provide an in-depth and structured description of this image. It may be related to
?{country}” and the topic could be associated with ”{category}”. A prior brief description was given
as: {text}.
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Instruction Generation Prompt

Task: Generate two instruction-response pair based on the visual content of an image. Choose two
task types from the list below to guide the rewriting process:

* Coding & Debugging

* Information Seeking

* Creative Writing

* Critical Reasoning

* Planning & Strategy

* Mathematical Thinking

» Text Revision & Editing

* Data Analysis

* Role Playing & Scenarios
* Brainstorming & Ideation
* Advice Seeking & Problem-Solving
* Learning & Understanding
e Cultural Interpretation

Guidelines:

Instruction:
 Select two different task types from the list above.

* Make sure the instruction prompts an interpretation or analysis directly tied to what can be
visually observed in the image, not just general reasoning.

 The instruction should require a response that uses details from the image. Avoid generic in-
structions that can be answered without visual information.

Response:

* Provide a very detailed and structured response that reflects a clear understanding of the implied
visual information.

 Offer multiple perspectives, deep analysis, or step-by-step explanations where applicable.

 Avoid general responses that could be inferred without observing the image. Responses must rely
on interpreting the visual content.

Content:

* Instructions should be varied, challenging, and explore different advanced aspects of the visual
scene.

* Responses must showcase a deep understanding of the image’s visual context, using thoughtful
insights where applicable.

Output:
* Provide the output in JSON format with three keys: “task_type”, “instruction” and “response”.

* Ensure the instruction and response do not mention ‘“based on caption” but instead, refer to the
image or simply avoid reference to any external description.

* Do not include additional text or explanations beyond what is required.

* Provide both the “instruction” and “response” in {language} but “task_type” in English.

Caption: {caption}
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C RECAPTIONING EXAMPLE FROM LAION-CULTURAL

Original Alt Text:

IIpesudenm u CEO xomnanuu The Walt Disney y
maxema lanxaiickoeo IlucHenisnoa

(President and CEO of The Walt Disney Company
by a model of Shanghai Disneyland)

Caption with High-quality Alt Text:

Ha dororpacdum msobpaxén npesumgent n CEO xommanmm The Walt Disney,
crosmut niepent, Mmakerom Illamxarickoro [ucHerienga. Ha sagHeM 1uiane BUAHBI
KpacoyHble I[BeTOYHbIe KOMIIO3WMIIMIM W 3eJI€Hble KyCTbl, IIpUIAIOIIye CleHe
npasmHMYHy0 arMocdepy. Ha mepenaem rraHe HaxomwTcs AeTaVi3POBaHHBIV
MakKeT C 3aMKOM, yKpallleHHBIM MHOXecTBOM OamreH w mmmwren. IlpeswmeHT
KOMITaHUM yibIOaeTcss ¥ PasBOAWT PYKM B CTOPOHBI, KaK OBl IIpefCTaBiIsas
MUHMATIOPHBIV TapK Ileper, HUM. Ha HéM HameT TEMHBIVI KOCTIOM U IIOjIOcaTast
py©aiiika, 9To MOTUEPKMBAET ero oduImaabHb craTyc. DoH crieHbI odopMITeH
CVIHVMM IIBETOM, YTO TPWIAET oOIIer KOMIIO3WIMM KOHTpAacT ¥ IJIyOuHYy.

(The photograph features the President and CEO of The Walt Disney Company standing in
front of a model of Shanghai Disneyland. In the background, vibrant floral arrangements
and green bushes create a festive atmosphere. In the foreground, a detailed model of the park
is displayed, with a castle adorned with numerous towers and spires. The President,
smiling and extending his arms as if presenting the miniature park, is dressed in a dark suit
and a striped shirt, emphasizing his official status. The backdrop is designed in blue, adding
contrast and depth to the overall composition.

Caption without Alt Text:

Ha m3o0pakeHny My>X4unHa B TEMHOM KOCTIOMe, CBETJIO-TOIy0om pyOarke u Oe3
rajicTyKa, KOTOPBIVI CTOUT Iiepefi GOJIbIIMM MaKeTOM 3aMKa. 3aMOK MMeeT SIPKO
BbIpa)KeHHBIE TOTUYECKVE 3JIEMEHTBI C BBICOKVMV IIIVUIAMM, YTO HAllOMMHAET
3aMKM W3 CKa3okK /JIucHes. MykumHa yibIGaeTcss M pacKvMHYJI DPyKW B
IIPVBETCTBEHHOM JKecTe, IeMOHCTPUPY:s 3aMoK. Ha 3ajHeM IUIaHe CIIEHBI MOXHO
YBUJIETh 3€JIéHbIe PACTeHVis, LIBETBl B TOPIIKaxX M KPAacHBIV (DOH C 30JIOTHIMMA
97IeMeHTaMM, YTO CO3/IaéT MpasgHWYHYy0 aTMocdepy. ITozamm 3amMka MOXKHO
3aMeTUTb CMHU 3aTHUI chH, KOTOPBIVI IPUIAET BCEV CIIeHe SPKOCTh.

(The image features a man in a dark suit, light blue shirt, and no tie, standing in front of a
large model of a castle. The castle has pronounced Gothic elements with tall spires,
reminiscent of Disney fairy tale castles. The man is smiling and has his arms spread in a
welcoming gesture, showcasing the castle. In the background, green plants, potted flowers,
and a red backdrop with gold elements create a festive atmosphere. Behind the castle, a blue
background adds brightness to the entire scene.)

Figure 8: An example from LAION-Cultural illustrating why the filtered informative alt text helps
generate a more informative caption. With the high-quality alt text, the model incorporates impor-
tant details like “President and CEO of The Walt Disney Company standing in front of a model of
Shanghai Disneyland” into the generated caption.
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D DATASETS USED IN PANGEABENCH

To comprehensively assess the capabilities of PANGEA across diverse languages, cultures, and task
types, we developed PANGEABENCH. We list the details of each dataset included in the PANGE-
ABENCH.

D.1 MULTIMODAL DATASETS

xGQA (Pfeiffer et al., [2022a): A cross-lingual visual question-answering dataset featuring 9,666
questions in eight languages covering five scripts. The dataset includes 300 unique images from
Visual Genome (Krishna et al., 2017). xGQA tests the model’s ability to understand and reason
about visual content across multiple languages.

MaXM (Changpinyo et al.}[2022)): A VQA dataset in seven languages and five scripts, with ques-
tions and answers in the same language. Images are culturally matched to the target language
regions. MaXM specifically addresses the challenge of cultural diversity in multimodal under-
standing.

MaRVL (Liu et al.,[2021): A Multicultural Reasoning over Vision and Language dataset in five
languages and three scripts, featuring 4,914 culturally diverse images matched to respective lan-
guages. MaRVL focuses on evaluating models’ ability to reason about culturally diverse visual
concepts.

XM100 (Thapliyal et al.,[2022): We create a subset of 3600 instances (100 instances per language)
from the original XM100 dataset, a large multilingual image captioning dataset comprising 36
languages, with 261,375 captions for 100 unique images per language, culturally matched to each
language. XM100 evaluates a model’s ability to generate culturally appropriate captions across
a wide range of languages. For sampling, we select 100 instances per language, ensuring that
all languages share the same set of images for their respective 100 instances. To ensure diversity
within our sample, we use Sentence-BERT (Reimers & Gurevych, 2019) to cluster the 3600 En-
glish instances from the original dataset into 100 groups, and then select one instance from each
group. This method ensures that the sampled instances are as diverse as possible. We evaluate
models on this new sample of 3600 instances, which allows for a more time-efficient evaluation
while still accurately reflecting the multilingual capabilities of models in diverse contexts.

M3Exam (Zhang et al., 2023): A novel benchmark sourced from real and official human exam
questions, featuring 12,317 questions in 9 languages across three educational levels. Approx-
imately 23% of the questions require image processing. M3Exam tests the model’s ability to
handle complex, multi-step reasoning tasks in an educational context.

xMMMU: MMMU contains multimodal questions from college-level materials across six disci-
plines and 30 subjects. The dataset features 183 subfields and 30 diverse image types, including
charts, diagrams, and chemical structures. We sample 300 questions from the original MMMU
validation set and translate them using GPT-4o into xx languages. To ensure the quality, we trans-
lated each sampled question multiple times and then back-translated it to English. We select the
translation with the highest BLEU score. xXMMMU evaluates the model’s capacity to understand
and reason about specialized academic content across languages and modalities.

D.2 TEXT-ONLY MULTILINGUAL DATASETS

TyDiQA (Clark et al., 2020): A question answering dataset covering 11 typologically diverse
languages with 204K question-answer pairs. Questions are written by native speakers without
seeing the answers, ensuring a realistic information-seeking task. TyDiQA is designed to test
linguistic diversity and avoid translation artifacts.

FLORES (NLLB Team, 2024)): A machine translation benchmark for 200 languages, including
many low-resource languages. It consists of 3,001 sentences from 842 web articles, divided into
dev, devtest, and test splits. FLORES-200 includes translations from multiple pivot languages
and provides script alternatives for some languages, making it a comprehensive test of translation
capabilities.

MMMLU (OpenAll 2024a): A human-translated version of MMLU (Hendrycks et al., [2021)),
covering 57 subjects across STEM, humanities, social sciences, and more. It ranges in difficulty
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from elementary to advanced professional levels, testing both world knowledge and problem-
solving ability in a zero-shot and few-shot setting across multiple languages.

* MGSM (Shi et al. 2022): Multilingual Grade School Math Benchmark, featuring 250 grade-
school math problems translated into 10 languages. Based on GSMS8K, it requires multi-step
reasoning and tests the model’s ability to solve complex mathematical word problems across lan-
guages.

This diverse set of datasets in PANGEABENCH allows for a comprehensive evaluation of PANGEA’s

capabilities across various languages, cultures, modalities, and task types, providing a holistic as-
sessment of its performance in multilingual and multimodal contexts.
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E EXPLANATION OF XCHATBENCH

Task Category We first divide into 10 task categories, namely art_explanation,
bar_chart_interpretation, defeasible_reasoning, figurative_speech_explanation, iq_test, ocr,
graph_interpretation, image_humor_understanding, science_figure_explanation, unusual_images.
The task categories are inspired by existing papers that do not use a free-form generation format (Lu
et al., 2024 |Yue et al.| |2024a; |[Han et al.| [2023; |Hessel et al., 2023 |[Kim et al.| [2022)).

Construction Procedure To annotate the instances, we mainly follow the procedure of Kim et al.
(2024a). Two human annotators first hand-crafted the instances by searching through appropriate
images for the task and then hand-crafting each component of the instance. As our motivation
for fine-grained evaluation, each instance consists of not only an instruction, reference answer,
but also a unique evaluation criteria tailored to each instance (e.g., Does the response effectively
explain the humor in the image based on the juxtaposition of a character’s portrayal in different
scenarios?) and a description for each score between 1 and 5 (e.g., scored4_description: The re-
sponse understands the juxtaposition and relates it to the humor involving machine learning models,
but may miss some nuances or the related aspect of the humor). During the annotation process,
we asked the annotators to not copy-and-paste results from LLLM services like ChatGPT or directly
from the web. Then, we hire four additional annotators to assess the quality of the instances. Each
participant to asked to grade if each instance (1) fits into the devised task category, (2) if the quality
of the reference answer is good enough, and (3) if the score rubric is suitable to assess the response.
We iteratively ask the annotators who made the instances to revise them if the instance does not
satisfy all three criteria. The resulting dataset consists of 50 instructions, reference answers, and
evaluation criteria with a corresponding score rubric.

Translation Procedure To assess the multilingual generation capabilities of MLLMs, we trans-
late the hand-crafted 50 instances into 6 different languages, namely Chinese, Hindi, Indonesian,
Japanese, Korean, and Spanish. We first use GPT-40-2024-08-06 to translate the instruction and
reference answer of each instance with a naive prompt, “Translate the following sentences into
{target_language}. Sentences: {sentences}”. Then, the coauthors who are native speakers of each
language reviewed the instances and made adjustments if the translated results were unnatural.

Evaluation Pipeline Similar to prior works employing LL.M-as-a-Judge, we use GPT-40-2024-
08-06 as the judge model and prompt it in a direct assessment manner. As input, the judge model
is given the instruction, the model’s response, the reference answer, the evaluation criteria, and the
descriptions for each score. As output, the judge generates verbal feedback and an integer score
between 1 and 5. For this procedure, we use the prometheus-eval library (Kim et al.| [2024b)
and employ their default hyperparameter setting for evaluation. Lastly, the final score is acquired
by averaging the results across the 50 instances for each language. Note that in the main result and
breakdown result tables, we normalize the score from 1-5 to 0-100 by (score — 1) x 25. For the
multimodal chat scenarios, we found that many English-centric models tend to respond in English
regardless of the query language. This behavior is problematic, as it undermines the fundamental
capability of a multilingual model, which should ideally respond in the language of the query. To
address this, we implemented a strict evaluation criterion where such responses were penalized and
assigned a score of 0. We believe this is crucial, as users may not understand English, and failing
to respond in the appropriate language can hinder effective communication and user experience.
Thus, for postprocessing, we use langdetectﬂto identify whether the response is written in the given
language and change the score to 1 when it is written in a different language, a phenomenon called
language hallucination (Xue et al., [202 1} |[Pfeiffer et al., 2023).

“https://pypi.org/project/langdetect/
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F QUALITATIVE EXAMPLES FROM XCHATBENCH

One important application of MLLMs is to answer users’ queries in the wild. Here, we show the out-
puts of PANGEA for the multimodal chat queries from our xChatBench. The examples included the
scoring rubric, query, response from our PANGEA, reference answer, and LLM-as-Judge feedback.
As shown in Appendix PANGEA successfully interprets the figures in
different tasks and generates fluent and readable in certain languages. These qualitative examples
further demonstrate the remarkable visual understanding ability of PANGEA in multilingual contexts.
On the other hand, we also identified a few bad cases shown in Despite generating
relevant responses to the queries, the model does not capture the key details of the images due to the
lack of knowledge, which points out potential improvement directions in the future.
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Score Rubric

Does the response comprehensively analyze the humorous elements present in the image featuring an animal with human-like emotions?

Score 1: The response does not recognize the anthropomorphism or the situational context, offering no insight into the humor.
Score 2: The response identifies the animal's human-like emotions but fails to connect these to the situational context or the cultural nuances

that contribute to the humor.
Score 3: The response notes the anthropomorphism and situational context but provides only a basic explanation of how these elements

combine to create humor.
Score 4: The response gives a good explanation of the humor, recognizing both the anthropomorphism and situational context, yet it might

miss finer cultural nuances.
Score 5: The response offers a detailed analysis, accurately recognizing the anthropomorphism, situational context, and cultural nuances that

all contribute to the humor.

Instruction When you send a message to a friend who's
online and right after that, they go offline

W e

MO ABDO L S BREZHOBRF 2 I-ESRBXMTHEINLEREZRZ LS. TOBBRICTFET 3X
LR =272, BRER LBRRNEXREERLEH S, AAXATNRICFS T 2REANBER
ZEHFLTLIEE L,

When looking at an image that humorously portrays animals with human-like emotions, analyze the
fundamental elements contributing to the comedic effect, while considering the cultural nuances,
background information, or situational context present in the image.

Response from Pangea

BRICEE T2 AX T HRICIEV < ODDBREAHD 9 F—IC. HWIIABOL S ICHWTWBRRIETHANTE D, CHIZI—ESRABMLETY, BIIC,
WHRAY— b7V ERELTVAHRFIR. TO2ILAT 27— a Y TEIKRONZABOTHZHEVTVE T, BZIC. ' XvE—2) 2RIFRok
BICBHSTC AT ERDFTLVS COTHIE. EHAX v E—CZHRATICIKREZLESEBALTVA L Z2RRLTED. ChIIABDTE
THH. FIHWIFZS LAV ETNBTcH. AAVRETY, CNSOBRE. WAV E—Ry bRy E—S V77U REDTFIHINAZIazr—>ay
OXARICHEVT. ABMEBLELSICITEHL. ALLSBREZH>TVEH DL 58, I—EFRXTBEINLS—VEEDHLTVE,

There are several elements contributing to the comedic effect in the image. First, the cat is depicted with a crying expression, much like a human, which
creates a humorous contrast. Second, the cat is operating a smartphone, portraying a behavior often seen in human digital communication. Third, the
action of the cat soon going “offline” after receiving a “message” suggests that it is trying to respond immediately, mimicking human behavior, which is
amusingly mistaken since cats are not known to do this. These elements together create a humorous, exaggerated scene where the cat acts and feels
like a human in the context of internet and messaging apps, which adds to the comedy.

Reference Answer

E&ICIE. BSARBICE >THEAIN, RLAPKREDARD & S BEKIEE LIEMEDNMTVET, -7 ABTRBVOHDICABORHEEEXS
WS —RIBIAX T FETHIRAMDSEEZNE T, [FUFAVOREICAVE—VZESKERIC. ZORENTTSAUICHRZEE LW Fv T
SavMMHFSNTVES, TORRE. FIFINAZTa=r—>aVCBEVTEL BB FIATHD, MFAICICA TSI VICAB LT, TRDOABD
ERINCOBRENAD LALCRLZ A HDET, Thid BIFOII2=7—> a3 ofiffr. LRLEBROTIZILIFT v bR LR T
AO=—TY, \NnZ DR[O BEERICE >T. IXTAHRIBTSICHED £, FLOADNTIRILBRICEITZRFEDRADKDD ZRBRLTULE
Yo BRISHORBZHHCFIAL T, ZOBEMORENGT >N FEFRL, T/ A0 —HREEOHINRRICE X ZHEIC OV TORBERICHZ D
FTWET, 18—y FXILOERL—BTH3 I —LEABEDN. LIFLIETFI MEEGRZEAEDETIEANGI-E7 2GRS, ATEZIVT
IVELOBIDICRATNTVET, LIh'>T, HEOABMEIhIERE, —ROBF VS ORRADF ¥ T2 a>OER. 7P2ILATa=7r—>avic
BIIZI-LOMUBERHATZ LT, COEGNERTZI-ETOLMMEZERTZ N TERT,

The comedic effect is further enhanced by the cultural relevance of this situation. Many people have experienced the abrupt end of a conversation in the
digital age. The image cleverly uses the cat’s expression to exaggerate the emotional impact of that moment, appealing to a shared understanding of how
technology affects our social interactions. The meme format itself, an essential part of internet culture, is often designed to combine text and images to
convey multi-layered humor and spread relatable content. Therefore, by recognizing the anthropomorphized expression of the cat, the caption’s
reference to common online interactions, and the role of memes in digital communication, we can fully grasp the humor intended by this image.

Feedback from GPT-40

The response identifies various elements that contribute to the comedic effect in the image, such as the cat displaying a human-like crying expression
and interacting with a smartphone. It recognizes the anthropomorphism and outlines a scenario where the cat behaves as if it were in a human situation
related to digital communication. However, while there is a description of the elements and the anthropomorphic humor, the analysis could be
strengthened by delving deeper into cultural nuances and how they enhance humor, as well as the broader social commentary on digital communication.
While the response adequately covers the situational context, it doesn’t thoroughly explore the cultural aspects to the same extent as the reference
answer.

[RESULT] 4

Figure 9: An xChat example from Japanese subset and our model PANGEA’s response. The English
part of the instruction, response, and reference answer is additionally added only on the figure to
help to understand and was not given nor generated by PANGEA.
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Score Rubric

Does the response accurately transcribe all visual information from the image, including specific details such as quantities, weights,
underlines, and ink colors?

Score 1: The response recognizes the presence of text but fails to accurately transcribe any of the materials and their corresponding
quantities and weights, for example, quantities are present but weights are not present.

Score 2: The response accurately transcribes the information for one of the materials listed, including quantity and weight, but fails to do so
for the other two, for example, 'Card Stock' data is correct but 'Construction Paper' and 'Fabric' data are missing or incorrect.

Score 3: The response accurately transcribes the information for two of the materials listed, including quantities and weights, but fails to do so
for the third, for example, ‘Card Stock' and ‘Construction Paper' are correct, but 'Fabric' is not.

Score 4: The response accurately transcribes the quantities and weights for all materials but misses secondary details such as underlines or
ink colors, for example, all weights are correct but underlines and ink colors are not mentioned.

Score 5: The response accurately transcribes all primary information (quantities and weights) and secondary details (underlines, ink colors) for
all materials, with no omissions.

Instruction

R et & SR, s s oR fafes amfit ofk I Tafdd ammd ofk oo uaffa g e & Repld vt &
fRm v R ot i oft  grerifen, B 2t gerch § ofik gaekaT dcht iR AR A fm . BR AY Sitg R ok wafdfa
SR ST WE 3R Gteh frdarur ueH &, o & wies, fAnfor s, ok Hug & A 8ik awr anfiet gt

During a design challenge, various materials and their respective quantities and weights were
displayed on a board. A picture was taken for record-keeping, but the image is slightly blurry, with
variations in handwriting style and size. Please examine the image and provide a clear and accurate
transcription of the displayed information, including the quantities and weights of card stock,
construction paper, and fabric.

Response from Pangea

mmhgﬁqwﬁn%@am%\nw 1T | @hé wfeh | Fmfor st | ug [\n|---[---|---|---[\n| 7T | 3| 2 | 32 \n| @wr (@) [ 13| 6 | 77 [\n\namsi &, 5
e et wand § 6 weror & &rd wiss it AT garst &t aor 13 am, Fmfor srrst &t & gahs! &1 aoi 6 7, ok Fu3 & sl ©5-9i% S FTaeH 77 T aRN
FeATelt & o6 ek fam el & ao & FTer @ gt 8, Afdh ao SR T & w0 H e fohe e &, Sit weae: i A a1 ot o wfiffda awar 8 @i aman ar wmnit
T IUANT F IR F 3tk STRRY & o, a5 FeffRa @ e 78 € 3 e adteror & forg Ser wvga foran man & @ e < @t ot wefefa fomar mar

| Quantity | Card Stock | Construction Paper | Fabric |\n| | | | |\n| Quantity |3 |2 |32 |
\n| Weight (grams) [13 | 6 | 77 |\n\nFrom the signage, we can conclude that three pieces of card stock weigh 13 grams, two pieces of
construction paper weigh 6 grams, and the leading six-digit number for the fabric weighs 77 grams. The arrangement suggests that each section
represents the material’s contribution to the overall weight, but the weight is expressed as a variable, possibly representing some form of measurement or
category. Without more precise dimensions or information on the materials used, it is not possible to determine what specific test the data pertains to or
which materials are being referenced.

Reference Answer

B Ta gedts et § o R AR & e fordft g3 8 59 ofF wiem &, ulie Ta orer el & forg wfta §: s w@ie, Pmfor were, sk wust  vdes wmht & fag,
AT (ghst #) ofik g (am ) Rume € \n\naré wiaw\n\nam: 3 ga\naw: 13 Ir\nfAmfor srTst\n\nam: 2 gahd\nasi: 6 TM\NHUST\N\NAET: 32\ndwH: 77 T\ndsHI
SR 37 & g Faifted Rer T emar & ‘i Wik ok ‘o st & o foaae i @t & @, ofk Tt st a A Rt i€ & et areq ofiR gk SR WAy
Ho i A Rt ¥ i Mot sl oik smeR # Ry &, AR ST R st ve @ wgrgedld & ofi are R F ue Afta i oft 8, AT 3w i @ e 5w
o 3R g & HROT BT A& & T W whtet fovam e

The image shows a whiteboard with information written in marker. There are three columns, each dedicated to a different material: card stock,
construction paper, and fabric. For each material, the quantity (in pieces) and weight (in grams) are given.\nCard Stock:\n * Quantity: 3 pieces\n* Weight:
13 grams\n\nConstruction Paper\n* Quantity: 2 pieces\n* Weight: 6 grams\n\nFabric\n* Quantity: 32\n* Weight: 77 grams\n\nThe weights appear to be
underlined for emphasis. The writing for “Card Stock” and “Construction Paper” is in black ink, and the numbers are also written in black. The word
“Fabric” and its related numbers are written in blue ink. The font styles are casual and vary in size, but the information is still readable. In the top right
corner of the whiteboard, there is a printed form, but the text on the form is not readable due to the angle and distance at which the photo was taken.

Feedback from GPT-40

The response provides an accurate transcription of the primary information, namely the quantities and weights for all three materials: card
stock, construction paper, and fabric. However, it does not mention any secondary details such as whether weights are underlined or the
specific ink colors used in the original board, which are valuable details as indicated in the score rubric for a perfect score. This lack of
mention of secondary details like underlines and ink colors prevents it from receiving a higher score.

[RESULT] 4

Figure 10: An xChat example from Hindi subset and our model PANGEA’s response. The English
part of the instruction, response, and reference answer is additionally added only on the figure to
help to understand and was not given nor generated by PANGEA.
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Score Rubric

Does the response effectively explain the historical context of the phrase 'KEEP CALM AND CARRY ON' and analyze the symbolism of the
elements within the image?

Score 1: The response mentions the phrase but fails to provide any historical context or symbolic analysis.

Score 2: The response provides a generic historical context without specific details or a clear explanation of the symbolism.

Score 3: The response gives an accurate historical context or symbolic analysis, but not both. For example, it may mention World War Il but not
the significance of the crown or color.

Score 4: The response provides a detailed historical context and a basic symbolic analysis. For example, it explains the phrase's origin in World
War Il and the general significance of the crown, but not the color red or its modern cultural impact.

Score 5: The response offers a comprehensive explanation of both the historical context and the symbolism. For example, it details the
phrase's creation during World War Il, the authority implied by the crown, the urgency indicated by the color red, and the phrase's modern-day
relevance.

Instruction

HAIE! AJ2t5 BIAIZIS 2ATE 0, Ofid AL ofzto] ofefzt 278 BAAIZE 4 Y20, of 2o of olalx Lh
2450 4543 A8 oA Asi=l

When analyzing the given visual message, what historical context might have generated this phrase,
and how is this context connected to the symbolism and usage of the elements within the image?

Response from Pangea-7B

\'KEEP CALM AND CARRY ON\"0|2t= B F3 SH0| 2&t MAILHT 5 37t HAHS £0|7| 2l Lot ZAE0|A RAMUSLICE 0| 275 LAAIZ! HAPE B2f2 9|
7| Alcholl Z IS0l ZH2{et ek e MZst7| fIt HoIASLICE o] o|0jX| Lf 2452 MEXCI \'Keep Calm and Carry On\" HIAIX|S SX|SHHAME HLHEl =2
of Yol = O SX2 QA[st L AGLICEL A2, HEXIR & HAE, F2 SMA|, et 4FY2S 25 el TAE|0f AH 2t HIZELICE Ol 277t 20| SAE 2ztof
A 2 AN 0|7t X451 o, HMol: A8E|D ASS LiEPLICE

The phrase “KEEP CALM AND CARRY ON" originates from a poster issued by the British royal family during World War Il to boost national morale. The
historical context that produced this phrase was aimed at providing encouragement and stability to the public during a time of crisis. The elements within
this image maintain the traditional “Keep Calm and Carry On” message while adding a modern feel, suggesting that the original purpose remains relevant
today. The bold, uppercase text, thick font, and the symbolic crown are all similar to those in the original poster. This indicates that the phrase, rooted in
its historical context, continues to hold meaning and is still in use today.

Reference Answer

O|0|X| = g2 Wzt uiZof &4 2F0| e5{T! \"'KEEP CALM AND CARRY ON\"0|2h= ChEFStD Ch2XH2 & 275 RAFStD ASLICE 0] A0l LAE = M 24 MA| ciH £7(0f 3
3 SALol| #2|S S0 AELICE 0] 1939 I3 FEof ofsh HTHZIQl FA| THitoll Chu|sto] ChE O AP7|S SE27| 2ot HIAIXIZ 2 A ASLICE\n\n\"KEEP CALM AND CARRY
ON\"0[2t= 2R & CHHEQILICE o] = ChE0H| 22t Lol M= Hfehat 3442 |XIst2tD £3st= 35213t ZoI3o| HAIXIS G1 ASLICH Lol A8 thas| FAIKol 210] OfL|
2t 2EHE SFsHH, IF 20| WK Fl Yoi| ciet S0t S| HED IHH XY S 2L oZL|Ch BIAIX| 90| &2 0| X|AI7H 2|2 2AE Aelo b H S JHX| T o=
AE SAFOR LIEHHLICL\n\n®ZH M2 =22 B FA9t ZIgetat X1F cztel =0, Ol TA|l Soi| HE3t ZFo|AUS AYLIch T2iLt T3 XN 2 FYel 23E uiZ| Fushs Mx
of iZHOR MAp £10| AZkS HoiF BiLCt of thxiE WSOl 7IFer0| Filo| Wshof ofs tslel= 2]2 2015 ZEFLICE\n\nich 220l|A Y2t FA| RE|T2A9| 29|
&4 2ge 0 29X SRS 0K ZXYLICL o= M| tiakrat ofLat A4l =Hof et SHot thS S HHsHA (U, O Yol SXg xash= AlciS =t AIXIE
3 AELICE 07| M 2RE 2142 0fH 0{2{Z0l| T JHol2| 3| SHOZ shye|of HHIOR Mg JH53h ALnWAS AFLICL\Nn2EHOR o] ZAEE R7te| A 5|52 g ML)
SA Tehslo|m oIF el =Mofl chgh MAfstn Sttt M YAl MSsts X&H0 288 Mt REYLICh

The image depicts the bold, uppercase phrase “KEEP CALM AND CARRY ON” set against a bright red background with a royal crest. This iconic poster is rooted in
British history during the early days of World War II. It was originally created in 1939 by the British government to boost public morale in the face of potential wartime
disaster.\nThe metaphor of “KEEP CALM AND CARRY ON” is multifaceted. It conveys a message of resilience and strength, urging the public to maintain calm and
normalcy amidst chaos. The use of the crown is not merely decorative but symbolizes the monarchy, evoking unity and national pride within the collective British
identity. The crown above the message implicitly suggests that the directive carries the authority and stability associated with the monarchy.\nRed is a color that grabs
attention and is often linked to caution and urgency, which would have been appropriate during wartime. However, the commanding phrase, in contrast to the warning-
like tone of the background, aims to instill a sense of calm reflection. This contrast highlights the depth of the metaphor, where the urgency of action is tempered by a
sense of mental composure.\nIn modern culture, the phrase’s persistence and revival as a meme and decorative motif emphasize its metaphorical richness. It has come
to symbolize a calm response not only in the context of war but also to everyday challenges, representing a timeless message that transcends its original purpose.
Here, the metaphor extends to symbolize personal resilience in the face of life’s difficulties, making it universally applicable.\nEssentially, this poster serves as an
artifact that communicates the historical resilience of a nation while offering a calm, steadfast approach to both collective and personal challenges.

Feedback from GPT-40

The response begins by providing the historical context of the phrase \"'KEEP CALM AND CARRY ON,\" correctly stating its origin during World War II, and
explaining its purpose to boost national morale in a time of crisis. This establishes a basic historical framework for understanding the significance of the
phrase. \n\nIn terms of symbolic analysis, the response does acknowledge elements such as the bold, uppercase text, bold font, and the crown's
symbolism. However, the analysis remains somewhat superficial. It does not delve into the specific symbolic significance of the color red or provide a
detailed explanation of how these elements function within the historical and modern contexts. Furthermore, it does touch on the modern relevance of
the phrase but only in vague terms, without explaining how the symbolism translates into contemporary culture or addressing the broader implications
noted in the reference answer.\n\nOverall, while the response demonstrates an understanding of the historical origins and some elements of symbolism,
it lacks the depth and comprehensiveness of the reference answer.

[RESULT] 4

Figure 11: An xChat example from the Korean subset and our model PANGEA’s response. The
English part of the instruction, response, and reference answer is additionally added only on the
figure to help to understand and was not given nor generated by PANGEA.
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Score Rubric

Does the response insightfully analyze the underlying feelings and interactions at the festive gathering?

Score 1: The response briefly acknowledges the festive setting but fails to delve into the emotions or interactions, for example, noting the Christmas hats
but not the expressions or body language of joy and camaraderie.

Score 2: The response recognizes happiness in the gathering but does not connect it to broader social dynamics, for example, mentioning smiling faces
but not the shared amusement or sense of belonging.

Score 3: The response describes surface-level interactions and some emotions, such as laughter, but lacks depth in exploring the significance of these in
the context of human connection, for example, noting the toasting but not the deeper sense of unity it signifies.

Score 4: The response captures most of the emotional essence and social interactions, like engagement and warmth, but may not fully interpret the
broader human experience, for example, recognizing close proximity but not fully discussing the collective mood it creates.

Score 5: The response provides a comprehensive analysis of the feelings and interactions, deeply understanding the joy, belonging, and human
connection present at the event, reflecting on how these elements combine to create a rich, shared human experience.

Instruction

Dalam sebuah pertemuan meriah yang tertangkap, apa yang mungkin menjadi perasaan dan interaksi
mendasar antara orang-orang yang hadir, dan bagaimana hal ini mencerminkan emosi manusia yang
lebih luas dan dinamika sosial pada acara perayaan?

In a festive gathering captured in an image, what might be the underlying feelings and interactions
among the people present, and how does this reflect broader human emotions and social dynamics at
celebratory events?

Resp from P -7B

9

Berdasarkan gambar, perasaan dan interaksi mendasar di antara orang-orang di sana tampak penuh kebahagiaan dan keterhubungan. Senyum lebar
wanita dan gestur mesra pria menunjukkan suasana gembira dan intim yang sering terjadi dalam pertemuan sosial selama perayaan. Interaksi seperti ini
mencerminkan emosi manusia universal pada saat mereka merayakan - rasa persahabatan, kesenangan bersama, dan kenikmatan dari pengalaman
bersama. Momen-momen semacam itu adalah ciri khas dari acara sosial dan merupakan indikasi hubungan dan empati dalam konteks komunitas atau
kelompok. Gambar tersebut menangkap esensi dari dinamika sosial tersebut dengan mengabadikan reaksi spontan manusia dalam lingkungan perayaan
yang meriah.

Based on the image, the underlying feelings and interactions among the people seem to be full of happiness and connection. The wide smile of the
woman and the affectionate gestures of the man suggest a joyful and intimate atmosphere often found in social gatherings during celebrations. These
interactions reflect universal human emotions when celebrating—feelings of friendship, shared enjoyment, and the pleasure of shared experiences. Such
moments are typical of social events and are indicative of bonding and empathy within a community or group. The image captures the essence of these
social dynamics by immortalizing spontaneous human reactions in a lively festive environment.

Reference Answer

Gambar tersebut memancarkan suasana semarak yang khas dari perayaan liburan, dengan individu-individu yang mengenakan topi Natal, menunjukkan
adegan persahabatan yang ceria. Tokoh-tokoh utama, seorang pria dan wanita, terlibat dalam momen hiburan bersama, sebagaimana dibuktikan oleh
senyum lebar wanita tersebut dan ekspresi halus dan puas dari pria tersebut. Mereka berdua memegang gelas, tanda bersulang sosial dan kenikmatan
pesta, menunjukkan semangat perayaan yang ramah dari acara tersebut.\n\nMata wanita itu bersinar dengan tawa, mencerminkan kegembiraan dan
kebebasan yang sering dirasakan selama pertemuan semacam itu. Wajahnya yang terbuka dan ekspresif menandakan rasa memiliki dan kenikmatan,
sifat-sifat yang selaras dengan suasana kolektif kehangatan dan keceriaan. Keterlibatan pria dengan wanita tersebut melalui kedekatan dan bahasa tubuh
menunjukkan kebutuhan manusia akan hubungan dan perayaan bersama orang lain.\n\nDi latar belakang, peserta pesta lainnya sama-sama terhanyut
dalam esensi semangat perayaan. Latar belakang yang kabur dengan lampu berkelap-kelip melambangkan kilauan keajaiban liburan, dan rona emas
secara keseluruhan memberikan cahaya yang tampaknya meningkatkan kehangatan emosional dari adegan tersebut. Para peserta tidak hanya hadir;
mereka adalah kontributor aktif dalam jalinan pengalaman manusia bersama yang ditenun oleh acara semacam itu.\n\nGambar ini menangkap lebih dari
sekadar momen pesta; ia merangkum jalinan kaya dari hubungan emosional yang secara universal beresonansi. Ini adalah pengingat akan kemanusiaan
bersama yang dapat disoroti oleh acara perayaan, membawa individu-individu bersama dalam ekspresi kolektif kegembiraan, persahabatan, dan
keinginan manusia untuk perayaan komunal.

The image radiates the festive spirit typical of holiday celebrations, with individuals wearing Christmas hats, displaying a scene of cheerful camaraderie.
The central figures, a man and a woman, are engaged in a moment of shared amusement, as evidenced by the woman’s broad smile and the man’s soft,
contented expression. Both are holding glasses, a sign of social toasting and party enjoyment, reflecting the friendly celebratory spirit of the event.
\n\nThe woman'’s eyes sparkle with laughter, reflecting the joy and freedom often felt during such gatherings. Her open and expressive face signifies a
sense of belonging and enjoyment, emotions that align with the collective warmth and cheerfulness of the occasion. The man’s engagement with the
woman through proximity and body language highlights the human need for connection and celebration with others.\n\niIn the background, other party
attendees are similarly absorbed in the festive spirit. The blurred background with twinkling lights symbolizes the magic of the holiday season, and the
overall golden hue adds a glow that seems to enhance the emotional warmth of the scene. The participants are not merely present; they are active
contributors to the shared human experience woven together by such events.\n\nThis image captures more than just a party moment; it encapsulates the
rich tapestry of emotional connections that resonate universally. It is a reminder of the shared humanity that can be highlighted by celebratory events,
bringing individuals together in a collective expression of joy, friendship, and the human desire for communal celebration.

Feedback from GPT-40

The response insightfully captures the fundamental feelings and interactions of happiness and connection present at the festive gathering. It
discusses the significance of smiles and gestures in conveying joy and camaraderie, and it links these interactions to universal human
emotions like friendship and shared pleasure. However, while it does touch on dynamics such as empathy and community, it doesn't fully
delve into the broader human experience or collective mood in as much depth as the reference answer does. The reference answer provides
a more comprehensive interpretation, connecting these elements to a shared human experience with detailed observation of facial
expressions and social cues.

[RESULT] 4

Figure 12: An xChat example from the Indonesian subset and our model PANGEA’s response. The
English part of the instruction, response, and reference answer is additionally added only on the
figure to help to understand and was not given nor generated by PANGEA.
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Score Rubric

Does this resp show a well preparatory plan for di: ing the digesti ystemin a ical prog ?
Score 1: The response does not include any preparatory topics or details relevant to the digestive system.

Score 2: The response mentions one aspect of digestive system study, such as physiology, without additional context or related areas of study.

Score 3: The response includes basic information on several aspects of the digestive system, such as physiology and disease, but lacks depth or the
inclusion of diagnostic and treatment approaches.

Score 4: The response provides a good overview, covering multiple aspects like physiology, pathophysiology, diagnostics, and nutrition, but may lack
details on pharmacology or interconnected systems.

Score 5: The response thoroughly covers all aspects of the digestive system study, including detailed physiology, pathophysiology, diagnostics, nutrition,
pharmacology, and current research, showing an in-depth understanding and preparatory plan.

Instruction
Esta es una figura bésica de lo que aprendi en la escuela secundaria. He ingresado a un programa [r—
médico como estudiante universitario y deberia explicar a un profesor lo que me gustaria aprender
mas durante la universidad. ¢Podrias ayudarme a afadir mas detalles sobre lo que deberia buscar y Contphogm
examinar antes de la reunién?
This is a basic figure from what | learned in high school. | have entered a medical program as a college " S
student and should explain to a professor what | would like to learn more about during university. e Pancrss

Could you help me add more details on what | should look for and examine before the meeting?

Response from Pangea-7B

Basandonos en los conocimientos basicos que probablemente obtuviste en la escuela secundaria y teniendo en cuenta el contexto médico, es posible que quieras profundizar en los
siguientes temas antes de tu reunién:\n\n1. **Funcion y estructura del sistema digestivo**: Explora como funciona cada érgano y cémo contribuye al proceso digestivo. Esto puede
incluir la funcién del esfincter anal, el movimiento gastrico, la absorcion de nutrientes en el intestino delgado la secrecién de enzimas pancreaticas y suelto del par\creas la produccion
de bicarbonato hepatico y la funclon del célculo biliar.! \n\n2 **Afirmaciones y condiciones del sistema digestivo**: Estudia las enfer y afecciones comunes r con la
digestion, como Ulceras gastr enfer ias del traqueo (IEP), cancer gastrico, enfermedad de Crohn y sindrome del intestino irritable. Comprende cémo se
diagnéstican y tratan estas afecciones.\n\n3. ""B\ologla molecular Y bloqulm\ca‘* Aprende mas sobre la base quimica de los procesos digestivos, como la hidrdlisis de carbohidratos,
proteinas y grasa; el papel de enzimas y las vias en la digestion.\n\n4. "‘Flslolog\a médica**: Examina los procesos fisioldgicos, como la secrecion
gastrointestinal, la regulacion de los niveles hormonales que rigen los patrones de alimentacion y la funcion de las vias digestivas en respuesta a la nutricion y la digestion.\n\n5.
**Evolucién y adaptacion bioldgica**: Considera cémo se ha adaptado el sistema digestivo a diferentes formas de alimentacion y cémo esta adaptacion ha influido en la evolucién
humana. También puedes investigar sobre otras especies con sistemas digestivos distintos para ver como se han adaptado.\n\n6. **Ciencia forense e historia médica**: Examina como
el estudio del sistema digestivo se utiliza en la autopsia y cémo ha evolucionado a lo largo de la historia. Esto puede ayudarte a entender las diferencias entre la anatomia y la biologia
modernas y aquellas de periodos histéricos.\n\n7. **Practica clinica y habili de atencidn al paciente**: Aprende sobre los procedimientos médicos relacionados con la digestion,
como endoscopias, exploraciones abdominales y terapia con antibiéti para it i bacterianas. También debes familiarizarte con las técnicas de comunicacion médica y las
consideraciones éticas para la atencion al paciente.\n\n8. **Cirugia digestiva y endocrinologia**: Conoce las cirugias que se realizan para tratar afecciones digestivas y cémo el sistema
digestivo interacttia con el sistema endocrino, particularmente con el sistema gastroenterolégico.\n\n9. **Nutricién dietética y alimentacion saludable**: Aprende sobre la importancia
de una dieta equilibrada y cémo las malnutriciones o desequilibrios dietéticos pueden afectar la funcién digestiva.\n\nAl explorar estos temas, te prepararas no solo para tus clases,
sino también para entender mejor el papel complejo del sistema digestivo en el cuerpo humano y su interconexién con otros sistemas.

Based on the basic knowledge you likely obtained in high school and considering the medical context, you might want to dive deeper into the following topics before your meeting:
\n\n1. Function and structure of the digestive system: Explore how each organ works and contributes to the digestive process. This could include the role of the anal sphincter, gastric
movement, nutrient absorption in the small intestine, pancreatic enzyme secretion, bile production in the liver, and the function of the gallbladder.\n\n2. Digestive system conditions and
diseases: Study common digestive diseases and conditions, such as gastrointestinal ulcers, inflammatory bowel diseases (IBD), gastric cancer, Crohn’s disease, and irritable bowel
syndrome. Understand how these conditions are diagnosed and treated.\n\n3. Molecular biology and biochemistry: Learn more about the chemical basis of digestive processes, such
as the breakdown of carbohydrates, proteins, and fats, the role of specific enzymes, and the metabolic pathways involved in digestion.\n\n4. Medical physiology: Examine physiological
processes like gastrointestinal secretion, hormonal regulation that controls feeding patterns, and the digestive system’s function in response to nutrition and digestion.

5. Evolution and biological adaptation: Consider how the digestive system has adapted to different types of diets and how this has influenced human evolution. You can also research
how other species with distinct digestive systems have adapted to their environments.\n\n6. Forensic science and medical history: Examine how the study of the digestive system is
used in autopsies and how its understanding has evolved throughout history. This can help you grasp the differences between modern anatomy and biology and those from historical
periods.\n\n7. Clinical practice and patient care skills: Learn about medical procedures related to digestion, such as endoscopies, abdominal scans, and antibiotic therapy for bacterial
infections. You should also familiarize yourself with medical communication techniques and ethical considerations for patient care.\n\n8. Digestive surgery and endocrinology:
Understand the surgeries performed to treat digestive conditions and how the digestive system interacts with the endocrine system, particularly in the context of gastroenterology.

9. Nutritional science and healthy eating: Study the importance of a balanced diet and how malnutrition or dietary imbalances can affect digestive function.\n\nBy exploring these
topics, you will be prepared not only for your classes but also to better understand the complex role of the digestive system in the human body and its connections to other systems.

Reference Answer

Absolutamente, prepararse para discutir sus aspiraciones educativas con un profesor en un programa médico requiere un anélisis mas profundo del tema. Dado que la imagen se refiere
al sistema digestivo humano, esto es lo que podria querer investigar y examinar con mas :A\n\nt. ’*F\slolog\a y Funcién**: Comprenda cémo funciona cada parte del sistema
digestivo, no solo anatémicamente sino a nivel celular y molecular. Explore temas como la digestién tica en el y los intestinos, la absorcién de nutrientes en el intestino
delgado y el papel del microbioma en el intestino grueso.\n\n2. **F blogia**: Investigue enfer y trastornos comunes que afectan el sistema digestivo, como el reflujo

4acido, la enfermedad inflamatoria intestinal, la cirrosis hepatica y los trastornos pancreaticos. Comprender cémo estas enfermedades alteran la fisiologia normal puede ser crucial.\n\n3.
**Correlaciones Clinicas**: Investigue cémo se presentan los sintomas en varias enfermedades digestivas y qué métodos de diagnéstico se utilizan para identificarlas. Esto podria
incluir aprender sobre la endoscopia, colonoscopia, técnicas de imagen y pruebas de laboratorio.\n\n4. **Nutricion**: Dado que el sistema digestivo es integral para la nutricion,
profundice en como se digieren y procesan los diferentes nutrientes. Puede querer entender el impacto de la dieta en la salud digestiva y cémo cambian las necesidades nutricionales
en estados de enfermedad.\n\n5. *’*Farmacolog\'a" Investigue como afectan varios medicamentos al sistema digestivo, incluidos aquellos utilizados para tratar trastornos digestivos.
Esto |nc|uye comprender los mecamsmos de accion, efectos secundarios y el uso terapéutico de estos medicamentos.\n\n6. **Intervenciones Quirlrgicas**: Familiaricese con los

quirdirgicos r con el sistema digestivo, como apendicectomias, cirugias bariatricas o trasplantes de higado, y cudndo son necesarias estas intervenciones.
\n\n7 *¥Investigacion y Avances**: Manténgase actualizado sobre la tltima investigacién en gastroenterologia, incluidos nuevos tratamientos, avances en la investigacion del
microbioma intestinal y tecnologias emergentes en diagndsticos de salud digestiva.\n\n8. **Sistemas Interconectados**: Explore como el sistema digestivo interactia con otros
sistemas del cuerpo, como el sistema nervioso (el eje intestino-cerebro) y el sistema inmunoldgico.\n\nAl examinar estos temas, podra tener una discusion mas informada y detallada
con su profesor sobre sus objetivos de aprendizaje en su programa médico.

Absolutely, preparing to discuss your educational aspirations with a professor in a medical program requires a more in-depth analysis of the subject. Since the image refers to the
human digestive system, here is what you might want to research and examine further:\n\n1. Physiology and Function: Understand how each part of the digestive system works, not
only anatomically but also at the cellular and molecular levels. Explore topics like enzymatic digestion in the stomach and intestines, nutrient absorption in the small intestine, and the
role of the microbiome in the large intestine.\n\n2. Pathophysiology: Investigate common diseases and disorders affecting the digestive system, such as acid reflux, inflammatory bowel
disease, liver cirrhosis, and pancreatic disorders. Understanding how these diseases disrupt normal physiology can be crucial.\n\n3. Clinical Correlations: Research how symptoms
present in various digestive diseases and what diagnostic methods are used to identify them. This could include learning about endoscopy, colonoscopy, imaging techniques, and
laboratory tests.\n\n4. Nutrition: Since the digestive system is integral to nutrition, dive into how different nutrients are digested and processed. You might want to understand the
impact of diet on digestive health and how nutritional needs change in states of illness.\n\n5. Pharmacology: Research how various medications affect the digestive system, including
those used to treat digestive disorders. This includes understanding the mechanisms of action, side effects, and therapeutic uses of these drugs.\n\né. Surgical Interventions:
Familiarize yourself with surgical procedures related to the digestive system, such as appendectomies, bariatric surgery, or liver transplants, and when these interventions are
necessary.\n\n7. Research and Advances: Stay updated on the latest research in gastroenterology, including new treatments, advances in gut microbiome research, and emerging
technologies in digestive health diagnostics.\n\n8. Interconnected Systems: Explore how the digestive system interacts with other body systems, such as the nervous system (the gut-
brain axis) and the immune system.\n\nBy examining these topics, you will be able to have a more informed and detailed discussion with your professor about your learning objectives in
the medical program.

Feedback from GPT-40

The response attempts to provide a comprehensive preparatory plan by highlighting various topics related to the digestive system. It covers multiple
aspects such as the function and structure of the digestive system, common diseases, and certain diagnostic procedures, as well as practical clinical
skills and nutrition. However, some key areas necessary for a higher score in the rubric are either vaguely covered or missing. There is no explicit mention
of pharmacology, which is an essential part of understanding how medications interact with the digestive system. Additionally, the discussion on
interconnected systems, which can include the neurological and immune system interactions with the digestive system, is somewhat lacking in depth.
While several areas are addressed, the response does not fully meet the comprehensive criteria for the top score. Overall, the breadth of topics is good,
but the depth and inclusion of all necessary topics as per the rubric are limited.

[RESULT] 4

Figure 13: An xChat example from Spanish subset and our model PANGEA’s response. The English
part of the instruction, response, and reference answer is additionally added only on the figure to
help to understand and was not given nor generated by PANGEA.
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Score Rubric

Does the response effectively describe the elements that contribute to the mood of the portrait and their interplay to create an emotional
experience?

Score 1: The response identifies basic elements of the portrait but does not relate them to the mood, for example, it might mention the subject's gaze but
not how it conveys introspection.

Score 2: The response recognizes one or two elements that contribute to the mood but does not integrate them into a cohesive analysis, for example,
noting the lighting or color but not how they work together to evoke calmness.

Score 3: The response describes several elements such as gaze, lighting, and color, and begins to relate them to the mood but lacks detail on their
interactive effect, for example, it might suggest tranquility but not delve into the emotional depth created by these elements.

Score 4: The response provides a detailed explanation of the elements and their contribution to the mood, but may not fully capture the holistic emotional
experience, for example, it describes the serene atmosphere but not the viewer's personal engagement with the portrait.

Score 5: The response offers a comprehensive explanation of the elements and their synergy, thoroughly describing how they interact to create a holistic
emotional experience, reflecting a deep understanding of the portrait's figurative language.

Instruction

EMRXEHEE, BERSETRSHT HEPRE, ENNAEEERUSISERENIERER ?

When observing this portrait, what specific elements contribute to the atmosphere of the
portrait, and how do they interact to create an overall emotional experience?

Response from Pangea-7B

HIRPESRENSETRDEZ AR, MAIREURCHAOERA, B EREHREN B EEH —MEEms  NRBORE, FEMAHTHE. Ha9ARE,
HMt@hE, CGAMEERHIRE, F6YURIXEIE, SRNHYEA, B EMRATE, 80T BEAREMIIAER, T HNEBHE, F3I2%
BN, SERNARTRERANLL, XETHRBEER, IET —MBULE RS | ARBEERAL,

Specific elements that create the atmosphere in the portrait include the woman’s gaze, her attire, and the use of light and shadow. Her direct yet slightly
skeptical look fosters a sense of intimacy and contemplation, inviting the viewer to engage in dialogue. Her clothing, primarily in earthy tones, conveys
understated elegance and humility, aligning with cultural norms of the time. The subtle manipulation of light and shadow, through contrast and soft
transitions, adds depth and dimensionality to the image, highlighting her facial features—especially the light on her lips and necklace, which starkly
contrasts with the background’s shadows. These elements interact to create an overall emotional experience that is both contemplative and engaging.

Reference Answer

EP AR H—MTHIARNSE, TEEIAYBRNENMEMOALRCAR. ZANRBHHER, BXE—M, 51SURBEMOREIEEERT A,
BTENENEZH. BEPHEEAREREMRN—N, RTHONAY, SERTHIFE. XN EDHEFRENTHRTRZ ML T 2.

5, BFENERER T XMSE ; BEXhirsGiEMMRARGERE L GASN T TEHNIENBR, ME—FFMNRIT, kKMUHIRER L, BMT AN
PHIREBHSE, AINEFERR—4XE, 2—N5INZERAT, HUAREENRS IZMRBMREL, MRT HEROERILG

5, AMSREE RZEEAN LR AEPEMS £, #—5I18R T BRNFENRRNR, MENEE, REEAIBEEANTE, ATER
WIERER, BEMRTENABRE LS AYER, XMRIEE XS ERERARE AV EAHES, FHENMEIAOETE, 88T BRNINERE.
BHME, HROEREMIBMNE. XL SENATHREENER, HELNEH—FRITMAKHIAOTHNR BIRE#EE.

The figure in the painting exudes an atmosphere of tranquility and introspection, primarily conveyed through her gentle gaze and soft lighting. The
woman'’s eyes are slightly lowered, gazing to the side, guiding the viewer to ponder what might be on her mind, suggesting introspection or quietness.
The light in the image softly illuminates one side of her face, casting subtle shadows that contribute to a serene atmosphere. This interplay of light and
shadow enhances the overall calm and contemplative feeling of the artwork.\n\nAdditionally, the choice of colors reinforces this ambiance; the cool tones
of the blue headscarf and the warm earthy tones of her clothing create a balanced and harmonious effect, evoking a sense of peace. The headscarf
drapes elegantly over her shoulders, adding dignity and a reflective quality to the figure. The isolated earring captures a glimmer of light, serving as an
eye-catching detail that draws attention to her contemplative expression, deepening the emotional resonance of the portrait.\n\nFurthermore, the stark
contrast between the figure and the dark background focuses the viewer’s attention on her, further enhancing the image’s intimate and meditative
qualities. The simplicity of the composition, devoid of distracting elements, allows for a deeper emotional connection, inviting viewers to engage with the
figure on a personal level. This minimalist approach encourages the audience to consider the nuances of the figure’s demeanor and speculate about her
inner life, amplifying the introspective atmosphere of the image.\n\nOverall, the emotional impact of the portrait results from a skillful combination of
composition, lighting, color, and detail, collectively creating a strong yet subdued depiction of inner peace and reflective solitude.

Feedback from GPT-40

The response effectively identifies several key elements of the portrait, such as the woman's gaze, her attire, and the use of light and
shadow, contributing to the overall atmosphere. It adequately explains how each element contributes to the mood: the gaze creates intimacy
and thoughtfulness, the attire suggests elegance and humility, and the interplay of light and shadow enhances depth and contrast. There is a
notable attempt to explain their interactive effect by discussing how these elements work together to create a contemplative and engaging
emotional experience. However, while the response delves into specifics such as the gaze inviting dialogue or the warm earth tones
conveying norms, it slightly falls short of capturing the holistic emotional experience or the viewer’s personal engagement with the portrait, as
a Score 5 response would. The level of detail and the relation of elements are thorough but not as comprehensive as required for the highest
score. [RESULT] 4

Figure 14: An xChat example from the Chinese subset and our model PANGEA’s response. The
English part of the instruction, response, and reference answer is additionally added only on the
figure to help to understand and was not given nor generated by PANGEA.
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Score Rubric

Does this resy show an under ing of the Cepheid variable star light curves and their astronomical significance?

Score 1: The response does not recognize the graph as a Cepheid variable light curve nor its relevance in astronomy.

Score 2: The response identifies the graph as related to star brightness but fails to connect it to Cepheid variables or their importance in distance
measurement.

Score 3: The response correctly identifies the graph as a Cepheid variable light curve but only partially explains its significance in astronomy.

Score 4: The response identifies the graph as a Cepheid variable light curve and explains its importance in distance measurement but does not mention
Henrietta Swan Leavitt's contribution.

Score 5: The response accurately identifies the Cepheid variable light curve, explains the period-luminosity relationship, the concept of \"standard
candles,\" and acknowledges Henrietta Swan Leavitt's work.

Instruction
HERERNFIR LBIN—KER, RTMEZNEARE, MERRE—TESMtaEXURERX
THAERE?

This is a chart | encountered in my astronomy class, and I'm not sure how to interpret it. Can
you explain what it relates to and what information it conveys?

apparent brightness

time (days)

Response from Pangea-7B

RERENER, ZEXRE—TERNRTE, BEERFHYEZTATARMEREEARMIR. EXMERT, BFEROEHE X", RITAILUERD
ERAEARE— IR F IR, TENEEEXBERT T — P AXEHAXFUBENT(, HTEXDENNERN. ERNRT, AEEERENTL, X
MEREET XMMRAENEIZILENER ; BERE, RERTZBELTRARE, MEAURTHRBNNER, RETNNERER, RITEMEIBRRN
RIAHR, BERAREMRT —MEIE R MR H AT,

Based on the provided image, the chart is a simple waveform, commonly used in mathematics or physics to represent fluctuating phenomena over time.
In this context, since the horizontal axis is labeled “days,” we can infer that this chart likely represents an astronomical process. One possible explanation
is that the chart depicts variations in an astronomical event or celestial body’s position, such as the orbital period of a planet or satellite, the oscillation of
a galaxy, or changes in stellar brightness.

This chart conveys how such phenomena change over time; specifically, the peaks represent the maximum intensity of the event, while the troughs
indicate its weakest phase. Without additional background information, we cannot definitively identify what specific phenomenon is being represented,
but it clearly describes a time-varying astronomical or mathematical-physical process.

Reference Answer

ERENERLFRRT —NRXENRNSERE BN ERERS. SPRXRERTENHE \n\nERXEER—XBTIVRMHMRMLFTENRMELE
B2, BRETRTXEREEHRANE L, ERXLENXRIHERTIINRMARS EAMDEEREX, XX REINEMR-HEXR, XX REXRYES
PEXER, ANCAFRAXFARBEECKEENER, HEMATTIPENETERNES, MNIEHNTUEFHNRE. \nnBRSESX | \n- EREERE
TACHAIMENRHE. \n- REEEZENMENEER (A o \n- HAEZCHNRERIEE, \n\nXLEPERIERTIRIET MBS 15 $4ERE0HENE
MPEM-KEXRTHIEENENES, NFAXLEEE NSRS EEEA AR SRR EH SRR,

The chart you provided appears to show the periodic oscillation of the apparent brightness of an astronomical object over time. This pattern is
characteristic of Cepheid variables.\n\nCepheid variables are a class of stars that exhibit regular changes in brightness due to pulsations in their outer
layers. The chart displays changes in brightness over a span of ten days. A key feature of Cepheid variables is that their pulsation period is directly
related to their intrinsic luminosity, a relationship known as the period-luminosity relation. This relationship is crucial in astrophysics because it allows
astronomers to determine the distance to Cepheid variables and, consequently, the distance to the distant galaxies they reside in, helping to measure the
scale of the universe.\nThe chart is intended to convey:\n* The periodic nature of the brightness variations in Cepheid variables.\n* The regular time
intervals (periods) between the brightness peaks.\n* The amplitude of brightness changes over time.\n\nThese periodic data are used to calculate the
absolute magnitude of stars based on the period-luminosity relation discovered by Henrietta Swan Leavitt in the early 20th century, allowing these stars
to serve as “standard candles” for measuring astronomical distances to determine their distance from Earth.

Feedback from GPT-40

The response provided does not identify the graph as a Cepheid variable light curve and instead offers a general interpretation of a waveform
graph used in mathematics or physics. It suggests the graph may represent an astronomical process, mentioning possibilities such as orbital
periods or brightness variations, but fails to specifically recognize the graph as being related to Cepheid variables. Consequently, it does not
address the significance of the period-luminosity relationship in distance measurement nor acknowledge Henrietta Swan Leavitt's
contributions. Therefore, the response lacks key elements mentioned in the score rubric.\n\n[RESULT] 1

Figure 15: An xChat example from the Chinese subset and our model PANGEA’s response. The
English part of the instruction, response, and reference answer is additionally added only on the
figure to help to understand and was not given nor generated by PANGEA.
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Score Rubric

Does this response show clear ication of the desired artistic for a masterpiece to be displayed in the living room?

Score 1: The response does not specify any of the desired artistic elements for the artwork.

Score 2: The response vaguely mentions abstract elements but lacks detail on style, composition, color, emotional impact, and size.

Score 3: The response includes general descriptions of style and color but does not fully articulate the desired composition, emotional impact, or specific
size requirements.

Score 4: The response clearly identifies the desired abstract expressionist style, rich color palette, and emotional impact, with some mention of size and
composition preferences.

Score 5: The response provides a detailed and specific description of all desired elements including style, composition, color palette, emotional impact,
and size requirements for the artwork.

Instruction

M= H| Ao MAIE o] ZIE Tt RARR 0|2 ZE
=3}
&

AES TOHstD AT ofF 2 Holjsh= ARbol|A| o]
2g oG dshor Ante? YA KtMls| HEE £ =

Lict.

| want to buy a piece of art similar to the one displayed in my living room. How should | explain
this to someone who sells several masterpieces? I'm not sure how to describe it in detail.

Response from Pangea-7B

O|O|X|E 7|gto R o ZE2 vich 0|20 M BF YAE = F4H0|D HNGH S48 71X D ASLICE Fysto] 3t HEl2 2 & o, BEXo| oMt of&7to| EHE Wit
A7l Aoz FH|9t oojof ciet HHEQl M2 Mzdts & Eol siME Eaat LX|BILIC My, M U HEHS AL85to] o717t FH(ofl et Xpuo| ZEH £= FA

X U3 2 LIEHS 4 Qli= wrAldL|CH EXe HEL FRIL glo 82 BERh= ARl ZE Dt ZFol| what Xpaof siAdat 1A 4 AUFLICE\n\nToiXI0)A| 0[2{3t M2 S |
St 02719 ZAS O E O[T £ QOO [ TRIID A2 ZeS o = UELICEL L3 0|2{3t 0|2 ZE2 FF JHIFQl HYYo|Lt ATH zaH2 I £ Y
20, 0]240] HHo|2t= S2ZHol|A ofl=0| OfEH X8 = A=X|0fl Chal XHM|3| HYst= 20| R8Y + UASLICH

Based on the image, this piece possesses abstract and conceptual characteristics commonly found in contemporary art. It can be seen as a form of
abstraction that aligns with open interpretative expressions, preferring universal approaches to themes and meanings that intersect the observer’s
perception and the artist’s expression. The artist uses color, lines, and shapes to convey their emotional or emotional response to the subject. Since there
isn't a specific genre or theme, the observer can connect their interpretation based on personal experiences and feelings.\n\nProviding this information to
the seller will help you understand the artist and the work better, leading to a richer and more enjoyable experience. Additionally, such art often has
personal connections or emotional appeal, making it useful to explain how the artwork might function within the living space.

Reference Answer

Ol E it 2efe] 2910t O[0XI) Pl 2t SAR HES PALKRAD F ©f, B4 U= ASUF Q40 FHE QA5 SHSH0F YLICL CHSS HSTE HHSHs W

2 9 My, 520l L7o] EMol X4 HHFO| AEIIS 2oid AES HT UCKD AFNR\n2. *+
Aes; EOLD S0| 9l PHo| J2i2 41 2lon, ofoh b F el 940t
LA (=2 CZof ZBHE O 4 L= E=ohm CIoret 4t B =0 £Al0] UCHD BHBLHIR \nd. *+24%X eigber. 24t 2R &=
T, OFDHE. SAIQJ0|Lt SE0| 70| 9l AES ALTIT MSHAnS, *+27]=+: 44 Bziof XD Aste Ciet S 2 4 9l
o I HEE NSHORM, 0IAE HofRH: Fistel BRE of 2 olsskn HAlm el 330l e EOR ohjs & YBLICE

ZAH0l Sef7} 93] s AES ABICHT BABIMIR.\n3. *+AA B Exx; CIxjolo| 25y
- axjol @ats s aEof Bk

Jzle] 2|2 AR \n\nol2f

rr

rr

J:

When trying to purchase a piece similar to the one in the image from an art dealer or gallery owner, you should describe both the stylistic and thematic
elements that interest you. Here's how you can articulate your preferences:\n\n1. Style: Mention that you are looking for a work that embodies the
energetic and gestural brushwork characteristic of abstract expressionism, with vibrant colors and an improvisational feel.\n\n2. Composition: Specify
that you are seeking a painting with a complex and layered composition, likely featuring a mix of figurative elements and abstract forms.\n\n3. Color
Palette: Express your interest in a rich and varied color palette that can create high contrast and harmony within the complexity of the design.\n\n4.
Emotional Impact: Convey that you are drawn to pieces that have a strong emotional or dramatic impact, perhaps conveying a sense of movement or
chaos.\n\n5. Size: Indicate the size of the painting that would fit well in your living space and allow for the bold expression you desire.\n\nBy providing
these details, the art dealer will better understand your needs and guide you to masterpieces that align with your living room and personal taste.

Feedback from GPT-40

The response focuses on abstract and conceptual characteristics of the artwork, mentioning its interpretive nature and emotional resonance.
However, it does not provide specifics regarding style, composition, or color palette, nor does it address the emotional impact or size. While
the response discusses interpretive qualities and the importance of emotional connection, it lacks clear identification or description of the
artistic elements such as the abstract expressionist style, preferred composition, or ideal size, which are crucial for a practical purchase
discussion with an art dealer. The information is generally abstract, without articulating detailed preferences that would assist a seller in
understanding exactly what is needed for the living room setting.\n\n[RESULT] 2

Figure 16: An xChat example from the Korean subset and our model PANGEA’s response. The
English part of the instruction, response, and reference answer is additionally added only on the
figure to help to understand and was not given nor generated by PANGEA.
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G LANGUAGES IN PANGEAINS

demonstrates the number of instances for each language that we include in PANGEAINS.

Languages \ en multi am ar bg bn cs de el es
Count 2554.6 4389.5 31.7 1628 527 1184 46 1322 73 126.6
Percentage (%) 36.8 63.2 0.5 23 0.8 1.7 0.1 1.9 0.1 1.8
Languages \ fa fr ga hi id ig it iw ja jv
Count 8.4 193.8 347 1635 1784 26.1 688 1683 4033 352
Percentage (%) 0.1 2.8 0.5 24 2.6 0.4 1.0 2.4 5.8 0.5
Languages | ko nl mn ms no pl pt ro ru si
Count 182.5 4.5 376 392  60.7 82 1765 1472 211.0 0.6
Percentage (%) 2.6 0.1 0.5 0.6 0.9 0.1 2.5 2.1 3.0 0.1
Languages \ su sw ta te th tr uk ur vi zh
Count 33.0 1327 371 646 1604 1407 74 1564 3155 5574
Percentage (%) 0.5 1.9 0.5 0.9 2.3 2.0 0.1 2.3 4.5 8.0

Table 5: Language distribution of PANGEAINS. We demonstrate the number of instances (in thou-
sands) for each language, and the percentage of instances for each language in PANGEAINS

36



Published as a conference paper at ICLR 2025

H TRAINING EXAMPLES

H.1 MACHINE TRANSLATED INSTRUCTIONS

We include a few machine-translated training examples from PANGEAINS in [Figure 17} [Figure 18|
[Figure 19| [Figure 20} |Figure 21} [Figure 22|

H.2 MULTICULTURAL UNDERSTANDING INSTRUCTIONS

We include a few multicultural understanding instructions from PANGEAINS in|Figure 23| |Figure 24|
|Figure 25| [Figure 26|
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Translated: Cambrian (Russian)

Human:
Cpennsist 3apaboTHasi IIaTa B 9ac BCeX COTPY/IHVMKOB KoMItaHuy coctasyster 20 morwtapos. Kakosa rmovacosasi craBka Toma?
(The average hourly wage for all employees in the company is $20. What is Tom's hourly rate?)

GPT:

HeBO3MOXHO OnpeaenuTb NMoYacoBylo CTaBKy TOMa Ha OCHOBE MpefoCTaBNeHHOW MHgopMaumn. CpeaHAas 3apaboTHas
nnata B 4ac BCeX COTPYyOHMKOB KOMMaHUM He ob6a3aTenbHO oTpakaeT no4yacoByko CTaBKy no6oro oTAenbHOro
COTPYAHWUKA, MOCKOMbKY MHAMBUAYasbHbIE OKNaabl MOryT BapbMpoBaTLCA B 3aBMCUMOCTU OT pAAda (hakTopoB, TakmX Kak
AOJIKHOCTb, OnbIT, oépasoBaHme 1N nNpon3BOOUTESIbHOCTb. KpOMe TOro, cpenHAA 38p360THaH nnata B 4Yac Bcex
COTPYOHNKOB KOMMaHUWM paccymTbiBaeTCA NyTem AesieHnA obuien 3apa60THOVI nnaTbl BCEX COTPYOHUKOB Ha KONU4eCTBO
4acos, OTpaﬁOTaHHbIX BCEMU COTpygHUKaMW, YTO He obAsaTensHo oTpaxkaeT KOJIN4eCcTBO 4acos, OTpaGOTaHHbIX KakKunm-
JIMGO OTAENbHLIM COTPYAHVKOM.

(It is not possible to determine Tom's hourly wage based on the information provided. The average hourly wage for all employees of a
company does not necessarily reflect the hourly wage of any individual employee, as individual salaries can vary based on a number of
factors, such as job title, experience, education, and performance. Additionally, the average hourly wage for all employees of a company is
calculated by dividing the total wages of all employees by the number of hours worked by all employees, which does not necessarily reflect
the number of hours worked by any individual employee.)

Figure 17: Translated Task: An example from the Cambrian dataset where it discusses the concept
of hourly wages based on a given prompt in Russian.

Translated: ALLaVa-LAION (Turkish)

of il

Human:
Dijital ekrandaki zamanlayicida goriilebilen maksimum siire nedir?
(What is the maximum time that can be seen on the timer on the digital display?)

GPT:
Dijital ekrandaki zamanlayicida gérilebilen maksimum sire, \'001 00.00.28\" sayilarinin gdsterdigi gibi 1 dakika, 00 saniye ve
28 milisaniyedir.

(The maximum time that can be seen on the timer on the digital display is 1 minute, 00 seconds and 28 milliseconds, as shown by the
numbers \ "001 00.00.28\ ")

Figure 18: Multimodal Translated Task: An example from the ALLaVa-LAION dataset where the
GPT model answers a prompt in Turkish regarding the maximum time displayed on a digital timer.
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Translated: GPT-4v (Thai)
g ™

Human:
ANNUEAN:
(Image showing:)

GPT:

gumnslnifamiawsaazalnfnnuanniseesesy luuwass sunaionuilduavesuranssi wsdugenasdmsuneinl
Wluwwaneu Tas IWasmavusanduuan fiaelnivainvanasUuuy uassziafiaanuazdeaneiy tsanfslsannuazivaaas
Tuffivainvans 2906199 gnianesaiiusaisuenfinduns Aunandumnivdisey iatufidusasiundduazaanlaive
nddu puvuznsnmgasluasnuasgmiiauasniunwinefitiunslgnuese euasstundaiuaznalninne lussnedan
ULaITELNE

(A wall-mounted wine rack with many wine bottles lined up vertically. The rack is made of several horizontal wooden planks, with
circular holes cut out to hold the wine bottles horizontally, with the necks of the bottles facing outward. There are various types of wine
bottles, each with different labels and colors, indicating the various types and brands of wine. The bottles are arranged neatly and fill the
rack. The background is a plain wall, which contrasts with the dark colors of the wooden racks and the colorful wine labels. The layout of
the image is straightforward and seems to be a practical photo, to clearly and simply show the wine rack and the wine bottles inside.)

Figure 19: Multimodal Translated Task: An example from the ShareGPT-4v dataset where the
model describes an image of a wine rack in Thai, detailing its structure and the arrangement of wine
bottles.

Translated: OpenHermes (Japanese)

Human:
for V—7" % BIHIFOH LI U T I — FEBRNRITIA 2042 FFEoTHH2FTh?

(Can you help me convert the for loop into a function call to minimize the code?)

GPT:

AHMUELRE! O-FER/NRCHZZCE. ‘map BAREFERALTCRLEREBZENTEET, RICHERLE
9. \n\n"“javascript\nlet arr = [4, 7, 2, 9];\narr.map((elem) => console.log(elem * 2));\n" \n\nJavaScript ® ‘map’ EE¥L & {F
Bo3&. BIEREBLEL., BESNIEHRCHK > CTRERERRTEFT, COBEE. FER[C 2 28I THE. O
VY —ILCEALTWET, \n\n'map’ ZERT B ET, RO for L—THREICRY . SUBRBHECRUERE
BBENTEFET,

(Sure! To minimize code, you can use the “map" function to achieve the same result. For example:\n\n""javascript\nlet arr = [4, 7, 2,
9I;\narr.map((elem) => console.log(elem * 2));\n"""\n\njavaScript's “map" function allows you to iterate through an array and
transform each element according to a specified function. In this case, we multiply each element by 2 before printing it to the
console.\n\nBy using “map", we can eliminate the need for a traditional for loop and achieve the same result in a more concise way.)

Figure 20: Text-only Translated Task: An example from the OpenHermes2.5 dataset translated
into Japanese.

39



Published as a conference paper at ICLR 2025

Translated: NuminaMath (Spanish)

Human:

Definir una terna ordenada $(A, B, C)$ de conjuntos como minimamente intersecantes como se describe: $|A \\cap B| =
1%, $|B \\cap C| =1$, $|C \\cap A| =13, y $A \\cap B \\cap C = \ \emptyset$. Determinar el nimero de tales ternas
ordenadas donde cada conjunto es un subconjunto de $\\{1,2,3,4,56,7,8\\}$. Cada conjunto debe incluir ahora
exactamente un elemento que no se comparte con los otros conjuntos, y ningtn conjunto puede estar vacio. Calcular el
resto cuando el nimero de estas ternas se divide entre $1000$.

(Define an ordered triple $(A, B, C)$ of sets to be minimally intersecting as follows: $|A \\cap B| =18, $|B \ \cap C| =13, §|C \
\cap A| =18, and $A \ \cap B \ \cap C = \ \emptyset$. Determine the number of such ordered triples where each set is a subset of $\
\{1,2,3,4,5,6,7,8\\ }$. Each set must now include exactly one element that is not shared with the other sets, and no set can be empty.
Compute the remainder when the number ofsuch triples is divided by $1000$.)

GPT:

1. Elegir $x$, $y$, $z$ como identificadores unicos para las intersecciones por pares ($AnB$, $BnC$, y $CnA$). Hay $8
\\cdot 7 \\cdot 6 = 336% maneras de elegir valores distintos para $x$, $y$, y $z$ ya que el conjunto $\{1,2,3,4,5,6,7,8\\}$
contiene $8$ nimeros.\n\n2. Cada conjunto ($A$, $BS$, $C$) debe incluir exactamente un elemento Unico aparte de $x$,
$y$, $z$. Esto significa seleccionar un elemento Unico de los $5$ nimeros restantes para cada conjunto de manera que
ningn elemento se reutilice: \n - Elegir un elemento Gnico para $A$ (no $x$ o $y3) de los $5$ elementos restantes: $5$
opciones.\n - Elegir otro elemento Unico para $B$ (no $y$ o $z$) de los $4$ elementos restantes: $4$ opciones.\n -
Elegir otro elemento Unico para $C$ (no $x$ o $z$) de los $3$ elementos restantes: $3$ opciones.\n\n3. Los $2$
elementos restantes pueden ir a cualquier conjunto o a ninguno, por lo que hay $4$ opciones para cada uno de estos $2$
elementos (cualquiera de los tres conjuntos o ninguno): $4/2 = 16$.\n\nCombinando estas opciones,\n\[ 336 \\times 5
\times 4 \\times 3 \\times 16 = 107520 \\\nPor lo tanto, el resto al dividir entre $1000$ es $\ooxed{520}$.\n \n".

(1. Choose $x$, $y$, $z$ as unique identifiers for the pairwise intersections ($ANB$, $BNC$, and $CNA$). There are $8 \ \cdot 7
\\cdot 6 = 336% ways to choose distinct values for $x$, $y$, and $z$ since the set $\\{1,2,3,4,56,7,8\\|$ contains $8%
numbers.\n\n2. Each set ($A$, $BS$, $C$) must contain exactly one unique element other than $x$, S}/$, $2$. This means selecting a
unique (’,l(’,uwntﬁ'om the remaining $5$ numbers for each set such that no element is reused: \n- Choose a unique ulunluntﬂn‘ $AS$ (not
$x$ or $y$) from the remaining $5% elements: $5$ options.\n- Choose another unique element for $B$ (not $y$ or $z$) from the
remaining $4$ elements: $4$ options.\n- Choose another unique element for $C$ (not $x$ or $z9$) from the remaining $3$% elements:
$38$ options.\n\n3. The remaining $2$ elements can go into any set or none, so there are $4$ options for each of these $2$ elements
(any of the three sets or none): $4°\2 = 16$.\n\nCombining these options,\n\ \[ 336 \ \ times 5 \ \ times 4 \ \ times 3 \ \ times 16 =
107520 \ \ [\nThus, the remainder when divided by $1000$ is $\ \ boxed{520}$.\n \n")

Figure 21: Text-only Translated Task: An example from the NumininaMath dataset translated into
Spanish.
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Translated: Code-Feedback (German)

Human:

Gegeben ein Array von Ganzzahlen, bestimmen Sie den Maximal- und Minimalwert des Arrays. Das Array kann
doppelte Werte haben und kann eine beliebige Lange zwischen 1 und 10”6 haben. Aufierdem kann das Array unsortiert
sein.

(Given an array of integers, determine the maximum and minimum values of the array. The array can have duplicate values and can
have any length between 1 and 10"6. Additionally, the array can be unsorted.)

GPT:

## Plan\nl. Initialisieren Sie die Variablen min_val und max_val mit dem ersten Element des Arrays.\n2. Iterieren Sie
durch das Array und aktualisieren Sie min_val und max_val nach Bedarf.\n3. Geben Sie min_val und max_val zuriick

(## Plan\n1. Initialize the variables min_val and max_val with the first element of the array.\n2. Iterate through the array and
update min_val and max_val as needed.\n3. Return min_val and max_val)

Human:

Berechnen Sie den Umfang und die Fliche eines Dreiecks mit der gegebenen Seitenldnge. Seitenldngen: 6, 8, 10. Das
Programm sollte auch priifen, ob die angegebenen Seiten ein giiltiges Dreieck bilden. Aulerdem sollte das Programm Fille
behandeln, in denen die Seiten kein giiltiges Dreieck bilden, indem es entsprechende Fehlermeldungen ausgibt

(Calculate the perimeter and area of a triangle with the given side length. Side lengths: 6, 8, 10. The program should also
check whether the given sides form a valid triangle. In addition, the program should handle cases where the sides do not
form a valid triangle by giving appropriate error messages)

GPT:

Um den Umfang und die Fliche eines Dreiecks mit den gegebenen Seitenlingen (6, 8, 10) zu berechnen, kénnen wir die
Formel von Heron verwenden. Bevor wir jedoch mit der Berechnung fortfahren, miissen wir priifen, ob die gegebenen Seiten
ein giiltiges Dreieck bilden.\n\nUm festzustellen, ob die gegebenen Seiten ein giiltiges Dreieck bilden, konnen wir den Satz
der Dreiecksungleichung anwenden, der besagt, dass die Summe zweier Seiten eines Dreiecks grofier sein muss als die dritte
Seite.\n\nSchreiben wir ein Programm in Python, das den Umfang und die Fliche eines Dreiecks mit den gegebenen
Seitenlingen berechnet und priift, ob die Seiten ein giiltiges Dreieck bilden:\n\n > python\nimport math\n\ndef
calculate_perimeter(a, b, ¢):\n  return a + b + c\n\ndef calculate_area(a, b, c)\n s=(a+b+c) /2 # Berechnen Sie den
halben Umfang\n area = math.sqrt(s * (s - a) * (s - b) * (s - ¢)) # Verwenden Sie die Formel von Heron\n return
area\n\ndef is_valid_triangle(a, b,c)\n ifa+b>candb+c>aanda+c>b:\n return True\n return False\n\n#
Geben Sie die Seitenlingen des Dreiecks ein\na = 6\nb = 8\nc = 10\n\n# Priifen Sie, ob die Seiten ein giiltiges Dreieck
bilden\nif is_valid_triangle(a, b, c):\n  perimeter = calculate_perimeter(a, b, c)\n  area = calculate_area(a, b, ¢)\n\n
print(\"Umfang:\", perimeter)\n  print(\"Fliche:\", area)\nelse:\n  print(\"Die angegebenen Seiten bilden kein giiltiges
Dreieck.\")\n"\n\nWenn Sie dieses Programm ausfiihren, wird Folgendes ausgegeben:\n\n“\nUmfang: 24\nFliche:
24.0\n""\n\nDa die gegebenen Seitenlingen (6, 8, 10) den Satz der Dreiecksungleichung erfiillen, konnen wir den Umfang
und die Fliche des Dreiecks berechnen. Der Umfang betrégt 24 Einheiten und die Fliche 24 Flacheneinheiten."

Figure 22: Text-only Translated Task: An example from the Code-Feedback dataset translated into
German.
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Multicultural Understanding: LAION-Culture (Portugese)

Human:
Descreva os elementos visuais que compdem o logotipo da Petrobras na imagem.
(Describe the visual elements that make up the Petrobras logo in the image.)

GPT:

O logotipo da Petrobras na imagem é composto por letras metalicas prateadas e brilhantes, fixadas em uma parede de
concreto cinza. A palavra 'PETROBRAS' esta escrita em letras maidsculas e maiores, enquanto a sigla 'BR' aparece em letras
menores, em um quadrado separado. As letras sdo tridimensionais, o que lhes confere uma aparéncia moderna e destacada.
O contraste entre o brilho das letras e a superficie opaca da parede cria um efeito visual interessante, destacando a presenca
da marca.

(The Petrobras logo in the image is made up of shiny silver metallic letters, fixed to a gray concrete wall. The word 'PETROBRAS' is
written in larger capital letters, while the acronym 'BR' appears in smaller letters, in a separate square. The letters are three-
dimensional, giving them a modern, standout look. The contrast between the brightness of the letters and the opaque surface of the wall
creates an interesting visual effect, highlighting the brand's presence.)

Human:
Analise como o design do logotipo da Petrobras reflete a identidade e os valores da empresa.
(Analyze how the Petrobras logo design reflects the company's identity and values.)

GPT:

O design do logotipo da Petrobras reflete a identidade e os valores da empresa de vérias maneiras. Primeiramente, as
letras metalicas prateadas e brilhantes sugerem inovagao e modernidade, valores essenciais para uma empresa de petréleo
e gés natural. A tridimensionalidade das letras confere uma sensacao de solidez e estabilidade, reforcando a ideia de que a
Petrobras é uma empresa forte e confiavel. Além disso, o contraste entre o brilho das letras e a parede de concreto cinza
pode simbolizar a integracdo da empresa com o ambiente urbano e industrial. A separagao da sigla 'BR' em um quadrado
distinto destaca a importancia da identidade brasileira para a empresa, reforcando seu papel como uma entidade nacional.
Portanto, o design do logotipo ndo s6 representa a identidade visual da Petrobras, mas também comunica seus valores e
sua conexao com o Brasil.

Figure 23: Multicultural Understanding: An example from the LAION-Culture dataset where the
GPT model describes and analyzes the Petrobras logo in Portuguese.
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Multicultural Understanding: LAION-Culture (Bulgarian)

Human:
KakBo e 3HaUeHNMeTO Ha SIIOHCKN eporyvid Ha CHUMKaTa?
(What is the meaning of the Japanese character in the picture)

GPT:

VlepornnucbT Ha cHMMKaTa npencTasnAsa cumeona \"#7\", koiiTo ce uyeTe \'opu\" Ha AMoHckuU. Toau iepornud ce
13nonssa 3a o3HavyasaHe Ha aymata \"opu\"', KOATO MOXe [a UMa pas/iMyHn 3Ha4eHUA B 3aBMUCHUMOCT OT KOHTekcTa. B
cnyyan, nepornubT e nokasaH ¢ YepHO MacTWUIO BbPXy 6ANa XapTuA, CbC CUHW NYHKTUPaHWU JIMHUWA, KOUTO pasfenaT
CMMBONa Ha CeKuun, 3a Ja ce MokKaxke npasuiHaTa NocnefoBaTenHOCT Ha yaapute npu nucaHeTo. ToBa € BaXKeH
eNleMeHT OT AMNoHcKaTa kanurpadua, KoATo ce Hapuya \"lwoao\".

(The hieroglyph in the photo is the character \"$7\ " which is read \"ori\" in Japanese. This hieroglyph is used to denote the word
\ "ori\", which can have different meanings depending on the context. In this case, the hieroglyph is shown in black ink on white paper,
with blue dotted lines dividing the symbol into sections to show the correct sequence of strokes when writing. This is an important
element of Japanese calligraphy, which is called ~“shodo”'.)

Human:
KaxBo 3HaueHme MMaT CMHMUTE MyHKTUPaHW JIMHUA B STIOHCKaTa Kaymrpadus?.
(What is the meaning of blue dotted lines in Japanese calligraphy?)

GPT:

CyHWTe NyHKTMPAHW JIMHUW B SIIOHCKaTa Kaaurpadwst mMMar crenydudHO 3HaueHWe U IpefHasHadeHve. Te ca
M3II0/I3BaHM 3a ODO3HauaBaHe Ha IIOCIIEZIOBATETHOCTTA WM IOCOKATa Ha JIBVDKeHMsTa Ha ueTKaTa HpW IcaHe Ha
vieporymicpu. B ciryuasi, Tesu mavin pasmersit veporrmda \ "#7\ " Ha cexiuu, 3a [1a ce yJIeCHM IPOLIeCHT Ha IVICaHe U Jia ce
OCHTypWU, 9e BCeKM yzap Iie Ob/ie M3BbpIleH IpaBrIHo. ToBa e JacT OT TpafuIysiTa Ha SIOHCKaTa Karpadisi, KosTo ce
Haprda \'"mozo\", M e ChIleCTBEHA 3a M3yYaBaHETO W IPAKTMKyBaHETO Ha TO3M M3KycTBo. CMHUTe JIMHWUM He caMo
IoMarat 3a IIpaBVJIHOTO IIVICaHe, HO W JIOIIPVHACAT 33 eCTeTUYeCKOTO KaueCcTBO Ha (hVHAIHMS IIPOU3BeIeHIe

Figure 24: Multicultural Understanding: Example from the LAION-Culture dataset where the
model interprets the meaning of a Japanese character and its representation in calligraphy, described
in Bulgarian.
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Multicultural Understanding: LAION-Culture (Hebrew)

Human:
Analyze the cultural significance of the prominent landmarks visible in the image of Jerusalem. Answer it in Hebrew.

GPT:

MN .NPNYN YN NNY ,NIANNNN YHDN N2, NP Nvn 1N MmN 017 DY DN-11 D200 NIYY NN Nnnn
DN NN MYADN ,Pann INNYD INN'MYN 1VDN T Yy 1538-5 1535 DwN 1°2 M2 12 1N2 MYIPRY ,Np Nyn 1yn m
VY5DN N9 .ODNYDXI MIXD ,MTNA N2 M2A'WN YY DI1pnd NYY NXNTM IMAINN Mynwnin DX Wi SY nwyn v
2 N DIPNN Y Npnyn NIMIN Mynwnin DK DX DRYDRN DY Y¥1 YN Ny ,n1apy 691 niwa nMia ,nannnn
Y N1'WYN N"MAINN NPNNA INYN 12 NMYN )aRN 1PN D1IND M2 DY ,NN¥Ya N nyn 1"Wn .NMRYDRN Napn
N2 YN N2 YN ,DPNN MANIM DXYN OY N QN TN 1My MN2Inm MmNTn ,mawn Namnn N1 ,0oe o
MM M 12102 DY DY MMVDNM ITMAINN Myny.

(The image shows three multi-character complexes of Jerusalem: the walls of the Old City, the golden Dome of the Rock, and the Old
City itself. The Old City Walls, which are accepted as a complex built between 1535 and 1538 by the Ottoman Sultan Suleiman the
Magnificent, symbolize the city's rich history and its cultural and religious significance as a place of great importance in Judaism,
Christianity and Islam. The golden Dome of the Rock, built in 691 AD, stands as a shining symbol of Islam and represents the deep
spiritual significance of this place in the Islamic period. The old city itself, with its narrow streets and stone houses, reflects, among
other things, the rich cultural heritage of Jerusalem, where the languages, religions and cultures merge in a unique way. This landscape,
with the trees and living streets, is a source of the life of the city and the cultural and historical significance of Jerusalem as a spiritual
and touristic center.")

Human:
Imagine you are planning a guided tour of Jerusalem based on the landmarks visible in the image. Outline the key points
you would cover in your tour. Answer it in Hebrew.

GPT:

ny ,Npnyn 1WWn Mmna 5 Nnn nnn ,nnnna DY amy 0'2°21nn Mmpnn Yy Dbanna 0'Ypina 7IMnN DY Nnopna
SY N"MAINN Mynwnn Y pani INNOD Sy, mMmnn Y¥ M Mopnn YV 1apn N0 . 1wn YW OMuDnn N30 NN MYnp
N YW MmN Mynwnin Y1 691 Niwa Ndw NMan Yy 1apn 'NNm ,NINNNN YYDn Na1Y N¥IApn DX DM NN ,own an
N¥1IPN DX D12 NN MDY NN YW MONDN Mynwnin IK MTINTN NMVPLIIIND AX TN NN .OKODNI DIipn
TR YW MDD Mynenin YY1 1Wyn "MIAINN Amn 2y ,NMmen "Nn Yy 1aon M m,npnyn 1Wwn v 0xn manid
Y D00 MPN.MINNN NN YY Y1awn Nt PR1,1YN IN2 MNam MNT,May SwOmn»n 119w NN wam nrn .
DY1Y2 2IWN 12112 DY HY MNLD NN NIMIN MYNwNm ,1Wn ¥ ndwm 201NN 9N navn D."

Figure 25: Multicultural Understanding: 1. AION-Culture sample in Hebrew.
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Multicultural Understanding: LAION-Culture (Tamil)

FE - CHmar - sl
S uiser 5z

Human:

QeI G UL S0 2_67T6T LSS BSS60T Sauisdlwner seufgdlamen allauflsbaabd
(Describe the charms of the book in expressive imagery.)

GPT:

LS5a5dl60 safddlae QbSHu LmgoUAUSms, Smamw, aFMHmD @HRSMmEISEGD. Lssssdlen Gupurliie '2_Lblas
gmyb: Upanishad Saram' e16rm gemevliL] Serermiauedluns sipdLiLL Gemengl. ebwliLGSuled ewm Gl eeflomw snBlujsTer e
LLmigeT sMLGw AL 2 emeng), g 2 Libladasis Gsmeaiema@h s efusia Siag raddlar shsmons @\
SSBEID. UOGILIDSSD @ 6T CUmTULLD 2_6T6ng), &I 2 Liflagsaefed Qe Ty (oGS e HNID TS ible|smend
GILIINGHDG. QB LUssab 2 LBlsasiar eysmnbs ifle bHmb ampass Siwng Qaompalubdlar @smsmsi gHued
&GLD.

(The attractions of the book combine Indian heritage, art and history. The title 'Upanishad Saram: Upanishad Saram' is voluntarily
written on the surface of the book. In the center there is a sculpture showing circles surrounding a sun, which may be a source of
spiritual illumination or wisdom in the Upanishads. On the right is a human diagram, representing the wisdom and spiritual
knowledge contained in the Upanishads. This book reflects the spiritual knowledge of the Upanishads and the source of the Lord or God.)

Human:

L5853l seuiesluner saufsdlsmerl QuHCOIT @k GnISW &ms 2 Hanssajb..
(Create a short story for parents of the book's attractive charms.)

GPT:

R WpPHS STEVD (Weirermsd, @b Snl Somgded, @ QUi SpeTH @, 2 LElags FmIb 1D US5S555mS 6105 S51S0\smemrLm
7. 9bS LUSs55860 2 LiBlasaeiar oparba e bHmib Sammeer Sieag QenelwnBler Spemrb &L UL GeTengl. Sham
fl Qb5 LS555mS TBSSSCsMaTG ETTnSSlen LESEHSES SiPla) LHNID a1 Adle) LETHST]. drTbandlsss QBs o
Mlejar eya1bs @eaflugiame sigiLass oTbLssear.

Figure 26: Multicultural Understanding: LAION-Culture sample in Tamil.
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I BREAKDOWN RESULTS OF DIFFERENT LANGUAGES ON PANGEABENCH

1.1 XCHAT

We show the performance of different models on the xChat benchmark in

Models | English Multi | Spanish Hindi Indonesian Japanese Korean Chinese
Gemini-1.5-Pro 71.0 65.6 66.0 62.0 65.5 68.0 66.5 65.5
GPT40 67.0 65.1 66.0 64.0 65.0 66.5 67.5 61.5
Llava-1.5-7B 22.5 16.7 22.5 35 18.0 23.0 12.0 21.0
Llava-Next-7B 40.5 20.4 33.0 1.5 19.0 25.0 15.0 29.0
Phi-3.5-Vision 38.5 21.1 37.0 11.5 10.5 31.0 12.5 24.0
Cambrian-8B 27.5 15.8 22.5 4.0 20.0 20.0 10.5 18.0
Llava-OV-7B 51.0 33.1 455 6.5 42.0 36.5 26.0 42.0
Molmo-7B-D 49.5 34.7 45.0 19.5 36.5 36.0 35.0 46.0
Llama3.2-11B 49.0 31.3 425 19.5 45.0 26.0 21.0 43.0
PaliGemma-3B 6.0 3.8 4.5 0.5 6.5 6.5 2.0 3.0
PALO-7B 27.0 16.2 23.0 3.0 19.0 20.0 13.5 18.5
mBLIP mT0-XL 2.5 0.5 0.0 0.0 0.5 2.0 0.5 0.0
mBLIP BLOOMZ-7B 4.0 1.7 2.0 25 2.5 0.0 0.0 3.0
PANGEA-7B (Ours) | 46.0 35.8 | 435 23.5 34.5 39.0 335 40.5

Table 6: Comparison of models on the xChat dataset across different languages.

1.2 MULTILINGUAL LLAVABENCH

We show the performance of different models on the Multilingual LLaVABench benchmark in
ble 71

Models | English Multi | Arabic Bengali Chinese French Hindi Japanese Russian Spanish Urdu
Gemini-1.5-Pro 1034  106.6 112.9 117.1 104.1 1155  106.2 118.1 95.7 88.2 101.6
GPT4o 104.6 1004 98.3 111.9 96.5 101.1 99.7 104.0 88.5 1009 1025
Llava-1.5-7B 66.1 40.8 26.4 11.9 50.7 63.8 23.2 70.0 46.5 59.2 15.4
Llava-Next-7B 789  50.7 24.9 11.2 72.8 91.4 18.0 70.1 71.8 829 134
Phi-3.5-Vision 70.8  58.0 50.1 35.1 69.2 86.0 359 63.0 67.6 75.6 393
Cambrian-8B 784 618 54.1 354 80.9 873 442 64.4 76.4 90.3 233
Llava-OV-7B 89.7 553 45.5 33.8 90.0 894 353 70.3 44.7 755 133
Molmo-7B-D 95.9 13.8 10.1 42 0.3 59.6 5.5 6.0 8.7 29.5 0.0
Llama3.2-11B 939 582 39.4 48.1 472 856  67.8 53.7 68.5 778 353
PaliGemma-3B 32.1 31.9 37.3 38.2 29.1 30.0 35.8 334 26.1 323 25.1
PALO-7B 689 712 79.1 54.6 71.5 839 619 66.6 80.9 744 682
mBLIP mTO0-XL 3277 282 33.7 26.2 3.6 39.8 269 26.8 34.1 369 260
mBLIP BLOOMZ-7B 435 410 48.1 44.1 30.6 533 39.1 29.8 38.1 515 340
PANGEA-7B (Ours) | 842 895 910 94.9 94.4 93.8 84.9 92.8 91.2 874 755

Table 7: Comparison of models on the Multilingual LLaVABench benchmark across different lan-
guages.

1.3 CVQA

We show the performance of different models on the CVQA benchmark in[Table 8|and[Table 9]

1.4 MARVL

We show the performance of different models on the MaRVL benchmark in

.5 XMI100

We show the performance of different models on the XM 100 benchmark in
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Models \ ar-es br-pt  bu-bg ch-es ch-zh  co-es ec-es eg-ar et-am et-or
Llava-1.5-7B 37.8 51.1 35.6 424 44.4 50.6 48.6 31.5 27.8 31.8
Llava-Next-7B 52.5 62.3 41.5 59.0 51.1 54.8 50.8 335 29.5 36.9
Phi-3.5-Vision 54.0 57.2 36.9 57.7 51.1 523 50.1 38.4 27.8 322
Cambrian-8B 59.6 60.6 42.0 64.5 59.5 57.7 56.1 40.9 27.8 25.7
Llava-OV-7B 64.5 69.7 49.6 67.1 69.1 66.8 65.5 47.8 325 41.1
Molmo-7B-D 61.1 69.0 54.9 60.7 66.2 58.5 54.9 56.7 58.1 60.7
Llama3.2-11B 69.1 74.6 64.2 70.5 73.6 69.3 66.9 68.5 68.4 63.1
PaliGemma-3B 48.7 53.9 39.1 534 53.7 50.6 453 404 24.8 28.0
PALO-7B 50.9 56.7 36.7 55.1 45.3 48.5 46.4 28.6 19.2 32.7
mBLIP BLOOMZ-7B | 45.3 514 30.5 453 51.1 46.9 44.8 359 239 25.7
mBLIP mTO0-XL 40.8 44.4 38.0 449 39.9 41.9 42.5 31.0 359 26.6
PANGEA-7B (Ours) 68.3 72.9 53.9 70.5 74.0 64.7 63.5 49.3 36.3 355
Models \ fr-br in-bn in-ta in-te  ind-id ind-jv ind-mi ind-sv ir-ir  ja-jp
Llava-1.5-7B 29.4 31.1 29.8 28.0 41.7 32.0 32.7 335 42.6 374
Llava-Next-7B 274 31.1 28.8 28.0 42.2 38.7 40.2 355 42.6 325
Phi-3.5-Vision 29.3 39.0 40.0 36.8 45.0 38.2 38.2 30.8 39.6 39.7
Cambrian-8B 31.6 47.2 38.1 44.0 50.2 43.8 39.4 45.5 479 40.9
Llava-OV-7B 343 56.3 43.9 46.5 58.0 45.8 454 40.5 50.6 49.8
Molmo-7B-D 442 61.9 61.2 585 52.9 53.9 54.6 55.0 64.4 42.9
Llama3.2-11B 494 76.9 80.4 80.5 65.8 60.6 68.9 64.0 76.4 54.2
PaliGemma-3B 29.9 46.2 46.0 43.5 45.4 41.4 39.8 33.0 344 433
PALO-7B 29.1 37.8 31.2 25.0 41.3 32.3 323 32.0 429 30.5
mBLIP BLOOMZ-7B | 26.7 41.9 40.0 42.0 41.9 354 35.1 32.0 29.4 31.0
mBLIP mT0-XL 23.5 36.4 442 39.0 37.4 37.4 34.7 31.0 353 30.0
PANGEA-7B (Ours) 34.6 59.1 51.9 54.5 62.1 49.5 47.8 53.0 56.4 48.3
Models \ ke-sw ma-my me-es mo-mg ni-ig no-ng pk-ur phfi ro-ro ru-ru
Llava-1.5-7B 344 422 424 26.9 34.5 47.5 26.4 43.8 47.0 51.0
Llava-Next-7B 46.2 45.7 514 333 35.0 56.9 36.6 46.8 523 53.5
Phi-3.5-Vision 46.0 45.1 46.3 31.9 333 50.0 352 414 474 50.5
Cambrian-8B 50.5 52.1 56.7 34.6 36.0 53.5 48.6 47.3 52.0 61.5
Llava-OV-7B 46.5 55.6 59.4 359 335 62.5 58.3 56.2 60.3 75.5
Molmo-7B-D 73.3 54.6 53.6 51.9 53.0 54.8 67.1 57.6 63.6 61.5
Llama3.2-11B 79.1 72.1 66.6 54.5 61.5 66.9 78.7 70.0 76.8 74.5
PaliGemma-3B 44.0 44.1 474 29.2 32.0 522 44.9 39.9 50.3 53.5
PALO-7B 359 42.5 443 28.8 29.5 49.2 444 394 46.0 470
mBLIP BLOOMZ-7B | 37.0 42.5 44.8 28.8 33.0 49.2 47.7 31.5 46.0 34.0
mBLIP mT0-XL 45.1 40.6 44.9 29.2 30.5 42.8 40.3 32.0 43.7 42.0
PANGEA-7B (Ours) 64.1 59.7 62.2 423 46.0 64.5 66.2 58.6 64.6 74.0
Models \ rw-ki sg-zh  sk-ko  sp-es sr-si ur-es macro

Llava-1.5-7B 31.1 44.3 44.5 56.9 24.9 37.8 38.7

Llava-Next-7B 345 44.8 434 63.5 29.8 41.0 42.6

Phi-3.5-Vision 31.1 43.9 552 62.4 28.0 43.3 424

Cambrian-8B 31.9 54.7 54.5 704 36.4 45.7 47.5

Llava-OV-7B 353 70.3 65.2 79.9 31.6 47.3 53.8

Molmo-7B-D 574 69.3 65.2 70.1 68.0 50.8 59.4

Llama3.2-11B 579 80.7 73.8 81.4 72.4 524 70.1

PaliGemma-3B 27.2 48.6 61.0 60.1 31.6 39.4 43.0

PALO-7B 28.9 45.8 44.5 64.8 28.0 39.4 39.3

mBLIP BLOOMZ-7B | 29.4 47.6 33.1 56.6 28.0 39.4 36.9

mBLIP mTO0-XL 332 36.8 383 535 31.1 39.1 37.6

PANGEA-7B (Ours) 35.7 65.6 70.7 72.6 39.1 49.8 57.2

Table 8: Comparison of models on CVQA across different country-language pairs (in local lan-
guages). Includes Macro-Acc.

.6 xGQA
We show the performance of different models on the xGQA benchmark in

.7 MAXM

We show the performance of different models on the MAXM benchmark in
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Models \ ar-es br-pt bu-bg ch-es ch-zh  co-es ec-es eg-ar et-am et-or
Llava-1.5-7B 56.2 61.6 52.3 60.2 54.0 55.6 55.5 50.2 51.3 53.3
Llava-Next-7B 53.9 61.3 50.9 59.8 58.8 60.2 52.8 54.7 529 58.9
Phi-3.5-Vision 59.2 61.9 54.9 64.1 58.2 59.3 57.5 50.7 54.7 58.4
Cambrian-8B 57.7 66.5 56.1 65.4 64.3 59.3 60.2 56.7 60.3 56.5
Llava-OV-7B 63.0 73.9 59.3 65.8 68.8 65.1 63.3 62.1 59.8 59.3
Molmo-7B-D 57.7 65.8 45.6 63.7 68.5 57.3 55.0 43.8 31.6 38.8
Llama3.2-11B 66.8 72.9 54.4 72.6 72.0 66.4 65.2 56.7 419 322
PaliGemma-3B 51.7 59.5 49.3 51.7 54.9 54.8 47.2 51.2 52.6 51.4
PALO-7B 50.2 57.0 48.8 534 52.1 51.9 53.0 48.3 47.0 52.3
mBLIP mTO0-XL 38.1 45.4 39.1 42.7 43.7 41.1 40.9 429 342 42.1

mBLIP BLOOMZ-7B | 46.0 514 41.5 44.4 48.9 49.0 45.0 45.3 38.9 46.3
PANGEA-7B (Ours) 67.2 72.9 60.1 68.8 67.2 64.7 61.6 59.1 60.7 56.0

Models \ fr-br in-bn  in-ta in-te  ind-id ind-jv ind-mi ind-sv ir-ir = ja-jp
Llava-1.5-7B 373 52.1 61.4 63.5 47.8 50.8 49.0 44.0 613 419
Llava-Next-7B 37.5 60.8 61.4 60.5 48.5 48.1 51.4 49.0 66.6  40.9
Phi-3.5-Vision 41.7 58.7 60.5 60.0 51.7 455 51.4 475 62.6 414
Cambrian-8B 40.7 68.5 65.6 63.0 55.1 50.2 58.2 56.0 66.6 424
Llava-OV-7B 442 69.6 72.0 70.5 59.0 55.9 59.4 58.5 764 473
Molmo-7B-D 29.6 47.9 36.4 41.5 50.5 45.1 434 39.5 436 448
Llama3.2-11B 36.3 62.9 66.4 66.5 63.6 48.8 58.2 54.0 574  58.1
PaliGemma-3B 37.3 59.1 66.0 62.5 49.3 48.1 434 46.0 583 448
PALO-7B 36.8 524 53.5 56.5 45.1 45.8 442 42.0 55.6 374
mBLIP mT0-XL 304 43.0 46.0 41.0 38.1 39.1 38.6 325 374 340

mBLIP BLOOMZ-7B | 34.6 434 52.6 49.5 41.0 44.8 38.2 30.5 42.3 36.5
PANGEA-7B (Ours) 452 67.1 71.0 68.0 60.4 572 56.9 56.0 72.7 45.8

Models | ke-sw ma-my me-es mo-mg ni-ig no-ng pk-ur phfi  roro ruru
Llava-1.5-7B 68.9 52.1 479 45.8 51.0 58.5 63.9 52.7 556 59.0
Llava-Next-7B 71.1 54.9 51.1 442 53.0 57.2 67.1 56.7 62.6 585
Phi-3.5-Vision 72.9 57.1 46.3 50.7 53.0 56.2 60.6 57.6 619 585
Cambrian-8B 74.4 61.9 56.7 48.7 56.5 60.5 73.1 60.1 66.6  61.5
Llava-OV-7B 79.1 65.1 63.2 52.6 57.5 64.2 75.0 64.0 72.5 72.5
Molmo-7B-D 47.6 51.7 55.1 359 36.0 49.2 46.8 433 520 635
Llama3.2-11B 61.5 69.2 64.7 41.0 39.5 65.9 65.7 66.0 75.5 74.5
PaliGemma-3B 59.7 54.9 51.7 434 46.0 55.2 67.6 48.8 609  56.0
PALO-7B 65.9 49.2 53.4 429 49.0 54.5 60.6 52.7 550 535
mBLIP mT0-XL 50.2 41.6 34.7 339 39.5 43.1 454 36.9 437  41.0

mBLIP BLOOMZ-7B | 54.6 45.7 39.3 38.1 45.0 47.2 60.6 36.9 50.3 44.0
PANGEA-7B (Ours) 77.2 62.5 61.6 529 59.5 64.9 72.2 64.0 71.9 68.5

Models | rw-ki  sg-zh  sk-ko  sp-es sr-si ur-es macro
Llava-1.5-7B 51.1 60.8 56.9 66.0 58.7 42.5 54.2
Llava-Next-7B 52.8 62.3 60.0 67.6 59.1 38.7 55.7
Phi-3.5-Vision 523 59.4 66.5 66.7 61.3 46.3 56.3
Cambrian-8B 56.2 66.0 63.1 71.7 63.1 47.0 59.7
Llava-OV-7B 55.7 73.6 67.9 80.2 72.9 48.9 65.2
Molmo-7B-D 349 66.0 56.9 66.7 31.6 44.8 48.3
Llama3.2-11B 40.4 73.6 73.1 83.3 51.1 56.2 61.2
PaliGemma-3B 447 59.4 58.3 61.0 62.2 40.6 52.9
PALO-7B 51.9 56.1 55.9 62.9 54.2 422 50.9
mBLIP mT0-XL 383 439 41.4 51.9 48.0 34.9 40.5

mBLIP BLOOMZ-7B | 45.1 53.8 46.9 58.5 46.7 34.0 44.9
PANGEA-7B (Ours) 56.6 71.7 66.6 752 70.6 52.7 64.4

Table 9: Comparison of models on CVQA across different country-language pairs (in English).
Includes Macro-Acc.
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Models | English Multi | Indonesian Swahili Tamil Turkish Chinese
GPT40 81.8 82.3 81.9 80.8 80.2 86.4 82.1
Gemini-1.5-Pro 76.4 72.0 71.2 67.8 70.0 75.4 75.8
Llava-1.5-7B 56.2 53.7 56.1 49.8 49.7 55.4 57.5
Llava-Next-7B 62.8 50.9 52.2 50.6 50.5 50.4 50.6
Phi-3.5-Vision 72.1 56.5 58.6 51.4 52.0 58.6 61.7
Cambrian-8B 75.4 61.8 64.7 53.6 56.7 65.2 68.9
Llava-OV-7B 72.7 57.5 60.9 51.2 51.9 63.5 60.0
Molmo-7B-D 65.3 549 61.1 49.6 49.6 522 62.2
Llama3.2-11B 64.5 58.1 62.7 52.4 54.0 61.6 59.5
PaliGemma-3b 56.5 52.2 53.4 49.6 50.5 56.3 51.3
PALO-7B 63.3 54.2 58.3 50.6 51.9 549 55.3
mBLIP mTO-XL 67.3 66.7 64.9 64.8 69.7 68.1 65.9
mBLIP BLOOMZ-7B 62.3 58.6 59.1 56.2 60.3 57.7 59.7
PANGEA-7B ‘ 87.0 79.0 ‘ 81.3 75.1 69.4 84.8 84.3

Table 10: Comparison of models on the MaRVL dataset across different languages.

1.8 xMMMU

We show the performance of different models on the xXMMMU benchmark in [Table T4]

1.9 M3Exam

We show the performance of different models on the M3Exam benchmark in

1.10  TYDIQA

We show the performance of different models on the TyDiQA benchmark in

I.11 XSTORYCLOZE

We show the performance of different models on the XStoryCloze benchmark in[Table 17]

.12 MGSM
We show the performance of different models on the MGSM benchmark in

.13 MMMLU

We show the performance of different models on the MMMLU benchmark in
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J A PRELIMINARY EXPLORATION OF CONSTRUCTING MULTILINGUAL OCR
INSTRUCTIONS

Optical Character Recognition (OCR) is a critical capability for multimodal LLMs, enabling them
to interpret and process textual information embedded within images. However, most existing OCR
training datasets are predominantly English-centric, which limits the models’ performance in non-
English contexts. To address this gap, we have curated a comprehensive set of 500K multilingual
OCR training samples from web user interfaces, spanning 10 languages, with 50K examples per
language, sourced from web user interfaces. Webpages naturally serve as image-rich environments
containing abundant text, and by capturing screenshots of websites from various countries in differ-
ent languages, we were able to gather a substantial number of OCR images.

We utilize URLs from the CC-News-Multilinguaataset (Hamborg et al. [2017) to obtain a di-
verse set of multilingual web pages. Using Playwrighﬂ we render each website and automatically
capture screenshots under various device settings and resolutions to achieve a wide range of image
dimensions and aspect ratios. Each screenshot includes a red bounding box that highlights a specific
element targeted for OCR extraction. We focus on ten languages for this dataset: English, Chinese,
Japanese, Korean, Indonesian, Hindi, Spanish, French, Portuguese, and Arabic. We totally have 1M
samples (50K for each language).

We employed the same model architecture as PANGEA
but trained it exclusively on these OCR images, reserving
a portion of the data as a test set. As shown in[Figure 27],
the results indicate that improving multilingual OCR per-
formance is feasible with an increase in training samples.
However, the OCR accuracy for non-Latin scripts (e.g.,
Chinese, Japanese, and Korean) remains lower than for :
Latin-based languages. Looking ahead, we aim to further . ot
expand the multilingual OCR training dataset to include : .

. . . 100K 200K 300K 400K 500K *
more languages and integrate this data into PANGEAINS. Number of Training Samples

Languages
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Figure 27: A preliminary exploration of
multilingual OCR.

*https://huggingface.co/datasets/intfloat/multilingual _cc_news
*https://github.com/microsoft/playwright
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Models \ English Multi Arabic Bengali Czech Danish  German Greek
Gemini-1.5-Pro 27.6 19.1 1.7 7.5 259 32.8 27.6 5.0
GPT4o 27.7 19.1 15.8 13.5 21.1 25.3 19.3 21.1
Llava-1.5-7B 28.6 1.1 0.0 0.0 2.1 1.0 3.1 0.0
Llava-Next-7B 29.3 9.4 5.6 0.1 12.1 15.7 14.4 4.2
Phi-3.5-Vision 30.2 52 0.4 2.4 16.6 16.2 0.0 20.7
Cambrian-8B 20.6 9.9 1.4 6.6 74 15.1 15.5 44
Llava-OV-7B 30.6 7.0 0.2 0.6 52 16.8 14.0 0.4
Molmo-7B-D 22.1 9.1 54 7.9 5.7 13.8 12.2 42
Llama3.2-11B 27.6 4.5 0.0 0.0 1.5 11.8 4.6 1.2
PaliGemma-3B 18.7 0.8 0.0 0.0 1.1 3.1 2.7 0.0
PALO-7B 30.4 0.8 0.0 0.0 2.0 1.0 2.7 0.0
mBLIP mTO-XL 31.9 3.1 32 1.6 3.7 2.1 29 3.1
mBLIP BLOOMZ 22.5 10.3 9.5 6.4 11.5 15.9 14.5 10.9
PANGEA-7B (Ours) 30.4 14.2 18.1 16.4 16.2 20.7 20.6 11.2
Models ‘ Spanish Persian Finnish Filipino French  Hebrew Hindi Croatian
Gemini-1.5-Pro 39.5 42 29.0 28.7 424 43 22 33.8
GPT4o 28.3 26.6 13.1 26.4 23.1 20.4 17.0 19.4
Llava-1.5-7B 3.7 0.0 0.4 1.1 2.0 0.1 0.0 0.3
Llava-Next-7B 23.6 9.4 5.5 9.3 23.0 2.7 10.2 7.5
Phi-3.5-Vision 20.7 0.0 1.0 1.7 21.2 0.3 0.0 0.5
Cambrian-8B 18.6 9.6 5.1 19.6 18.3 5.8 6.8 7.2
Llava-OV-7B 249 38 1.5 4.2 22.0 0.0 44 7.2
Molmo-7B-D 19.8 11.3 3.1 13.0 19.8 8.3 9.4 6.9
Llama3.2-11B 10.2 0.0 2.4 8.4 12.0 0.0 0.2 0.7
PaliGemma-3B 0.7 0.0 0.1 0.1 0.6 0.0 0.0 1.3
PALO-7B 1.5 0.0 0.4 0.9 2.1 0.0 0.0 0.2
mBLIP mT0-XL 8.3 5.5 1.7 2.8 6.4 4.0 1.8 0.9
mBLIP BLOOMZ 18.9 13.8 4.8 7.7 19.1 7.5 10.1 32
PANGEA-7B (Ours) 26.2 19.3 3.8 18.9 26.7 18.2 17.4 10.8
Models | Hungarian Indonesian Italian Japanese Korean = Maori Dutch  Norwegian
Gemini-1.5-Pro 372 55.4 27.6 1.2 8.2 3.8 27.7 36.7
GPT4o 21.8 28.4 21.0 0.0 11.1 26.8 26.4 24.7
Llava-1.5-7B 33 0.9 43 0.0 0.0 0.2 29 3.7
Llava-Next-7B 9.3 14.7 17.6 42 52 9.2 23.8 16.3
Phi-3.5-Vision 34 32 17.5 1.6 0.3 0.2 17.2 14.1
Cambrian-8B 6.6 15.7 15.5 7.2 2.0 32 20.3 16.0
Llava-OV-7B 3.6 16.4 12.8 0.6 0.0 1.7 24.7 13.9
Molmo-7B-D 35 17.2 17.8 52 2.4 7.5 15.7 13.8
Llama3.2-11B 12.7 1.2 16.0 0.0 0.0 9.3 22.0 1.1
PaliGemma-3B 2.0 0.2 1.8 0.0 0.0 4.0 2.6 2.3
PALO-7B 34 1.1 32 0.0 0.0 0.1 35 0.7
mBLIP mTO-XL 2.8 6.0 2.8 0.3 2.1 1.5 34 3.1
mBLIP BLOOMZ 11.8 16.0 16.5 0.0 4.5 0.1 18.2 14.5
PANGEA-7B (Ours) 7.7 279 229 2.1 8.1 0.7 26.6 24.9
Models \ Polish Portuguese Quechua  Romanian Russian Swedish Swahili Telugu
Gemini-1.5-Pro 35.5 35.7 0.7 31.2 324 37.8 10.7 0.0
GPT4o 222 28.0 44 19.1 20.7 26.0 20.0 12.5
Llava-1.5-7B 0.8 2.5 0.0 1.6 0.5 2.0 0.1 0.0
Llava-Next-7B 13.5 21.3 0.0 11.5 13.5 16.0 32 0.0
Phi-3.5-Vision 1.0 21.0 0.4 32 0.7 12.5 0.4 0.0
Cambrian-8B 9.3 17.5 0.0 13.4 11.3 17.9 3.7 2.3
Llava-OV-7B 74 24.6 0.0 6.8 55 15.0 2.0 0.0
Molmo-7B-D 8.2 16.2 0.6 11.6 12.3 14.1 38 0.4
Llama3.2-11B 1.0 18.6 0.0 10.1 0.6 7.4 5.8 0.0
PaliGemma-3B 0.9 1.3 0.1 0.8 0.0 2.0 0.0 0.0
PALO-7B 0.8 1.7 0.0 1.1 0.5 0.9 0.2 0.0
mBLIP mT0-XL 35 5.8 0.2 2.3 3.1 3.7 38 2.7
mBLIP BLOOMZ 11.8 16.5 0.1 13.7 14.5 14.5 8.4 3.0
PANGEA-7B (Ours) 16.2 28.1 0.0 214 20.9 19.4 18.7 0.1
Models \ Thai Turkish Ukrainian Vietnamese Chinese

Gemini-1.5-Pro 0.0 0.9 0.0 0.0 0.9

GPT4o0 0.0 17.6 16.9 30.9 0.4

Llava-1.5-7B 0.0 0.0 0.0 0.0 0.0

Llava-Next-7B 0.0 0.0 0.3 0.0 6.3

Phi-3.5-Vision 0.5 1.9 0.0 22 0.0

Cambrian-8B 0.4 9.3 59 17.8 11.3

Llava-OV-7B 0.0 0.0 0.0 0.0 2.9

Molmo-7B-D 0.0 0.0 0.0 0.0 0.0

Llama3.2-11B 0.0 0.0 0.0 0.0 2.9

PaliGemma-3B 0.5 0.0 0.0 0.2 0.0

PALO-7B 0.2 0.0 0.0 0.1 0.0

mBLIP mT0-XL 0.0 39 2.0 7.1 0.0

mBLIP BLOOMZ 0.5 1.9 0.0 22 0.0

PANGEA-7B (Ours) 0.0 0.0 0.3 0.0 4.9

Table 11: Comparison of models on the XM 100 dataset across different languages.
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Models \ English Multi \ Bengali German Indonesian Korean Portuguese Russian Chinese
Gemini-1.5-Pro 54.2 48.7 494 50.2 48.6 46.4 51.2 44.8 50.2
GPT4o 55.8 51.0 49.4 52.6 50.4 51.0 522 50.0 51.4
Llava-1.5-7B 62.0 30.7 15.6 28.4 334 38.2 27.5 33.1 38.4
Llava-Next-7B 64.8 37.8 11.5 41.5 37.3 42.5 39.8 435 48.2
Phi-3.5-Vision 64.7 384 7.7 51.4 36.0 36.3 49.6 46.2 414
Cambrian-8B 64.6 39.8 323 44.6 36.0 43.6 41.6 442 36.2
Llava-OV-7B 64.4 48.2 41.8 49.2 48.8 453 52.4 54.0 45.9
Molmo-7B-D 51.5 43.0 25.6 459 449 442 46.5 45.6 48.1
Llama3.2-11B 55.6 454 429 46.7 46.2 44.5 46.5 44.7 46.1
PaliGemma-3B 59.7 30.5 133 44.5 21.3 22.8 34.7 35.8 41.2
PALO-7B 60.5 37.8 422 39.1 36.8 41.7 31.7 27.0 46.5
mBLIP mTO0-XL 442 39.9 39.1 41.1 39.1 39.7 40.7 40.2 39.4
mBLIP BLOOMZ-7B 433 36.9 37.7 36.3 39.3 28.5 40.7 36.6 39.1
PANGEA-7B (Ours) | 64.7 602 | 589 61.6 60.1 58.9 61.8 60.4 59.6

Table 12: Comparison of models on the xGQA dataset across different languages

Models | English Multi | French Hindi Hebrew Romanian Thai Chinese
Gemini-1.5-Pro 56.4 63.5 60.2 66.5 65.7 574 739 57.4
GPT4o 60.7 65.4 59.8 68.8 70.0 61.3 765 56.3
Llava-1.5-7B 49.8 20.4 322 17.3 12.9 151 172 27.8
Llava-Next-7B 54.9 21.4 33.7 16.2 10.7 155 183 33.9
Phi-3.5-Vision 55.3 25.0 38.3 31.9 17.5 109 243 27.4
Cambrian-8B 55.3 28.7 41.7 23.8 17.1 320 257 31.8
Llava-OV-7B 54.9 34.8 37.9 31.9 17.8 30.2  53.0 37.9
Molmo-7B-D 52.9 37.5 45.5 33.5 30.7 28.9 463 40.4
Llama3.2-11B 55.3 43.9 48.1 50.4 41.8 36.6 56.7 30.0
PaliGemma-3B 479 199 8.0 36.5 19.3 134 313 10.8
PALO-7B 51.4 16.3 33.7 15.8 12.1 11.3 146 10.5
mBLIP mTO-XL 44.7 36.8 36.0 42.7 28.9 303 56.3 26.4
mBLIP BLOOMZ-7B 44.7 24.8 33.0 47.3 8.9 16.9 9.7 33.2
PANGEA-7B (Ours) ‘ 55.3 53.3 ‘ 43.6 53.5 59.3 458 672 50.2

Table 13: Comparison of models on the MAXM dataset across different languages.

Models \ English Multi \ Arabic French Hindi Indonesian Japanese Portuguese
Gemini-1.5-Pro (0801) 65.8 57.7 57.7 58.1 55.5 60.2 55.0 59.6
GPT4o0 (0513) 69.1 58.3 56.7 58.1 58.1 59.9 58.0 58.9
Llava-1.5-7B 36.2 31.5 29.5 34.9 27.5 31.6 32.0 337
Llava-Next-7B 36.7 343 30.5 35.6 30.9 37.0 349 37.0
Phi-3.5-Vision 42.6 38.8 35.6 44.0 30.9 36.7 37.9 47.8
Cambrian-8B 41.8 332 32.6 34.6 30.9 31.3 335 36.0
Llava-OV-7B 46.3 41.0 41.6 43.0 34.7 434 40.1 434
Molmo-7B-D 429 40.4 40.6 42.6 32.6 40.7 439 42.1
Llama3.2-11B 39.2 34.0 33.6 39.6 323 36.7 29.0 33.0
PaliGemma-3B 26.3 25.2 29.2 23.8 21.6 242 24.5 27.6
PALO-7B 33.1 30.5 30.5 332 289 34.0 27.1 333
mBLIP mT0-XL 29.3 30.4 30.2 332 28.2 26.9 31.6 323
mBLIP BLOOMZ-7B 29.2 30.8 28.5 339 27.8 333 31.6 29.6
PANGEA-7B (Ours) | 457 437 | 423 453 41.6 46.5 40.5 46.1

Table 14: Comparison of models on the XxMMMU dataset across different languages.
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Models | English Multi | Afrikaans Chinese Italian Portuguese Thai Vietnamese
Gemini-1.5-Pro 77.4 64.7 80.4 74.1 76.3 61.8 49.9 46.0
GPT4o0 68.0 61.0 73.0 68.0 67.0 58.0 52.0 48.3
Llava-1.5-7B 323 29.0 28.2 243 40.1 28.2 23.7 29.3
Llava-Next-7B 36.5 284 28.2 254 37.8 27.0 23.7 284
Phi-3.5-Vision 55.8 37.2 44.2 40.8 51.4 40.3 252 21.6
Cambrian-8B 34.7 33.4 36.8 342 45.2 30.3 28.9 25.0
Llava-OV-7B 60.4 45.8 50.3 58.0 57.2 43.8 30.9 34.5
Molmo-7B-D 57.1 39.1 35.6 56.4 49.4 40.2 274 259
Llama3.2-11B 51.8 36.6 423 46.4 45.8 28.4 26.4 30.2
PaliGemma-3B 36.0 25.6 26.4 24.7 322 243 27.2 19.0
PALO-7B 30.8 27.8 31.9 22.1 36.9 323 22.7 20.7
mBLIP mTO0-XL 22.8 25.0 16.0 25.6 33.7 21.2 22.4 31.0
mBLIP BLOOMZ-7B 30.3 29.5 28.2 29.8 37.3 28.3 229 30.2
PANGEA-7B (Ours) | 61.4 42.1 | 52.1 49.2 54.9 433 329 19.8

Table 15: Comparison of models on the M3Exam dataset across different languages.

Models | English Multi | Arabic Bengali Finnish Indonesian Korean Russian Swahili Telugu
Vicuna-1.5-7B 59.7 52.7 323 68.1 63.0 72.6 58.8 57.6 51.3 18.1
Qwen2-7B-Instruct 722 71.2 67.6 75.9 67.1 78.0 64.9 67.2 75.3 73.8
Llava-1.5-7B 66.8 52.8 61.8 334 60.2 72.8 63.3 55.0 55.0 20.6
Llava-Next-7B 68.3 52.1 64.5 24.9 63.0 74.3 61.9 58.4 53.1 17.0
Phi-3.5-Vision 75.9 51.3 63.1 24.8 57.3 70.6 60.2 57.5 48.7 28.3
PALO-7B 69.4 50.8 60.9 46.0 61.8 70.6 56.8 56.7 42.5 10.8
PANGEA-7B (Ours) | 73.7 660 | 555 65.3 66.3 74.5 69.4 60.1 76.6 60.0
Table 16: Comparison of models on the TyDiQA dataset across different languages.
Models | English Multi | Arabic Spanish Basque Hindi Ind. Burmese Russian Swahili Telugu Chinese
Vicuna-1.5-7B 78.1 57.4 52.7 69.4 50.8 545 61.0 48.4 66.5 52.1 54.5 63.5
Qwen2-7B-Instruct 80.3 61.9 64.0 71.6 51.6 59.6  68.5 50.7 72.7 53.2 55.3 72.1
Llava-1.5-7B 79.1 57.6 52.7 69.2 50.9 549 62.6 49.0 65.9 51.7 55.8 63.9
Llava-Next-7B 79.1 57.1 51.7 68.8 50.3 545 62.0 46.7 65.5 52.1 55.2 63.8
Phi-3.5-Vision 71.9 54.8 53.7 67.2 50.4 549 51.7 478 61.3 49.3 52.5 59.5
PALO-7B 77.4 57.2 56.5 68.4 49.8 58.6  58.5 474 65.6 51.2 53.1 62.8
PANGEA-7B (Ours) | 79.1 612 | 605 67.8 50.0 61.8 66.4 48.7 69.4 58.9 60.4 68.2

Table 17: Comparison of models on the XStoryCloze dataset across different languages.

Models | English Multi | Bengali German Spanish French Japanese Russian Swahili Telugu Thai Chinese
Vicuna-1.5-7B 17.6 6.4 0.0 144 9.6 14.4 2.8 10.8 3.6 0.0 2.0 14.8
Qwen?2-7B-Instruct 488 404 0.0 672 67.6 68.8 11.2 71.2 10.8 24 456 59.2
Llava-1.5-7B 14.8 7.6 0.0 152 10.8 18.0 2.8 11.2 0.4 0.0 1.6 15.6
Llava-Next-7B 15.6 7.5 0.0 13.6 132 16.0 1.6 12.8 2.0 0.0 1.6 14.0
Phi-3.5-Vision 592 331 0.0 64.0 59.6 58.0 20.0 54.0 4.0 0.0 188 524
PALO-7B 13.6 5.8 0.0 11.6 9.6 132 1.6 8.8 0.4 0.0 0.0 12.4
PANGEA-7B (Ours) | 820 474 | 0.0 68.4 74.8 632 22.0 68.0 54.0 56 496 68.0

Table 18: Comparison of models on the MGSM dataset across different languages.
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Models \ English Multi Arabic  Bengali Portuguese Chinese French German
Vicuna-1.5-7B 49.5 34.7 30.3 28.5 39.6 36.9 404 39.8
Qwen2-7B-Instruct 70.1 53.1 51.0 434 60.7 63.8 61.5 57.7
Llava-1.5-7B 50.2 34.9 29.7 28.5 40.3 36.8 40.1 39.8
Llava-Next-7B 52.1 35.6 30.0 28.8 40.7 37.3 414 414
Phi-3.5-Vision 62.0 39.1 34.9 279 47.6 41.5 49.2 45.8
PALO-7B 46.7 32.6 30.3 29.5 36.0 34.2 36.9 35.8
PANGEA-7B (Ours) |  68.4 522 49.3 444 58.9 60.5 58.9 56.7
Models \ Hindi Indonesian Italian Japanese Korean Spanish Swahili  Yoruba
Vicuna-1.5-7B 29.8 36.5 39.5 359 34.1 40.3 27.9 26.8
Qwen2-7B-Instruct 45.7 57.1 60.8 58.0 54.6 61.9 36.0 31.8
Llava-1.5-7B 29.2 37.1 41.0 35.1 34.1 41.6 28.0 27.3
Llava-Next-7B 29.6 37.5 412 36.0 34.2 42.7 28.5 28.7
Phi-3.5-Vision 329 38.3 47.0 40.0 36.6 49.6 28.9 27.8
PALO-7B 29.6 33.7 36.4 32.7 30.6 37.0 26.4 27.1
PANGEA-7B (Ours) | 45.7 554 58.8 55.3 52.7 59.7 42.8 31.3

Table 19: Comparison of models on the MMMLU dataset across different languages.
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