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1.	Introduction	
    Recent	advances	in	artificial	intelligence	(AI)	have	
led	to	promising	fundus	disease	screening	systems	
for	disease	detection	and	patient	referral,	but	most	
are	tailored	to	specific	diseases—such	as	diabetic	
retinopathy[1,2],	glaucoma[3,4],	and	retinopathy	of	
prematurity[5,6]—and	are	trained	on	task-specific	
datasets.	This	specialization	results	in	misdiagnosis	
when	encountering	new	data	(e.g.,	images	from	
different	cameras)	or	adapting	to	new	or	rare	disease	
categories.	Collecting	comprehensive	datasets	
covering	all	fundus	abnormalities	is	challenging	due	
to	limited	healthcare	resources	and	varying	disease	
prevalence,	restricting	AI	models'	feature	
representation,	and	necessitating	extensive	
retraining	for	different	real-world	applications.	While	
large	foundation	models	(LFMs)	have	excelled	in	
computer	vision	tasks	by	providing	rich	feature	
support	for	downstream	applications[7,8],	current	
ophthalmic	LFMs	are	pre-trained	on	extensive	yet	
categorically	limited	datasets.	To	address	these	
challenges,	we	collected	341,896	fundus	image–text	
pairs	encompassing	over	400	retinal	and	optic	nerve	
diseases	from	diverse	sources	across	multiple	
countries,	regions,	and	ethnicities.	This	study	
developed	RetiZero,	an	LFM	based	on	a	contrastive	
vision–language	pretraining	framework	that	
integrates	masked	autoencoder-based	pretraining	
knowledge	and	low-rank	training	methods.	
Additionally,	we	introduced	an	uncertainty	vision–
language	feature	calibration	method	using	Dirichlet	
reparameterization	to	further	align	vision	and	
language	features	in	high-dimensional	embedding	
space.	Consequently,	RetiZero	achieved	superior	
performance	across	various	downstream	tasks,	
marking	a	significant	advancement	in	ophthalmic	
artificial	intelligence.	 

2.	Methods	
  To	address	these	problems	and	challenges,	we	

collected	341,896	fundus	images	paired	with	text	
descriptions	from	publicly	available	datasets,	
ophthalmology	literatures,	and	online	resources,	
encompassing	over	400	retinal	and	optic	nerve	
diseases.	As	shown	in	Fig.	1,	RetiZero	is	based	on	a	
contrastive	vision-language	pretraining	framework	
that	integrates	MAE-based	pretraining	knowledge	

and	low-rank	training	methods.	Moreover,	we	
introduced	an	uncertainty	vision-language	feature	
calibration	method	using	Dirichlet	
reparameterization	within	the	contrastive	vision-
language	pretraining	framework,	to	further	better	
align	vision-language	features	in	the	high-
dimensional	embedding	space.	Consequently,	
RetiZero	achieved	superior	performance	in	various	
downstream	tasks.	

 
Fig.	1:	Overview	of	the	framework.	a,	Datasets	for	RetiZero	
pretraining.	b,	RetiZero,	which	combines	the	strengths	of	
self-supervised	learning	based	on	the	MAE	architecture	and	
contrastive	learning	from	the	CLIP	architecture.	

3.	Results	
The	biggest	advantage	of	RetiZero	is	the	capability	

of	zero-shot	learning,	which	enables	RetiZero	to	
recognize	fundus	diseases	using	only	textual	
prompts,	without	needing	to	retrain	or	fine-tune	the	
model	with	labelled	fundus	images.	As	shown	in	Fig.	
2a,	RetiZero	achieved	overall	Top-1,	Top-3,	and	Top-5	
scores	of	0.442,	0.702,	0.840,	respectively,	for	
recognizing	15	common	fundus	diseases	and	normal	
condition	of	30,089	fundus	images	(Fig.	2e).	To	
further	validate	RetiZero's	zero-shot	capability	in	
more	challenging	clinical	scenarios,	we	assembled	a	
more	demanding	dataset	named	EYE-52	(including	
7,007	fundus	images	from	various	ophthalmology	
clinics,	covering	52	fundus	diseases,	Fig.	2f.).	As	
depicted	in	Fig.	2b,	RetiZero	achieved	overall	Top-1,	
Top-3,	and	Top-5	scores	of	0.360,	0.626,	and	0.756,	
respectively,	for	recognizing	these	52	types	of	fundus	
diseases	in	a	zero-shot	manner.	Fig.	2c	further	
illustrates	the	excellent	performance	of	RetiZero	in	
identifying	15	fundus	diseases	through	image-to-
image	retrieval.	The	overall	scores	for	Top-1,	Top-3,	
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and	Top-5	are	0.854,	0.928,	and	0.950,	respectively.	
In	the	more	challenging	Eye-52	dataset,	RetiZero	
achieved	overall	Top-1,	Top-3,	and	Top-5	scores	of	
0.726,	0.843,	and	0.886,	respectively	(Fig.	2d).	For	
fundus	disease	identification,	RetiZero	achieved	
average	AUCs	of	0.9972,	0.9796,	and	0.9930	on	the	
three	datasets	(Fig.	2h),	respectively,	each	
encompassing	15,	13,	and	12	different	categories	of	
retinal	diseases/normal	condition,	respectively.		

 
Fig.	2:		a,	The	overall	Top-1,	Top-3,	and	Top-5	scores	for	
zero-shot	performance	on	EYE-15	dataset.	b,	The	overall	
Top-1,	Top-3,	and	Top-5	scores	image-to-image	retrieval	
performance	on	EYE-15	dataset.	c,	The	zero-shot	
performance	on	the	EYE-52	dataset.	d,	Image-to-image	
retrieval	performance	on	EYE-52	dataset.	e,	Data	
distribution	of	EYE-15.	f,	Data	distribution	of	EYE-52.	g,	
ROC	curves	for	fundus	disease	identification.	h,	Data	
distribution	of	different	datasets.	 
4.	Conclusion 
In	this	study,	we	trained	a	vision-language-

foundation	model,	RetiZero,	using	a	vast	amount	of	
image-text	pairs.	Comprehensive	experimental	
results	demonstrated	that	RetiZero	has	strong	
capability	in	representing	fundus	disease	features	
across	a	wide	range	of	downstream	tasks	of	fundus	
disease	identification,	including	zero-shot	

recognition,	image-to-image	retrieval,	and	fundus	
disease	identification.	The	performance	of	RetiZero	is	
superior	to	two	state-of-the-art	ophthalmic	LFMs,	
RETFound	and	FLAIR.	These	results	collectively	
demonstrated	the	superior	performance	of	RetiZero	
in	both	common	and	rare	fundus	disease	
identification.	
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