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Abstract

Paraphrase generation is a fundamental task in001
natural language processing. In this work, we002
study diverse paraphrase generation, and pro-003
pose a novel method to increase surface-form004
diversity while maintaining semantic similarity005
for the generated paraphrase. Our method dis-006
entangles the generation into syntax structure007
planning and semantic realization, which first008
produces a syntax tree as high-level guidance009
and then generates surface form of paraphrase010
conditioned on the syntax tree. We further intro-011
duce a diversity-driven calibration loss to rank012
the probability of model generated sequences013
and enhance the output diversity. We evaluate014
our method on both ParaNMT dataset and a015
newly proposed DiverseQuora dataset, and our016
model outperforms strong baselines with better017
quality and diversity on both datasets.018

1 Introduction019

Paraphrase generation is an important task in020

natural language processing, with the goal to021

transformer the source sentence into a different022

surface form while keeping the semantic mean-023

ing unchanged (Madnani and Dorr, 2010; Dou024

et al., 2022; Zhou and Bhat, 2021). It has var-025

ious downstream applications such as question026

answering (Liu et al., 2020a), machine transla-027

tion (Mallinson et al., 2017), and sentence simplifi-028

cation (Martin et al., 2022; Maddela et al., 2023).029

While most studies in this domain focus on gen-030

erating paraphrases with high semantic similarity,031

how to paraphrase with enhanced surface diver-032

sity is much less studied. Here, we define “en-033

hanced surface diversity” as to generate sentences034

with largely different surface form compared with035

the original source input but still keep the seman-036

tic meaning unchanged. Surface-form diversity is037

an important feature for paraphrase generation be-038

cause it helps to accommodate various audiences,039

contexts, and applications by generating multiple040

How do I make money from home ?

What are the ways to
 generate income

while staying at home?

 Is there any easy way
to make money online ?

(ROOT (S (ADVP) (NP) (VP) (. .)))

(ROOT (SBARQ (WHNP (WP)) (SQ (VBP) (NP)) (.))) (ROOT (SQ (VBZ) (NP (EX)) (NP (NP) (S)) (.)))

Source Sentence

Syntax Plan

Reference

Source Syntax Tree

synonym
replacement

Figure 1: An example sentence and its paraphrases
with different diversity. The syntax tree represents the
surface-from organization of the target paraphrase.

ways to express the same idea. Diverse paraphras- 041

ing also ensures more robust and adaptable models, 042

capable of understanding and producing a wider 043

range of linguistic expressions. This can further 044

benefit downstream applications by allowing more 045

nuanced and varied outputs. 046

However, there remains challenges to generate 047

diverse paraphrases with current token-level autore- 048

gressive language models. Achieving surface-form 049

diversity while ensuring semantic fidelity to the 050

input sentence is essential for effective paraphrase 051

generation. Yet, the current training objective with 052

maximum likelihood estimation (MLE) over each 053

token in the target sequence cannot explicitly learn 054

such disentanglement, and thus makes it hard to 055

fulfill the aforementioned two objectives. 056

To overcome this, we propose a Syntax Driven 057

Diverse Paraphrase framework (NADIA) to stably 058

generate sentences with high diversity. First, syn- 059

tactic structure is useful to represent the surface 060

organization of a sentence, as shown in Figure 1. 061

Thus, we explicitly incorporate syntactic structure 062

as high-level guidance to control the surface-form 063

generation and improve output diversity. Specif- 064

ically, our model first produces a syntax tree as 065

plan, and then conducts surface generation to pro- 066

duce paraphrases with synonym replacement con- 067

ditioned on the syntax tree. By doing so, our model 068

can effectively learn to disentangle paraphrase gen- 069

eration into syntax planning and semantic realiza- 070

tion, thus generating more diverse outputs. Fur- 071

thermore, to mitigate the issue of MLE training 072
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that lacks sequence-level objective, we introduce073

a diversity-driven calibration loss, which ranks074

model outputs and aligns sequence-level likelihood075

to both surface diversity and semantic similarity076

in the latent space. Therefore, our model learns to077

produce outputs with better diversity and quality.078

To evaluate our model performance, we build079

up a new dataset, DiverseQuora, with more di-080

verse targets compared to the existing paraphrase081

generation benchmarks. 1 Experiments on both082

ParaNMT and our newly proposed DiverseQuora083

dataset prove that NADIA with syntax planning and084

diversity-driven sequence calibration outperforms085

strong baselines with better quality and diversity.086

2 Related Work087

Paraphrase generation has received significant re-088

search attention. Li et al., 2016 studied using mu-089

tual information to generate more diverse responses.090

Prakash et al., 2016 first used deep neural networks091

to generate paraphrases. Wieting and Gimpel, 2018092

(ParaNMT) and Kumar et al., 2020 (QQPos) built093

up widely used datasets for paraphrase. Compared094

to these datasets, DiverseQuora is more diverse095

and has better quality distilled from the Large Lan-096

guage Model. Most prior works in controllable097

paraphrase rely on reinforcement learning(Gupta098

et al., 2017, Li et al., 2018,Liu et al., 2020b), which099

is difficult to train and control the diversity level.100

Xu et al., 2018 studied using conditional embed-101

ding to control diverse generation, and Cao and102

Wan, 2020 studied extra loss in GAN to improve di-103

versity. Similar to REAP(Goyal and Durrett, 2020)104

and BRIO (Liu et al., 2022), we use ordering to105

improve specific metrics of quality. Different from106

their work, we incorporate ordering into planning-107

based model to improve both surface diversity and108

semantic fidelity. AESOP(Sun et al., 2021) and109

GCPG(Yang et al., 2022) also use syntax informa-110

tion to control generation, but they rely on human-111

labeled exemplars. SGCP(Kumar et al., 2020) uses112

a syntax tree but within a fixed human labeled set.113

Both methods use contrastive loss to improve qual-114

ity towards specific aspects.115

3 Method116

The overview of NADIA is shown in Figure 2. We117

first describe our planning based model architec-118

ture (§ 3.1), and then introduce the diversity-driven119

calibration loss (§ 3.1).120

1Code and dataset will be released upon publication.

3.1 NADIA with Syntax-planning 121

Paraphrase generation is typically modeled as a 122

sequence-to-sequence (Seq2seq) task with the con- 123

ditional probability P (y|x), where x denotes the 124

input and y is the target. In this work, we explicitly 125

incorporate target syntax feature z as high-level 126

guidance into the generation process: Instead of 127

directly generating surface target y, our model first 128

computes p(z|x) to generate a syntactic plan that 129

represents the surface organization of the target, 130

and then produces the final target conditioned on 131

both input and plan with p(y|z, x). In this way, 132

our planning-based modeling disentangles the syn- 133

tactic and semantic features and further improves 134

diversity with the guidance of the syntax. 135

Concretely, as shown in Figure 2, the encoder 136

takes the concatenation of the source sentence and 137

source syntactic parse as input. For the decoder, 138

instead of directly generating the target sentence, it 139

first predicts the target syntactic parse, and then pro- 140

duce the target paraphrase according to it. As the 141

generation of target depends on its syntactic plan, 142

we can manipulate the target by sampling plans 143

with desired attributes during inference, thereby 144

enabling the model to enhance output diversity. 145

3.2 Diversity-driven Calibration Loss 146

The typical training with MLE lacks sequence-level 147

objective and cannot directly optimize the model 148

towards the desired goal (Zhao et al., 2023). We 149

propose a diversity-driven calibration loss to pro- 150

vide sequence-level supervision and improve out- 151

put diversity and semantic fidelity. Following Liu 152

et al. 2022, we first train our model with the stan- 153

dard MLE objective. Then we sample multiple 154

candidates from the fine-tuned model and design 155

a multi-object calibration loss to align the model 156

towards the desired goal. 157

As the goal is to improve surface diversity while 158

maintaining semantic fidelity, we first design a 159

multi-objective based scoring function to score 160

each candidate: 161

S(ȳ) = λsts · STS(ȳ) + λb ·BS(ȳ) + λs · SD(y)

− λr1 ·R1(ȳ)− λr2 ·R2(ȳ)
(1) 162

163where ȳ is the candidate, STS(∗) represents sen- 164

tence transformer similarity score (Reimers and 165

Gurevych, 2019) calculated based on an off-the- 166

shelf model 2, BS(∗) denotes BERT score, SD(∗) 167

2https://huggingface.co/sentence-transformers/all-
MiniLM-L6-v2
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Figure 2: Model Architecture

is the syntax tree edit distance, and R1(∗) and168

R2(∗) stand for ROUGE-1/2. All scores are com-169

puted between ȳ and the source input x, and we170

omit x for simplicity. λ∗ are weights of each score,171

tuned as hyper-parameters.172

To align the model outputs with the desired ob-173

ject, we propose a ranking-based calibration loss174

to optimize the model to assign higher probability175

to candidates with higher scores:176

Lcal =
∑

max(logP (yj |x)− logP (yi|x) + |j − i|λcal, 0)

(2)

177

178 where yi and yj are two sampled candidate para-179

phrases with S(yi) > S(yj),∀i, j. λcal is chosen180

empirically to control the margin.181

The final loss is a combination of both token-182

level cross-entropy (Lce) and sequence-level cali-183

bration (Lcal): L = Lce + αLcal, where α is the184

weight. These two losses are complementary to185

each other where cross entropy ensures the model186

not deviate significantly from the reference while187

the calibration loss coordinates the model for better188

diversity.189

4 DiverseQuora Dataset190

Existing work on paraphrase generation mainly191

adopt NLI based dataset such as Quora and192

ParaNMT and convert the original paraphrase to a193

generation task (Yang et al., 2022; Li et al., 2018).194

However, the target paraphrases in these datasets195

usually have a high surface-form similarity as the196

source sentences, making them less applicable in197

our scenario. We introduce a new dataset, Diverse-198

Quora, for diverse paraphrase generation.199

Specifically, we sample about 10K source sen-200

tences from Quora (Kumar et al., 2020) dataset,201

and prompt ChatGPT to produce a diverse para-202

phrase candiate. We then filter the low quality203

paraphrases by verifying their semantic similarity204

re-prompting ChatGPT. The detailed prompts are205

Dataset Train Val. Test Diversity

DiverseQuora 9,213 562 467 11.29
Quora 137,185 3,000 3,000 17.41

ParaNMT 493,081 500 800 18.53

Table 1: Statistics of DiverseQuora and existing para-
phrase datasets. Diversity is measured by BLEU score
between source and target, where lower score means
better diversity.

in Appendix B.1. This yields 10,242 source-target 206

pairs in total. To further validate the data qual- 207

ity, we randomly select 50 samples and manually 208

check the sample quality, with the details in Ap- 209

pendix B.2. Finally, The data are split into train, 210

validation and test sets, with the statistics reported 211

in Table 1. As can be seen, the paraphrases in Di- 212

verseQuora have higher diversity compared to the 213

existing datasets. 214

5 Experiments 215

5.1 Datasets 216

Following previous works (Yang et al., 2022), we 217

include ParaNMT-small (Chen et al., 2019) which 218

is a subset of ParaNMT-50M dataset (Wieting and 219

Gimpel, 2018). We also evaluated our model on 220

the DiverseQuora dataset. 221

5.2 Baseline 222

Besides Seq2Seq where we directly finetune an 223

encoder-decoder Transformer as a baseline, we fur- 224

ther include the following comparison methods. 225

The implementation details of both our models and 226

baselines are in Appendix A.1. 227

Control Seq2Seq. This is a diversity-controlled 228

model. We categorize the dataset into five subsets 229

based on the edit distance to indicate the diversity, 230

and then prepend the diversity as control codes. 231

During inference, we use the highest diversity as 232

the hint to generate diverse outputs. 233
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ParaNMT
Diversity Similarity

Model R-2↓ BLEU↓ ED↑ SD↑ BERT↑ STS↑
Reference 0.201 18.532 0.586 0.269 0.510 0.791
Seq2Seq 0.219 19.727 0.465 0.246 0.490 0.767
Control Seq2Seq 0.168 13.450 0.607 0.226 0.439 0.772
Seq2Seq Post Scoring 0.160 14.012 0.496 0.203 0.505 0.774
NADIA 0.102 8.015 0.558 0.224 0.436 0.741
w/o Calibration Loss 0.149 11.819 0.526 0.214 0.460 0.750

w/o Plan 0.131 12.025 0.533 0.218 0.455 0.750
DiverseQuora

Seq2Seq 0.396 23.997 0.498 0.187 0.643 0.886
Control Seq2Seq 0.327 18.274 0.605 0.200 0.598 0.861
Seq2Seq Post Scoring 0.307 16.694 0.563 0.224 0.619 0.865
NADIA 0.300 17.146 0.604 0.209 0.594 0.854

Table 2: Experimental Results. ED stands for Edit Distance, SD stands for Syntax Tree Edit Distance,R-2 stands for
Rouge F-1 Score, BERT stands for BERT Score, STS stands for Semantic Textual Similarity.

Input Reference NADIA
It is your first own studio. It ’s the first studio you have owned. You’ve got your first studio!
It ’s a big risk for him. The risks for him are big. He’s taking a great risk.
Relax. Take it easy. Just calm down. Calm down, buddy.

Table 3: Three examples from NADIA output.

Seq2Seq Post Scoring. This is a post-scoring234

model, where we adopt Seq2Seq during training.235

In inference, we sample 8 outputs, and select the236

best one with the same scoring parameters as those237

used in the ordering loss, except that the syntax238

tree edit distance is replaced by edit distance.239

5.3 Evaluation Metrics240

We evaluate both diversity and semantic fidelity.241

For surface diversity, we adopt Rouge-2 and242

BLEU to measure the token overlap between243

source and generate paraphrase; we also include244

edit distance (ED) which calculates character level245

Hamming distance and syntax tree distance (SD)246

which computes tree edit distance(Zhang and247

Shasha, 1989) between the two syntax trees (keep248

only top 3 layers as in Figure 3) of source input249

and the generated paraphrase. For semantic fi-250

delity, we leverage BERT score and Semantic Tex-251

tual Similarity (all- MiniLM-L6-v2) to measure the252

similarity between source and paraphrase.253

6 Results and Analysis254

6.1 Automatic Results255

Automatic metrics results are shown in Table 2. As256

can be seen, NADIA can generate outputs with257

both high surface-form diversity and semantic sim-258

ilarity, proving its effectiveness. Compared with259

Control Seq2Seq and Seq2Seq with Post Scoring,260

NADIA is able to achive a good balance of both two261

objectives, demonstrating its effectiveness of gener-262

ating diverse paraphrase. Notably, compared with263

vanilla Seq2Seq that not pursuing diversity, our264

model has slightly lower BERT score and Seman- 265

tic Textual Similarity. This is because changing 266

the used words or word order inherently decreases 267

these scores due to their order sensitivity. This is 268

also evident in the scores between standard refer- 269

ence and input. Furthermore, after removing the 270

planning or calibration loss, the results both drop, 271

which show the effectiveness of the two compo- 272

nents to jointly improve the model performance. 273

6.2 Case Study 274

We show sample outputs in Table 3 and Table 6. 275

From the examples in Table 3, we can see our 276

model output are more different to input sentence 277

on syntax tree level(row 1 and row 2). Besides 278

doing paraphrase, it is trying to leaking predicted 279

information from pretrained model(row 3). This 280

is because we use strategy to select less fine tuned 281

checkpoint before combining with calibration loss. 282

7 Conclusion 283

We proposed a novel method to increase output 284

diversity for the paraphrase task, which disentan- 285

gles paraphrase generation into syntax planning 286

and semantic realization. We further introduce 287

a diversity-driven calibration loss to rank model 288

generated outputs and enhance sequence-level di- 289

versity while maintaining semantic similarity. We 290

propose a DiverseQuora dataset which is distilled 291

from Large Language Model with diverse para- 292

phrases. Experiments show that our model can 293

generate both diverse and high-quality paraphrases 294

compared to several strong baselines. 295
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Limitations296

Seeking diversity in paraphrase will intrinsically297

decrease some similarity scores like BERT score298

and Semantic Textual Similarity. Our model has299

slightly lower similarity metric compared to base300

seq2seq model. In the future, we will investigate301

how to find better metrics which can evict this issue.302

The ordering loss is hard to train on small dataset.303

In the future, we seek to make it easier to control.304
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A Experiment Details434

A.1 Implementation Details435

All models are instantiated by BART using436

base size. During inference, beam size is set437

to 5, and length penalty is set to 1.0. In438

training, all 8 samples are sampled with tem-439

perature=1.2, λsts, λb, λr1, λr2, λs, are set to440

1.0, 0.333, 1.0, 0.0, 0.2 based on validation. α for441

Lcal is set to 1000. BERT score are calculated442

based on RoBERTa model, and Semantic Textual443

Similarity are calculated with “all-MiniLM-L6-444

v2”.445

A.2 Explanation of Syntax Tree446

We use NLTK 3 to compute the syntax tree of both447

source and target sentences. For source syntax tree,448

we do not trim the tree, and concatenate the source449

sentence and the source syntax tree as input. For450

target, we trim the target syntax tree to height = 3451

in our implementation. An concrete example is452

shown in Figure 3.453

3https://www.nltk.org/

Dataset Avg. Quality Std. Quality

DiverseQuora 4.00 1.01
Quora 2.92 1.07

Table 4: Human evaluation of the paraphrase.
B More detailed of DiverseQuora Dataset 454

B.1 Prompt for DiverseQuora Construction 455

We leverage ChatGPT to produce diverse para- 456

phrase given an input sentence. Concretely, we 457

first prompt ChatGPT to produce a paraphrase can- 458

didate with the prompt: 459

"Given a sentence: _input_. Please rewrite the 460

sentence. You need to keep the semantic meaning 461

unchanged, while making the surface form different 462

compared to the original sentence. You can use 463

synonyms or/and change the sentence structure to 464

make them different towards surface form." 465

To ensure the semantic similarity of the gener- 466

ated paraphrase, we verify the quality by prompting 467

the ChatGPT again with the following prompt: 468

"sentence 1: [_sent1_]; sentence 2:[_sent2_]; 469

Do sentence 1 and sentence 2 have the same se- 470

mantic meaning? Answer "yes" or "no":" 471

If the candidate does not satisfy the above condi- 472

tion, we will repeat the process. 473

B.2 DiverseQuora Quality Evaluation 474

We further evaluated the quality of DiverseQuora 475

and original Quora using the evaluation criteria 476

described in Table 5. For each dataset, we ran- 477

domly selected 50 examples from the training set, 478

hide source information, merge and random shuffle 479

them, and then evaluate them using the evaluation 480

criteria described in Table 5. The results are shown 481

in Table 4. Our dataset is of higher quality than the 482

original Quora dataset (Kumar et al., 2020). We 483

also manually selected some examples to show the 484

difference between DiverseQuora and Quora in Ta- 485

ble 7. Because the Quora dataset is generated by 486

filtering negative examples from the original Quora 487

Question Pairs dataset, some pairs are not good 488

paraphrases but rather similar questions (such as 489

row 9). 490

C More Examples Generated by NADIA 491

Here are some examples generated by NADIA. 492

Through leveraging the power of BART model and 493

Calibration Loss, we generate some examples with 494

diversity and good quality. 495
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Source Text Paraphrase

Root

S

NP VP

PRP

It

VBZ

NN

everybody

NP

's 's

POS

NP

NN

screaming

H = 2

H = 3

H = 4

H = 5

It's everybody's screaming.

H = 1

Root

S

ADVP NP

RB

So

NN

everyone shouts

VBZ

VP

H = 2

H = 3

H = 4

So everyone shouts.

H = 1

Figure 3: Showing the syntax tree examples. We select only top 3 layer in predicted syntax plan.

Paraphrase Quality Scale Definition

5: Excellent The paraphrase expresses the original meaning in a new and creative way, while still being accurate
and fluent. It is clear that the paraphraser put a lot of thought into their work.

4: Good Expresse Expresses the original meaning accurately and fluently. It is similar to what a human would
generate within a few seconds.

3: Fair Generally conveys the original meaning, but may be less fluent or original. It may contain some minor
differences, such as removing unimportant information or adding well-known basic information.

2: Poor Does not accurately convey the original meaning. It may introduce new information, lack important
information, use too many of the same words as the original sentence, or is poorly written.

1: Very poor Very similar to the original sentence, or expresses a very different meaning, or the paraphrase is
difficult to understand.

Table 5: The human evaluation template.
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Input Reference NADIA
It is your first own studio . It’s the first studio you have

owned.
You’ve got your first studio!

The police think the bombing
and today’s gunfight in the apart-
ments may be related.

The police suspect that the
bombing may be tied to the
apartment gunfight from earlier
today.

The police think there was a con-
nection between yesterday’s ex-
plosion and today’s shooting.

All this gold’s gonna make
things different.

Everything will be different with
this gold.

The gold will change every-
thing.

We will perform the opposite re-
action to the plan he drew up .

He drew up the plan, so we ’re
going to perform the opposite re-
action.

We’re going to do a different re-
action to this plan.

Let me show you to your seats. I’ll show you where you sit. I’ll show you the seat.
It’s a big risk for him. The risks for him are big. He’s taking a great risk.
Can’t pass documents to this
workspace.

Documents can not be for-
warded to this workspace .

The document can not be trans-
ferred to the workspace.

What we want is to talk to your
daddy.

We just want to talk to your dad. We’d like to talk to your father.

Relax. Take it easy. Just calm down. Calm down, buddy.
Things have been getting a little
weird around here.

There’s some weird stuff going
on.

It’s getting kind of weird.

I have English , science , and
chemistry books.

There are English books and
science books and chemistry
books.

I’ve got books in English, sci-
ence and chemistry.

Table 6: More examples generated by NADIA.
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Source Quora DiverseQuora
What are the benefits of a billing
software?

What is the benefit of billing
software?

What advantages does a billing
software offer?

How do i get my likes and fol-
lowers up on instagram?

How do i increase likes on insta-
gram?

What strategies can I use to in-
crease my likes and followers on
Instagram?

How do i travel around the world
without any money?

How can i travel without an id
or money?

How can I journey around the
globe without any funds?

Which laptop is best under
25000 inr?

Which is best laptop under
25000 with all features like vga
and hdmi port?

What laptop is the optimal
choice for under 25000 Indian
rupees?

How do you take a screenshot
on a mac laptop?

How do you take a screenshot
on a mac?

What is the procedure to capture
a screenshot on a mac laptop?

What happens if you actually
drink bleach?

What happens when you swal-
low bleach?

What would occur if you in-
gested bleach?

How can i create a magnetic
field?

How is a magnetic field created? What steps do I need to take
in order to generate a magnetic
field?

Why was Hindi news channel
NDTV India banned for one
day?

What are your views on the gov-
ernment’s decision of banning
NDTV India for a day?

What was the reason for tem-
porarily suspending the Hindi
news channel NDTV India for
one day?

Is the Aam Aadmi party’s
agenda economically compre-
hensive?

What is the agenda of Aam
Aadmi party?

Does the Aam Aadmi Party’s
program possess an all-
encompassing economic aspect?

How do i find ask someone to
become a mentor?

How do i ask someone to be my
mentor?

What would be the best way for
me to request someone to be my
mentor?

Table 7: Examples from DiverseQuora.
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