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ABSTRACT

Bayesian posterior sampling techniques have demonstrated superior empirical
performance in many exploration-exploitation settings. However, their theoretical
analysis remains a challenge, especially in complex settings like reinforcement
learning. In this paper, we introduce Q-Learning with Posterior Sampling (PSQL),
a simple Q-learning-based algorithm that uses Gaussian posteriors on Q-values for
exploration, akin to the popular Thompson Sampling algorithm in the multi-armed
bandit setting. We show that in the tabular episodic MDP setting, PSQL achieves
a regret bound of O(H?v/SAT), closely matching the known lower bound of
Q(HVSAT). Here, S, A denote the number of states and actions in the underlying
Markov Decision Process (MDP), and T' = K H with K being the number of
episodes and H being the planning horizon. Our work provides several new
technical insights into the core challenges in combining posterior sampling with
dynamic programming and TD-learning-based RL algorithms, along with novel
ideas for resolving those difficulties. We hope this will form a starting point for
analyzing this efficient and important algorithmic technique in even more complex
RL settings.

1 INTRODUCTION

In an online Reinforcement Learning (RL) problem, an agent interacts sequentially with an unknown
environment and uses the observed outcomes to learn an interaction strategy. The underlying
mathematical model for RL is a Markov Decision Process (MDP). In the tabular episodic setting,
the MDP has a finite state space S, a finite action space A and a planning horizon H. On taking an
action a in state s at step h, the environment produces a reward and next state from the (unknown)
reward model Ry, (s, a) and transition probability model Py, (s, a) of the underlying MDP.

Q-learning (Watkins & Dayanl [1992)) is a classic dynamic programming (DP)-based algorithm for RL.
The DP equations (aka Bellman equations) provide a recursive expression for the optimal expected
reward achievable from any state and action of the MDP, aka the (Q-values, in terms of the optimal
value achievable in the next state. Specifically, for any given s € S,a € A, h € [H], the Q-value
Qn(s,a) is given by:
Qn(s,a) = max Rp(s,a) + Z Pr(s,a,8 ) Vy11(s"), with (1)

acA s

Vh+1 (S/) = MaXgre A Qh+1 (sla a'l)7
with Vir11(s) = 0, V s. The optimal action in state s is then given by the argmax action in the above.
When the reward and transition models of the MDP are unknown, the )-learning algorithm uses the

celebrated Temporal Difference (TD) learning idea (Sutton, [1988) to construct increasingly accurate
estimates of ()-values using past observations. The key idea here is to construct an estimate of the

right hand side of the Bellman equation, aka farget, by bootstrapping the current estimate XA/;H_l for
the next step value function. That is, on playing an action a in state s at step h, and observing reward

r,, and next state s, the target z is typically constructed as: z := r + I7h+1 (s).

And the estimate @h (s,a) for Qp (s, a) is updated to fit the Bellman equations using the Q-learning
update ruld']

Qn(s,a) « (1 — an)Qn(s,a) + anz. )
'0r, Qn(s,a) < Qn(s,a)+ an(z— Qn(s,a)) where z — Q (s, a) is called the Temporal Difference (TD).
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Here «,, is an important parameter of the (-learning algorithm, referred to as the learning rate. It is
typically a function of the number of previous visits n for the state s and action a.

There are several ways to interpret the Q-learning update rule. The traditional frequentist interpretation
popularized by Mnih et al.| (2015)) interprets this update as a gradient descent step for a least squares
regression error minimization problem. We propose a more insightful interpretation of -learning
obtained using Bayesian inference theory (details in Section [3.1I). Specifically, if we assume a
Gaussian prior

N(@h(s7a)a %)

on the Q-value Q},(s, a), and a Gaussian likelihood function N'(Q}, (s, a), o?) for the target z, then
using Bayes rule, one can derive the Bayesian posterior as the Gaussian distribution

./\/'(@h(s,a), %2), where @h(s, a) + (1 - an)@h(s, a) + anz 3)

Importantly, the Bayesian posterior tracks not just the mean but also the variance or uncertainty in the
-value estimate. Intuitively, the state and actions with a small number of past visits (i.e., small n)
have large uncertainty in their current ()-value estimate, and should be explored more. The posterior
sampling approaches implement this idea by simply taking a sample from the posterior, which is likely
to be closer to the mean (less exploration) for actions with small posterior variance, and away from
the mean (more exploration) for those with large variance. This uncertainty quantification is useful for
managing the exploration-exploitation tradeoff for regret minimization. The exploration methodology
is distinct from algorithms that use additive bonuses or randomized perturbations in the estimates.

—— g— Following this intuition, we introduce Q-learning

50001 —— ALswI T with Posterior Sampling (PSQL) algorithm that main-

o Segesrandal tains a posterior on Q-values for every state and ac-

5 % P tion. Then, to decide an action in any given state, it

g o0 | /‘/ ____________________ simply generates a sample from the posterior for each
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‘g 20004 /-" Q-values.
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et al.l2018;|Li et al., 2021bj|Fan & Ming}[2021};|Sasso
Figure 1: Performance comparison of et al.l|2023), the posterior sampling approaches are
PSQL*(a heuristic derived from PSQL), generally believed to be more efficient in managing
UCBQL (Jin et all [2018); Staged- the exploration-exploitation tradeoff than their UCB
RandQL(Tiapkin et al| [2023), and (Upper Confidence Bound) counterparts. Our pre-
RLSVI (Russo, 2019) in a chain MDP liminary experiments (see Figure[I)) suggest that this
environment (for details, and more experi- is also the case for our Q-learning approach in the
ments, see Appendix . tabular RL setting. E] However, obtaining provable

guarantees for posterior sampling approaches have

historically been more challenging.

Several previous works (e.g., |Li et al.| (2021a)); Jin
et al.|(2018))) use UCB-based exploration bonuses to design optimistic Q-learning algorithms with
near-optimal regret boundsﬂ For the posterior sampling based approaches however, the first tractable
@-learning based algorithm with provable regret bounds was provided only recently by Tiapkin et al.
(2023)) for the Staged-RandQL algorithm. However, the Staged-RandQL (and RandQL) algorithm
presented in their work deviated from the natural approach of putting a posterior on Q-values, and
instead derived a Dirichlet Bayesian posterior on the transition probabilities, which is conceptually
closer to some model-based posterior sampling algorithms, e.g., the PSRL algorithm in|Agrawal &

*For the empirical study reported here, we implement a vanilla version of posterior sampling with Q-learning|
The PSQL algorithm presented later modifies the target computation as described later in Section[3] for the sake
of theoretical analysis.

“The algorithm from Jin et al.| (2018) is referred as UCBQL in the text and experiments
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Jia (2017). RandQL implements sampling from the implied distribution on Q-estimates in a more
efficient way via learning rate randomization, so that it qualifies as a model-free algorithm.

Another closely related approach with provable regret bounds is the RLSVI (Randomized Least
Squared Value Iteration) algorithm by (Osband et al.| (2016b; |2019); Russo| (2019); [Zanette et al.
(2020); | Agrawal et al.| (2021)); | Xiong et al.| (2022). The RLSVI algorithm is an approximate value
iteration-based approach that can be interpreted as maintaining “empirical posteriors" over the value
functions by injecting noise. However, in the tabular setting considered here, RLSVI reduces to a
model-based algorithm. (See Section for further comparisons.) There are several other model-
based posterior sampling algorithms in the literature with near optimal regret bounds (Osband et al.,
2013;|Osband & Van Royl 2017} |/Ouyang et al.| 2017} |Agrawal & Jial [2022} |Agarwal & Zhang, [2022;
Tiapkin et al.| [2022). Model-based algorithms directly estimate the reward and/or transition model,
instead of the implied optimal value functions, or policy parameters. In many settings, model-based
algorithms can be more sample efficient. But, model-free approaches like Q-learning have gained
popularity in practice because of their simplicity and flexibility, and underlie most successful modern
deep RL algorithms (e.g., DQN Mnih et al.|(2013)), DDQN jvan Hasselt et al.| (2015), A3C Mnih et al.
(2016))). Provable regret bounds for a simple posterior sampling based Q-learning algorithm like
PSQL, therefore, still remains a problem of significant interest.

Our contributions are summarized as follows.

* We propose the Q-learning with Posterior Sampling (PSQL) algorithm that is the first Q-
learning algorithm with natural and efficient exploration provided by the Bayesian posterior
sampling approach. Our preliminary experiments demonstrate promising empirical perfor-
mance of this simple algorithm compared to contemporary approaches. (See Section 3] for
algorithm design and Appendix [A]for experiments.)

* We provide a novel derivation of Q-learning as a solution to a Bayesian inference problem
with a regularized Evidence Lower Bound (ELBO) objective. Besides forming the basis of
our PSQL algorithm design, this derivation provides a more insightful interpretation of the
learning rates introduced in some previous works on J-learning (e.g.,Jin et al.|(2018)) to
obtain provable regret bounds. (See Section[3.1])

* We prove a near-optimal regret bound of O(H 2\/SAT) for PSQL which closely match
the known lower bound of Q(H+/SAT) (Jin et al., 2018). Our result improves the regret
bounds available for the closely related approach of RLSVI (Russo, |2019) and matches

those recently derived by [Tiapkin et al.|(2023) for a more complex posterior sampling based
algorithm Staged-RandQL. (See Section 2} 4])

* Our regret analysis reveals several key difficulties in combining posterior sampling with
DP and TD-learning-based algorithms due to error accumulation in the bootstrapped target;
along with novel ideas for overcoming these challenges. (See Section[4.1])

2  OUR SETTING AND MAIN RESULT

In the online reinforcement learning setting, the algorithm interacts with environment in K sequential
episodes, each containing H steps. Atstep h = 1,..., H of each episode k, the algorithm observes
the current state sy, 5, takes an action ay, , and observes a reward 7, ;, and the next state sy j,41.

The reward and next state are generated by the environment according to a fixed underlying MDP
(S, A, R, P), so that Pr(sy p4+1 = §'|Sk,n = S, a0 = a) = Pu(s,a,8),E[rg pnlskn = S, akn =
a] = Rp(s,a). However, the reward functions and the transition probability distributions Rj, Py, h =
1,..., H are apriori unknown to the algorithm. The goal is to minimize total regret compared to the
optimal value given by the dynamic programming equation (I)). Specifically, let 7, denote the policy
used by the algorithm in episode k, so that ay, p, = 7 (sk,). We aim to bound regret, defined as

Reg(K) i= 1 (Vi(sk1) = V™ (s1.1)) “
for any set of starting states s 1,k =1,..., K.

Since the algorithm can only observe the environment’s response at a visited state and action, a
main challenge in this problem is managing the exploration-exploitation tradeoff. This refers to the
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dilemma between picking actions that are most likely to be optimal according to the observations
made so far, versus picking actions for that allow visiting less-explored states and actions. The
two main approaches for managing exploration-exploitation tradeoffs are the optimistic approaches
based on UCB and posterior sampling approaches (aka Thompson Sampling in multi-armed bandit
settings).

In this paper, we present a Q-learning algorithm with posterior sampling (PSQL) that achieves the
following regret bound. Here O(-) hides absolute constants and logarithmic factors.

Theorem 1 (Informal). The cumulative regret of our PSQL (Algorithm[l]) in K episodes with horizon
H is bounded as Reg(K) < O (HQ\/ SAT) ,where T'= KH.

2.1 RELATED WORKS

[ [ Algorithm [ Regret [ Comments
8 UCBQL (Jin et al.}[2018) O(H"*V/SAT) Q-learning with UCB
2 Q-EarlySettled-Advantage (Li et al.,|2021a) O(HVSAT) Q-learning with UCB
<, | Conditional Posterior Sampling (Dann et all2021) 5 O(H S A\/T) computationally intractable
E RLSVI (Russol 2019) O(H 3815\ AT) approximate value iteration
g C-RLSVI (Agrawal et al.,[2021)) O(H 2SVAT) approximate value iteration
5 Staged RandQL (Tiapkin et al., 2023) Q( H?\/SAT) randomized learning-rates
3 PSQL [this work] O(H 2y SAT) Gaussian posteriors on Q-values
&~ Lower bound (Jin et al}, 2018) Q(H+/SAT) -

Table 1: Comparison of our regret bound to related works ( |Dann et al.| (2021) is in function
approximation setting).

Our work falls under the umbrella of online episodic reinforcement learning on regret minimization
in tabular setting. In the category of the Upper Confidence Bound (UCB)-based algorithms, there is a
huge body of research both on model-based (Bartlett & Tewaril 2012; |Azar et al.,|2017; |[Fruit et al.,
2018} Zanette & Brunskill, 2019; Zhang et al., [2020; Boone & Zhang] 2024), and model-free (Jin
et al., 2018;Bai et al., 2019; [Ménard et al.| 2021} Zhang & Xie} 2023 |Agrawal & Agrawal, [2024)
algorithms. In-fact, Jin et al.| (2018)) were the first to provide a near-optimal worst-case regret bound

of O(V/H3SAT), subsequently improved to O(H+/SAT) by|Zhang et al.| (2020); ILi et al|(2021a).

Motivated by the superior empirical performance of Bayesian posterior sampling approaches com-
pared to their UCB counterparts (Chapelle & Li, 2011; Kaufmann et al., 2012; Osband et al., 2013;
Osband & Van Royl 2017; (Osband et al.,|2019)) there have been several attempts at deriving provable
regret bounds for these approaches in the episodic RL setting. Among model-based approaches, near
optimal regret bounds have been established for approaches that use (typically Dirichlet) posteriors
on transition models (Ouyang et al.,|2017; |Agrawal & Jia, [2017} Tiapkin et al.}2022). There have
been relatively limited studies on model-free, sample-efficient and computationally efficient Bayesian
algorithms. |Dann et al.| (2021)) proposed one such framework but is computationally intractable. Our
work aims to fill this gap.

A popular approach closely related to posterior sampling is Randomized Least Square Value It-
eration (RLSVI) (Osband et al., 2016b; [2019; [Russol, [2019; Zanette et al., 2020) and RLSVI-like
approaches (Agrawal et al} 2021} [Xiong et al., [2022} [Ishfaq et al.l 20215 |2023;2024)). In RLSVI,
the exploration is carried out by injecting randomized uncorrelated noise to the reward samples,
followed by a re-fitting of a ()-function estimate by solving a least squares problem on all the past
data, incurring heavy computation and storage costs. This process has been interpreted as forming an
approximate posterior distribution over value functions. RLSVI too enjoys a “superior-than-UCB”
empirical performance. In contrast to Q-learning (or TD-learning approaches in general) these ap-
proaches do not bootstrap on the older estimates and hence their techniques are not broadly applicable
in our analysis. However, its worst-case regret bounds (Russo, |2019) remain suboptimal (see Tablem)
in their dependence on the size of the state space.

More recently, [Tiapkin et al.| (2023) proposed (RandQL and Staged-RandQL) algorithms that are
model-free, tractable and enjoy O(H?2v/SAT) regret by randomizing the learning rates of the Q-
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learning update rule. Their algorithmic design is based on Dirichlet posteriors on transition models
and efficient implementation of the implied distribution on ()-value estimates via learning rate
randomization. Our algorithm is much simpler with far lesser randomized sampling steps and in our
preliminary experiments (see Figure[T]and Section[A), our PSQL approach with simple Gaussian
based posteriors shows better/comparable performance compared to these algorithms.

In Table [T] we provide a detailed comparison of our results with the above-mentioned related work on
posterior sampling algorithms for RL.

3 ALGORITHM DESIGN

We first present a Bayesian posterior-based derivation of the Q-learning update rule, which forms the
basis for our algorithm design.

3.1 POSTERIOR DERIVATION

An insightful interpretation of the Q-learning update rule can be obtained using Bayesian inference.
Let 6 denote the Bayesian parameter that we are inferring, which in our case is the quantity Qy,(s, a).
Given a prior p on 6, log likelihood function (0, -), and a sample z, the Bayesian posterior ¢ is given
by the Bayes rule:

q(0) o< p(0) - exp(£(6, 2)) )

which can also be derived as an optimal solution of the following optimization problem (see Chapter
10 in Bishop & Nasrabadi| (2006)), whose objective is commonly referred to as Evidence Lower
Bound (ELBO):

max Eo.q[ (6, 2)] — KL(q]lp) ©

where K'L(-||-) = [, q(0) log( ZEZ;) denotes KL-divergence function. It is well known that when p(-)

is Gaussian, say N (], nj), and the likelihood given @ is Gaussian A/ (6, o), then the posterior ¢(-)
is given by the Gaussian distribution

N (@, %), with i 4= (1= ap)fi + anz ™)

with o, = L. Therefore, substituting 6 as Qy, (s, a) and fi as Qn(s,a), the above yields the Q-learning
1

learning update rule (2) with learning rate o, = ..

A caveat is that the above assumes 2 to be an unbiased sample from the target distribution, whereas in
Q-learning, z is biased due to bootstrapping. In a recent work, Jin et al.| (2018]) observed that in order
to account for this bias and obtain theoretical guarantees for Q-learning, the learning rate needs to
be adjusted to o, = Zj_i In fact, Bayesian inference can also provide a meaningful interpretation
of this modified learning rate proposed in Jin et al.| (2018). Consider the following “regularized"”
Bayesian inference problem (Khan & Ruel [2023)) which adds an entropy term to the ELBO objective

in (6):

max Ey~q[£(8, 2)] — KL(gllp) + A H(q) ®)

where 7 (g) denotes the entropy of the posterior. We show in Lemma (refer Appendix B) that for
the choice of A, = £, when the prior p(f) is Gaussian N (%, n”—_?l), and the likelihood of z given 6

is Gaussian NV (6, + +1) then the posterior ¢(-) is given by the Gaussian distribution in (7) with the
same learning rate o, = gf as suggested inJin et al.|(2018).

Substituting 6 as Qp(s,a) and i has Qn(s,a) in (8), we derive that given a Gaussian prior
N(Qn(s,a), n"—jl) over Qy (s, a), Gaussian likelihood N'(Qy, (s, a), H"—jl) on target z, the following
posterior maximizes the regularized ELBO objective:

(Qh(s a), < ) where @h(s,a) «— (1- an)@h(s,a) + ayz, 9)

H+1 “and n is the number of samples for s, @ observed so far.

H+n>

where a,, =
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The entropy regularization term of (8] introduces extra uncertainty in the posterior. Intuitively, this
makes sense for Q-learning as the target z is bootstrapped on previous interactions and likely has
additional bias. The weight \,, of this entropy term decreases as the number of samples increases
and the bootstrapped target is expected to have lower bias. This derivation may be of independent

interest as it provides an intuitive explanation of the modified learning rate schedule proposed (%

as compared to %) in Jin et al.|(2018), where it was motivated mainly by the mechanics of regret
analysis. The above posterior derivation forms the basis of our algorithm design presented next.

3.2 ALGORITHM DETAILS

A detailed pseudo-code of our PSQL algorithm is provided as Algorithm It uses the current
Bayesian posterior to generate samples of (- values at the current state and all actions, and plays the
arg max action. Specifically, at a given episode k, let sj, be the current state observed in the beginning
of the episode and for action a, let Ny (sp, a) be the number of visits of state s;, and action a before

this episode. Let @h (sn,a) be the current estimate of the posterior mean, and

o(n) = 25 = 64:1 log (K H/9). (10)

Then, the algorithm samples for each a,
Qn(sn,a) ~ N(Qn(sn,a),a(Ny(sn,a))?)

and plays the arg max action a;, := arg max, Qh(sh, a).

The algorithm then observes a reward 7, and the next state sj, 41, computes a target z, and updates
the posterior mean estimate using the Q-learning update rule. A natural setting of the target would be
rh + maxe Qpy1(Spt1,a’), which we refer to as the “vanilla version" or PSQL*. However, due to
unresolvable difficulties in regret analysis discussed later in Section[d] the PSQL algorithm computes
the target in a slightly optimistic manner (r;, + V 41(s)) as we describe later in this section. Our
experiments (Appendix |A)) show that although this modification does impact performance, PSQL still
remains significantly superior to its UCB counterpart.

Algorithm 1 Q-learning with Posterior Sampling (PSQL)
1: Initialize: @HH(S,G) = ‘7H+1(S) =0, @h(s,a) = ‘A/h(s) = H,Np(s,a) =0Vs,a,h.

2: for episodes k = 1,2,...do

3 Observe s7.

4 forsteph=1,2,...,H do

5: Sample Qp,(sh,a) ~ N (Qn(sh,a),0(Nu(sp,a))?), forall a € A.
6 Play aj, := argmax,. 4 Qn(sn, a).

7 Observe 7, and Sp,41.

8 z < ConstructTarget(h, rh,sh+1,@h+1,Nh+1).
9 n = Np(sn,an) < Np(sp,an) + 1, ap, i= gi}l

10: Qn(shsan) < (1 — an)Qn(sn, an) + anz.

11:  end for

12: end for

Algorithm 2 ConstructTarget(h,r, s, @, N)
Return r, if h = HA+ 1.
Seta = argmax, Q(s’,a) + o(N(s',a)). Set J := J(d) as in (TI).
/* Take maximum of the J samples from the posterior of target V},41 */
Sample V9 ~ A/ (@(s',a),a(N(s',a))2), forj € [J(8)].ac A.
V(s') < max; V7.
Return z :=r + V (s').
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Specifically, given reward r;, = r and next state s5, 41 = s', a value function estimate V', 1(s’) is
computed as the maximum of .J samples from the posterior on Q1(s’, @), with @ being the arg max
action of posterior mean + standard deviation. That is, let

@ := arg max @thl(S/v a) +0(Npt1(s',a)), and V11 (s") = mg}c v/,
a J

with J = J(9) == p2ZA 0 py = ®(=1) — § 4. (11)
Observe that the above procedure computes a V1,11 (s’) that is more optimistic than single sample
maximum (i.e., "vanilla version" max,s Qn(s’, a’)). However, the optimism is limited only to the
target computation not to the main decision-making in Line 6, marking an important departure from
UCB based optimism (e.g.,Jin et al.|(2018)). Multiple sampling from the posteriors is a common
technique considered in the past works (Tiapkin et al.}|2022; |Agrawal & Jia, 2017; /Agrawal et al.,
2017) to aid analysis. Finally, the algorithm uses the computed target z = 7, + Vj41(Sp41) to

update the posterior mean via the Q-learning update rule, with «,, = gié

Qn(s,a) < (1 —a,)Qn(s,a) + az.
Letn = Ny, (s, a), then Algorithmimplies (af) =T7_; (1 — a;) and o}, = ouIT}_; 1 (1 — a;)),

Qrn(s,a) =a0H+> o, (Tki,h +Vki,h+1(3k,_-,h+1)) : (12)

=1
4 REGRET ANALYSIS

We prove the following regret bound for PSQL.
Theorem 2. The cumulative regret of PSQL (Algorithm in K episodes satisfies

Reg(K) = (S Vi (ska) = V% (s1.0)) < O (H*VSATY),
with probability at least 1 — 8, where x = log(JSAT/§) and T = KH.

4.1 CHALLENGES AND TECHNIQUES.

Most of the unique challenges for the theoretical analysis of Q-learning with posterior sampling are
associated with the bootstrapped nature of TD-learning itself. As shown in (T2)), mean estimate at the
given step h depends on a weighted average of the past next-step h + 1 estimates, causing the errors
at h + 1 of the past estimates propagate to the estimate at step h. In model-based methods(e.g.,|Azar
et al. (2017);|Osband & Van Roy|(2017); Zanette et al.|(2020)) such issues are non-existent as they
recalculate their estimates from scratch at each time step.

Optimism dies down under recursion. One difficulty in analyzing Bayesian posterior sampling
algorithms is the absence of high probability optimism (the property that the estimates upper bound
the true parameters). Observe that the regret of an algorithm in any episode k can be decomposed as:

Vit (sa) = V™ (s1) < (Vi (s1) = Qe (sw1, ar1)) + Qe (sw1, ann) = V™ (se)) - (13)

Optimism error Estimation error

In algorithms like UCBQL (Jin et al., 2018)), there is no optimism error since the UCB estimate
is a high-confidence upper bound on the optimal value function. Prior posterior sampling ap-
proaches (Agrawal & Goyall [2012; 2017} Russo} [2019; |Agrawal et al.| 2021) were able to bound
optimism error by proving a constant probability optimism, and then boosting to high probability by
a statistical argument. However, due to the recursive nature of Q-learning, their techniques do not
directly apply.

To see this, suppose that if we have a constant probability p of optimism of posteriors on value
functions in state H. The optimism of stage H — 1 value requires optimism of stage H value; leading
to p? probability of optimism in stage H — 1. Continuing this way, we get an exponentially small
probability of optimism for stage 1.
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Multiple sampling from the posteriors only partially helps. To get around the issues with constant
probability optimism, many posterior sampling algorithms (e.g., model-based PSRL |Agrawal & Jia
(2022), MNL-bandit |/Agrawal et al.| (2017)/Tiapkin et al.| (2022)/Ishfaq et al.| (2021)) etc.) taking
max over multiple (say JJ) samples from the posterior in order to get high probability optimism. We
follow a similar modification, with differences described later in the section. We believe that, due
to bootstrapping nature of Q-learning (or TD-learning methods in general), merely taking multiple
samples for either decision-making and the target construction would lead to exponential (in H)
accumulation of errors, even for J as small as 2. Below, we provide a rough argument.

We expect the bias of Qn (sample from the posterior distribution) to track @7, with error that scales
as standard deviation of Q) (lets call that error as €). Now, suppose J samples are used in decision-
making (i.e., we take multiple samples from the posterior distributions at Line 6 of Algorithm T)).
We incur regret whenever the bias of max; Q7 exceeds Q*. Using the standard techniques, this
error at step H has an error bound of e1/.J log(1/d) with probability 1 — §. This error subsequently
propagates multiplicatively via bootstrapping of Bellman equation. For the step H — 1, the optimism
error contribution will be e4/J?2 log(1/§) with probability 1 — §. Continuing this argument, at step 1,
the cumulative optimism error will be of the order e,/ .JH log(1/6), i.e., exponential in H for any
J>2.

The usual trick of obtaining high probability optimism by taking multiple samples from the posterior
doesn’t work for Q-learning, at least not without further novel ideas.

Our techniques. The design of target computation procedure is pivotal to PSQL. Our algorithm
design is characterized by two key items: (1) using optimistic posterior sampling in target computation
only; (2) using the argmax action a of the posterior mean (with a standard deviation offset) in our
target computation.

First is motivated by the observation that to break the recursive multiplicative decay in constant
probability of optimism, we just need to ensure high probability optimism of the next-stage value
function estimate used in the target computation. Second is motivated by the previous discussion
that merely taking multiple samples may lead to exponential error. In our analysis, we show that the
action @ is a special action, whose standard deviation is close to the the played action ay, with constant
probability (Lemmal|C.2). As a result, we are able to demonstrate that as in the standard Q-learning
Vi (sn) (defined with @) cannot be too far from Qy, (s, ay,). Intuitively they are tracking the similar
quantities. In summary, our algorithm uses a combination of vanilla (single-sample) and optimistic
(multiple-sample) posterior sampling for action selection and target computation, respectively.

4.2 PROOF SKETCH

We provide a proof sketch for Theorem 2} All the missing details from this section are in Appendix [C|

Here, we use Qk h Qk Vi hs Nk, to denote the values of Qh, Qh, V1, Ny, respectively at the
beginning of episode k of Algorlthm I And, as before, sy, 1, ay,, denote the state and action
visited at episode k, step h.

Following the regret decomposition in (I3) we bound the regret by bounding optimism error and
estimation error. We introduce several new technical ideas to this end. Leveraging our algorithm
design, we first prove that V', 5, is a tracking upper bound (optimistic estimate) to V;*. Second and

the most crucial bit is to show that deviation of Vk, h(sk,n) from the sample used in decision-making,
Qr, h(sm,,, ay, 1), can be tractably bounded across rounds of interactions. This combined with the

optimism of V' 5, naturally bounds the optimism error. Third we demonstrate the estimation error
has a recursive structure, i.e., error at step h depends on error at h + 1 and terms attributed to

stochasticity in the model; and deviation of Vi, j, (s ) from kah(sk,h, ax,p). Therefore, first two
parts are utilized to prove estimation error bound.

(a) Vk, » used in the target, is an optimistic estimate of V"

Lemma 1 (Abridged). For any episode k and index h, the following holds with probability at least
1-4/KH,

Vien(sk,n) = Vi (sk,n),
where § is a parameter of PSQL used to define the number of samples J used to compute the target.
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The above is an abridged version of Lemma|[C.1] The proof of which inductively uses the optimism
and estimation error bounds available for the next stage (h 4 1) to bound the estimation error in the

posterior mean @h(s, a). Then, anti-concentration (i.e., lower tail bounds) of the Gaussian posterior
distribution provides the desired constant probability optimism.

(b) V. n(sk.») used in the target, is not far away from Q. 1, (sk.p, ax. ). The following lemma is
an abridged version of Lemma and tells us that the gap is of the order of o (Ny ,(Sk, 1, ak.p))
which goes down (see (I0)) as sy n, ax,p is visited often with rate 1/1/ Ny 1,(Sk.n, ak,p). This is
central to our analysis.

Lemma 2 (Abridged). In Algorithm with probability 1 — 26, the following holds for all k € [K]
and h € [H],

Vien(skn) — Qk,h(sk,h, ak.p) < O(U(Nk,h(sk,haak,h)))a

where O(-) hides multiplicative logarithmic terms.

The challenge here is that Vi ji1(skny1) is obtained by sampling from the posterior
of Q(Sk,h-&-l,') at action a (= arg max, th(sk,h,a) + U(Nk,h(sk,}“a))) and not Ak, h+1
(= argmax, Qk,h(sk}h,a)). To get around this difficulty, we show in Lemma that
0 (Ni.n(Sk,1,@))* < 20(Nip(Sk,n, ax,n))? log(1/8) with a non-zero probability. Finally, using
a probability boosting argument (Lemma [E.T) we prove Lemma[2] Combined with Lemma [I| to
obtain a high probability optimism error bound.

Lemma 3 (Optimism error). In Algorithm|l| with probability 1 — 20, the following holds for all
k € [K]and h € [H],
Vi (k,n) — Qrn (St aign) < O(0 (N (Sk,h, rn))s

where O(-) hides multiplicative logarithmic terms.

(c) Bounding estimation error. In Q-learning, an estimate of the next stage value function (here,
V141) is used to compute the target in order to update the ()-value for the current stage (here, the

posterior mean @h). As a result, the error in the posterior mean for stage h depends on the error in
the value function estimates for h + 1.

Lemma 4 (Posterior mean estimation error). With probability at least 1 — 0, for all k, h,s,a €
[K] x [H] x S x A,

Qrn(s,a) = Q5(s,a) < \/o(Nin(s,a)2n + oSH + Y1, of, (Vk,i,h+1(5ki,h+1) - Vﬁ+1(8ki,h+1)) ;
where n. = Ny (s, a), and n = log(SAKH/6). And, of, = oul17_; (1 — ), i > 0, with
ol =T, (1 o).

Conceivably, we should be able to apply the above lemma inductively to obtain an estimation error
bound (Lemma[5). Lemma[2]again plays a crucial role in the above recursive bound.

Lemma 5 (Cumulative estimation error.). With probability at least 1 — 6, the following holds for all
h € [H],

Zkl-(zl (Qk,h(Sk,h,ak,h) -V (skh)) < O (HQVSATlog(JSAT/5)> .

(c) Putting it all together. To obtain the final regret bound, we simply sum up the optimism error
bound in Lemma [3|for K episodes and add it to the cumulative estimation error bound above.

5 CONCLUSION

We presented a posterior sampling-based approach for incorporating exploration in Q-learning. Our
PSQL algorithm is derived from an insightful Bayesian inference framework and shows promising
empirical performance in preliminary experiments. (Detailed experimental setup and empirical results
on additional environments are provided in Appendix ) We proved a O(H 2\/SAT) regret bound
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in a tabular episodic RL setting that closely matches the known lower bound. Future directions
include a theoretical analysis of the vanilla version of PSQL (called PSQL* in experiments) that uses
a single sample from next stage posterior in the target computation. The vanilla version outperforms
Algorithm T]empirically but is significantly harder to analyze. Another avenue is tightening the H
dependence in the regret bound; Appendix [Foutlines a sketch for improving it by v/H although at
the expense of making the algorithm more complex. Further refinements are potentially achievable
using techniques from |Li et al.[(2021a)); |[Zhang et al.| (2020).
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The Use of Large Language Models Commonly availaible LLM tools were only used to help
to improve english writing, grammar and typeset in Latex. LLMs were not used to generate any
research ideas or analysis present in this work.

A EXPERIMENTS

In section 4] we proved that our Q-learning with posterior sampling algorithm PSQL enjoys regret
bounds comparable to its UCB-counterparts, e.g., Jin et al.[(2018). In this section, we present empirical
results that validate our theory and compare the empirical performance of the posterior sampling
approach against several benchmark UCB-based and randomized algorithms for reinforcement
learning.

For the empirical studies, we use the vanilla version of posterior sampling, which we denote as
PSQL* (see Figure [I). In this vanilla version, the target computation at a step h is the default
z = rp+maxq Qpy1(Spi1,a’). Asdiscussed in Section PSQL modified this target computation
to make it slightly optimistic, to deal with the challenges in theoretical analysis. Later, we also
compare the empirical performance of PSQL and PSQL*. While the modified target computation
does slightly deteriorate the performance of PSQL, in our experiments, it still performs significantly
better compared to the benchmark UCB-based approach Jin et al.|(2018)).

Specifically, we compare the posterior sampling approach to the following three alorithms.

* UCBQL Jin et al.|(2018) (Hoeffding version): the seminal work which gave the first UCB
based Q-learning regret analysis.

* RLSVIRusso|(2019): a popular randomized algorithm that implicitly maintains posterior
distributions on Value functions.

» Staged-RandQL [Tiapkin et al.| (2023)): a recently proposed randomized Q-learning based
algorithm that uses randomized learning rates to motivate exploration.

Environment description. We report the empirical performance of RL algorithms on two tabular
environments described below. In each environment, we report each algorithm’s average performance
over 10 randomly sampled instances.

* (One-dimensional “chain” MDP:) An instance of this MDP is defined by two parameters
p €10.7,0.95] and S € {7,8,9,...,14}. In arandom instance, p, & S are chosen randomly
from the given ranges. The resultant MDP environment is a chain in which the agent starts
at state O (the far-left state), and state S (the right-most state) is the goal state. At any given
step h in an episode, the agent can take “left” or “right” action. The transitions are to the
state in the direction of the action taken with probability p, and in the opposite direction
with probability 1 — p.

* (Two-dimensional “grid-world” MDP, similar to FrozenLake environment in the popular
Gymnasium library:) A random instance of this MDP is defined by a 4 x 4 grid with a
random number of “hole” states placed at on the grid uniformly at random that the agent
must avoid or else the episode ends without any reward. The agent starts at the upper-left
corner, and the goal state is the bottom-right corner of the grid. There is at least one feasible
path from the starting state to the goal state that avoids all hole states. At any given time
step, the agent can take the "left", "right", "bottom" and "up" actions. After an action is
taken, the agent has 1/3 probability to transit to the direction of the action taken, and 1/3
probability each to transit to the two perpendicular directions.

In both the above environments, the goal state carries the reward of (H — h)/H, where H is the
duration of the episode and h is the time index within the episode at which the goal state is reached.
No other state has any reward. The duration of an episode is set at H = 32 for all experiments.

Findings. We observed that the performance of all the algorithms is sensitive to constants in the
exploration bonuses or in the posterior variances. These constants were tuned such that the respective
algorithms performed the best in the two environments. We made the following parameter choices
for the algorithmic simulations for a fair comparison:

14
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* J is fixed for all algorithms as 0.05.
e In UCBQL Jin et al.| (2018)), the Q-function estimates are initialized as the maximum value

of any state in the environment (=: V;;,,«). The exploration bonus for any h, s, a with visit
counts as n is given by

%vn%ax log(SAT/5)

n
with ¢ = 0.01

* In PSQL and PSQL*, the Q-function posterior means are initialized as Vi, (same as

UCBQL) and the standard deviation of the posterior for any h, s, a with n visits is given by

Videx
c
max{1,n}’

with ¢ = 0.02.

* In RLSVI|Russo|(2019), the per-reward perturbation is a mean zero Gaussian with standard

deviation for any h, s, a with n visits is given by,

V2
\/C max

log(SAT/$)
n+1

)

with ¢ = 0.005.

* In Staged-RandQL [Tiapkin et al.|(2023)), for the initialization of the Q-function estimates,

we use a tighter upper bound of (H — h)/H at step h available in our environment, instead
of the default H — h suggested in their paper. We use ng = 1/5 and 7o = 1 as in their

paper.

Our results are summarized in Figure[2]and[3] The error bars represent one standard deviation interval
around the mean cumulative regret of an algorithm over 10 runs on randomly generated instances of
the environment. We observe that the randomized/posterior sampling algorithms PSQL*, RLSVI,
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Figure 2: Regret comparison: x-axes denotes episode index, y-axes denotes cumulative regret

and Staged-RandQL, have lower regret than their UCB counterpart: UCBQL. Also, PSQL* has
significantly lower regret than the other two randomized algorithms.

A direct practical implication is that, PSQL* enjoys a shorter learning time (number of episodes
after which the cumulative regret is below the specified threshold (Osband et al.l2019)). Further, the
variance across different runs is also the lowest of all, suggesting PSQL* enjoys higher robustness.

In Figure[3] we compare the performance of PSQL*, the single sample vanilla version of posterior
sampling, with the PSQL algorithm for which we provided regret bounds. As we explained in Section
[A.T] (Challenges and Techniques), in order to achieve optimism in the target, PSQL computed the next
state value by taking the max over multiple samples from the posterior of empirical mean maximizer
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action @ = arg max, @h(sh, a) + 0(Np(sn,a)). This introduces some extra exploration, and as a
result, we observe that PSQL* displays a more efficient exploration-exploitation tradeoff, PSQL still
performs significantly better than the UCB approach. These observations motivate an investigation
into the theoretical analysis of the vanilla version, which we believe will require significantly new
techniques.

—_— *
6000 FsQL — psQur
—- UucBOL — UeBOL
- psQL . 200001 —  psqL
5000 1 PR L o .
.- - e
© - w '—{
e B [ -
S 4000 1 - 2 15000 A 4
g - - 2 P -
v - g P! R
"5 3000 4 . =z e-pem & ke
s £ - = 100001 =
£ 2000 / = /.
a 3 N
5000 %
0 o

T T T T T T T T T T T T
0 10000 20000 30000 40000 50000 0 20000 40000 60000 80000 100000

Episodes Episodes
(a) One-dimensional “chain” MDP (b) Two-dimensional “grid” MDP

Figure 3: Regret comparison: x-axes denotes episode index, y-axes denotes cumulative regret

B BAYESIAN INFERENCE BASED INTERPRETATION FOR Q-LEARNING

In this section, we describe the mathematical steps for calculating the updated posterior distribution

from (8).

First, in Proposition[B.T] we derive the well-known result that solving the optimization problem in (6)
gives the posterior distribution as expected by Bayes rule. Let 6 € © be the Bayesian parameter that
we are inferring with Ag be the space of distributions on ©. Let p(6), £(6, -), and ¢(6) be the the
current prior distribution on 6, the negative log likelihood function and the posterior distribution to be
calculated.

Proposition B.1 (Also in Khan & Rue|(2023); Knoblauch et al.| (2022)). Let K L(q(0)||p(0)) =
Jya(9) log(%). Given log likellihood function £(0, z), and prior p(), the distribution q that

maximizes ELBO objective,

max Eoq[€(0,2)] — KL(q(8)|p(0)) (14)
is given by the Bayes rule
¢"(6) o p(6) - exp(£(6, 2)). (15

Proof. Note that the ELBO objective function is equivalent to

—/olog(exp(fé(ﬂ,z)q(e) f/elog <ZEZ;) q(0)

=~ s (Garemtimay) ©@

which is maximized when q(6) = ¢®¥°(9). O

Now, we study the calculation of the posterior distribution of @, (s, a) after observing n + 1 visits of
(h, s,a) in Lemmal[B.1]

Lemma B.1. Consider the following maximization problem (regularized ELBO) over the space Ag
of distributions over a parameter 0.

max B [0(6,2)] = KL(a(0)][p(9)) + AnH(a(6). (16)
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Then, if p(-) is given by the pdf of the Gaussian distribution N (jip_1, n"—jl) and £(0, z) = log(¢e(z))
where ¢g(2) = Pr(z|0) is the pdf of the Gaussian distribution N (0, H”—jl) and X\, = L then the
optimal solution q(-) to (T6)) is given by the Gaussian distribution N (fi,, 7), where

~ ~ H+1
n = (1 — an)ln_ n<, ith i, = .
i (1 — ap)in-1+ anz, with« Hin

Proof. Denote the objective value at a given distribution ¢ as r ELBO(q). Then,

rELBO(q) = /alog(exp(ﬂ(ﬁ,z)q(ﬁ) /010g< E ) —An /log

o o q(9)1+)\7L
= - foe <p(0> exp(f(e,z») )

which is maximized at distribution ¢ with ¢(8) o (p(#) exp(£(8, 2)))*/*»*1) Then,

q(€> X exp )\n1<|> 1 <_ (Tl — 1) (290—; //I/n—l) _ (H —+ 12)C£2Z — 9)2>
- n 02(H +n) —20((n — Djip_1 + (H +1)2)
X exp —H n =

0% — 201,
o exp|—n| —p 5 —

x exp | n (O =Fn)
202

where [i,, = ﬁﬂn—l + gi}l = (1= an)lin-1+ anz. O

C MISSING PROOFS FROM SECTION [4]

C.1 OPTIMISM

Lemma C.1 (Unabridged version). The samples from the posterior distributions and the mean of the
posterior distributions as defined in Algorithm[l) 2] satisfy the following properties: for any episode
k € [K] and index h € [H],

(a) (Posterior distribution mean) For any given s, a, with probability at least 1 — % — %,
Qrn(s,0) > Qh(s,a) — /o (Nin(s,0))2. (17)

(b) (Posterior distribution sample) For any given s, a, with probability at least p1 (p1 = ®(—1))
conditioned on being true,

Qr(s,0) 2 Qh(s, a). (18)

(c) (In Algorithm I) With probability at least 1 — %, the following holds for all episodes
E <k

Vk’h(shh) Z V;(Sk’h). (19)

Here § is a parameter of the algorithm used to define the number of samples J used to compute the
target V.

Proof. We prove the lemma statement via induction over k, h.
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Base case: k = 1,h € [H|. Note that ny 5(s,a) = 0forall s,a,h € S x A x [H]. Therefore,
Q1,n(s,a) = H for all s,a,h ((I7) is trivially true). As Q}(s,a) < H for all s, a, h, therefore

Q1.1(s,a) > Q% (s, a), with probability at least 1/2 (> p), i.e. (I8) is true. By the choice of .J and
LemmalE.2] (T9) also follows.

Induction hypothesis: Given & > 1,1 < h < H, assume that the statements (a),(b), and (c) are
trueforl <k <k—1,h €[H],andfor k' =k,h+1<h < H.

Induction step:  For k, h, we show (7)) holds with probability 1 — 2(-13 57> (I8) holds with
probability at least p; = ®(—1) in the event (T7) holds , and finally @D holds with probability
1— 2ko .

KH

In case ny 5 (s, a) = 0, then @k,h(s, a) = H and by, ,(s,a) > 0 and therefore by the same reasoning
as in the base case, the induction statement holds. For the rest of the proof we consider ng (s, a) > 0.

Let n = Ny, i (s, a), then Algorithm [l|implies,

~

n
Qkn(s,a) =a0H+> o, (Tki,h +Vki,h+1(3ki,h+1)) ; (20)

i=1

To prove the induction step for (I7), consider the following using (I2) and Bellman optimality
equation.

n

@k,h(s, a) — Qy(s,a) = Z ol (Tki,h —rp(s,a) + Vi h1 (Sks n1) — Ph,s,aV;f>

i=1

n
= > ah (rkon = a(5,0) + Viipy (skonr1) = PaosaVir)
=1

+ZO¢ (Vkl,h+1 Skiht1) — V§+1(Ski,h+1))

2(k
(using (T9) from induction hypothesis for h + 1 < H, with probability 1 —

(note that this is trivially true when b + 1 = H + 1since Vi, g1 = Vj'y = 0)

n

> Yol (rkon = ra(s,0) + Virpi (skonir) = PrsaVir)
i=1
. . . d
(using Corollary [D.2) with probability 1 — ﬁ)
- H3log(KH/J)
- ne.n(s,a)+1

= —/0(Nin(s,a))?,

Therefore, with a union bound we have with probability 1 — % — %,
Qunls.a) > Qils.0) = \Jo(Nin(s,0)2 (22)

When @ holds, then from the definition of cumulative density of Gaussian distribution we get,

Pr (Qk,h(&a) Z @k,h(&a) + U(Nk,h(s,a))2> 2 @(—1)

Now, we show Q. 1 (s,d) > Qf (s,a*) = V;*(s) with probability at least &(—1) — & — §/H, where

a = argmax Qkyh(s, a) + o(N(s,a)), and a* = argmax Q} (s, a).
acA acA
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By the definition of @ and properties of Gaussian distribution:

Qrn(5,@) > Qua(s,@) + a(N(5,@)) > Qun(s,a”) + o(N(s,a*)) > Qf (s.a”) .

with probability at least ¢p(—1) with probability at least 1 — 2(k — 1)6 /KH — §/KH

Setting J > % in Algorithm we use Lemmato show that with probability 1 — %

Vien(skn) > Vi (sk.n)- (23)

I;inalgzéwe use a union bound to combine 22)) and (23)) to prove (19) holds with probability at least
KH"

O

C.2 ACTION MISMATCH BOUND

Lemma 9'2 (Bounding action mismatch). For a given k,h,sgp and let @ =
argmax, Qx n(Sk.n,a) + \/O’(Nk7h($k7h, a))?,

(N h(8k.1,0))* < 20(Ni.p(Sk.n, ax.n))? log(1/8),  with probability at least ps,
where py = ®(—2) — (A)d, and 6 as defined in Theorem|2]

Proof. Consider the following partition of A actions:
- {a 1 20(N(s, a))?log(1/8) > U(N(s,a))2} ,
- {a 1 20(N(s, a))? log(1/8) < a(N(s,a))Q} .

Clearly, @ € A. We prove that with probability at least ®(—2) — AJ, we have @ € A, so that
o(N(s,a))? < 20(N(s,a))?log(1/6).

By definition of @, we have that for all a,
Q(s,a) + \/o(N(s,a))? < Q(s,@)++/o(N(s,a))
Also, by construction of A, we have that for Va € A,
Q(s,a) + /o (N(s,a))?2 + /20(N(s,a))21log(1/8) < Q(s,a)+/o(N(s,a))? + /o (N(s,a))?
From Gaussian tail bounds (see Corollary [D.T)) we have for Va € A,
Pr (Q(s,a) < Q(s,a) + /o(N(5,0))2 + /20 (N(s,a))? 1og(1/5)) >1 - Ad

so that Va € A,

DB N

Pr (@(Sva) < Q(s,a) +2 o(N(s,E))Q) >1-—Ad
Also for the Gaussian random variable Q(s, a), we have with probability at least ®(—2),

Q(s,a) > Q(s,a) + 2¢/o(N(s,a))2,

Using a union bound on the last two events,, we get
Q(s,a) > max Q(s,a), with probability at least ®(—2) — AJ. (24)
acA
Since @ is in A, in the above scenario, the action & that maximizes Q(s7 -) must be in A. Therefore,
o(N(s,@))? < 20(N(s,a))?1log(1/d) with probability ®(—2) — AJ.
O
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Proposition C.1 (High probability action mismatch). For a given k,h,spn, let @ =
arg max, Qk (k. n,a). Then,

O’(Nk’h(sk)h,a» <O‘(Nkh Sk, h,akh \/QIOg 1/(5 —l— Eakh Nk h(Sk hy Gk h))\/?log(l/é)].

where po = ®(—2) — (A)J, and § as defined in Theorem@ Here B, , [-] denotes expectation over
ay,n, given sy 1, and the history before round k, h.

Proof. This follows by using previous lemma along with Lemma with X =
O'(Nk’h(sk’h, ak,h))\/ 210g(1/(5>, X* = U(N}c’h(sk’ma)), and& =0. O]

C.3 TARGET ESTIMATION ERROR BOUND

The following lemma characterizes the target estimation error.

Lemma C.3 (Target estimation error). In Algorithm|I] with probability 1 — 206, the following holds
forallk € [K] and h € [H),

Vien(skn) — Qrn(Skns arn)

4
S 4U(Nk,h<5k,h, akyh)) 10g(JKH/5) + ]T?Ek,h[o—(Nk,h(sk,ha ak,h))] 10g(JKH/($)

— L),
2]
where py = ®(—2) — (A)d and § as defined in Theorem[2| J is defined in (T1)), and E, [] denotes
expectation over the randomness in the action taken at k, h conditioned on all history at the start
of the hy, step in the episode k (i.e., only randomness is that in the sampling from the posterior
distribution).

Proof. We have arg @ = max, @k 1 (8k,n, ). For the remainder of the proof, we drop k, h from the
subscript and denote ay, , by a. From Algorithm V(s) is the maximum of .J samples drawn from a
Gaussian distribution with mean as Q(s, @) and standard deviation as o(N(s,a))? Using Gaussian
tail bounds ( Corollary [D.I) along with a union bound over J samples, for any 6 € (0,1), with
probability at least 1 — 9,

V(s) < 5,@) +\/20(N(s,a 2log(J/é)
< 5,8) 4+ \/20(N(s,a))2log(J/d) + \/20(N(s,a))2?log(1/0)

where Q(s, @) is the sample corresponding to the @ action drawn by the algorithm at the &, h. Using
a union bound to combine the statements, with probability at least 1 — 2 we have,

Vi(s) < Q(s,a)+2/20(N(s,a))?log(J/)
< Q(s,a) +2v/20(N(s,a))?log(J/9). (25)

To complete the proof, we use Proposition and an union bound over all k, h to have the following
with probability at least 1 — 26

Vk,h(sk,h) — Qk,h(sk,h, Qk,h)

S 4U(Nk,h(3k,h7 ahh))\/log(JKH/é) log(KH/5) + iEkyh[a(Nkﬁ(sk,h, ak,h))] \/log(JKH/é) 10g(KH/5).
O
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C.4 OPTIMISM ERROR BOUND

Corollary C.1 (Optimism error bound). In Algorithm[l} with probability 1 — 36, the following holds
forany k € [K] and h € [H],

Vi (skn) — Quon(Sk.hs arn)
4
< 40(Nin(Sk,hy ak,n)) log(JKH/0) + EEk,h[U(Nk,h(sk,ha ax,n))]log(JK H/)

1
= —F(k,h,0),
P2 ( )

where py = ®(—2) — (A)§ and 6 as defined in Theorem[2) J is defined in (1), and E, [-] denotes
expectation over the randomness in the action taken at k, h conditioned on all history at the start
of the hy, step in the episode k (i.e., only randomness is that in the sampling from the posterior
distribution).

Proof. From Lemma[C.3] we have with probability at least 1 — 24,
Vien(sen) — Qrn(Sih, arn)

4
< 40 (Niyn (Sk,hy a,n)) log(JKH/0) + p:]Ek,h[U(Nk,h(Sk,h, a,n))] log(JKH/6)

1
= —F(k,h,9).
l )

Further, Lemma[C.1](c) gives with probability at least 1 — 4,

Vi (sien) < Vin(skn)-

We complete the proof via a union bound. O

Corollary C.2. With probability 1 — 0, the following holds for all h € [H],
K ~
> Vi (skn) = Qrn(sknrarn) < O ( HQSATX> ,
k=1

where x = log(JSAT/9).

Proof. From Corollary[C.I] we have for all k, h simultaneously, with probability 1 — 34,
Vk,h(sk,h) - Qk,h(sk,ha ak,h)
4
< 40 (Ni,n(8k,hs ak,n)) log(JKH/S) + E]Ek,h[U(Nk,h(Sk,h, ak,n))]log(JKH/G).

By combining the definition of the variance in (I0) with Corollary[D-4] the result follows easily. [

C.5 POSTERIOR MEAN ESTIMATION ERROR BOUND

Lemma 4 (Posterior mean estimation error). With probability at least 1 — 0, for all k, h,s,a €
[K] x [H] x S x A,

Qrn(s,a) — Qi (s,a) < \/o(Nin(s,a))2 +aQH + 0 o, (Vki,hH(Ski,thl) - V;+1(3ki,h+1)> ,

where n. = Ny (s, a), and n = log(SAKH/6). And, of, = oul17_; (1 — ), i > 0, with
ap, = I (1 - aj).
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Proof. First consider a fixed k, h, s, a. From (I2) and Bellman optimality equation, we have (assume
n= Nin(s,a) > 1),

n

Qin(s,a) — Qh(s,a) = > o (m-,,h —h(8,a) + Vi ng1 (ko nt1) — Ph,s,aVi)

i=1

= Z ap, (hin = Th(8,@) + Viiey Sk ns1) = Phos,a Vi)

+ZO‘ (Vk 1 (Sk; ht1) — V};k+1(3ki,h+1))

(Usmg Corollary [D.T| with probability 1 — &)

IN

i=1

When Nk 1(s,a) = 0, then trivially @k n(s,a) — Qh(s a) < H = oY H, and for N, ,(s,a) > 0,
then a2 = 0. Combining these two cases and with a union bound over all s, a, h, k, we complete the
proof. O

C.6 CUMULATIVE ESTIMATION ERROR BOUND

Lemma 5 (Cumulative estimation error.). With probability at least 1 — 9, the following holds for all
h e [H],

Sy (Qk,h(sk,h,ak,h)—v,jk(sk,h)) < O(HQ\/SATlog(JSAT/cS)).

Proof. For the purpose of writing this proof, define ¢y, = Q.1 (Sk.n, @) — Vi (Sk.n)s Opn =

Qk’h(sk,h, a;mh) — Vhﬂk (S]mh), and Bk,h = Vk’h(skyh) — V;(Skﬁh). Clearly (5th Z ¢k,h- Further,

v(ng,n) < o(Nin(Skn, akn))?.

Now consider,

Den(Sknsarn) — Vit (sen) < Vin(sen) — QrF (Skn, ak
Qr.n( ) = Vit (sk,n) < Vin(sk,n) — @pF( )

\/U(Nk,h(s’ a))?log(1/8) + ) o, (Vki,h+1(8ki,h+1) - V;f+1(8ki,h+1)> :

(26)

Qe (k1> @e,n) — Qi (S W) + Qg Sk ) — QTF (Sk,1, ak,1)
(from Lemmawith probability 1 — 6, with n <— Ny 1, (Sk,n, k1))

< a%H + \/ 2U(n7€7h)77 + Z O‘;ﬁki,h-‘rl + Psk,}uak,h . (Vh*-i-l Vhﬂ+1)
i=1
= apH +/20(ngn)n + Za;ﬁki,hﬂ — Qa1+ Ok ht1
+P5k,haalc,h : (Vlj+1 Vvl?+1) (V};k+1(8k,h+1) - Vi:r—tl(skﬁJrl))
From Lemma [C.3| with probability 1 — 26
<

1 &
QX H + \/2v(ngn)n + . Za;F(ki, h+1,0) +mygp
2i=1

n
+ Z A Phih+1 — Phyht1 + Ot
i=1
where
Mp,h = Psk,}n(lk,h ’ (Vh*—&-l - V}Zﬁl) - (V}Zk+1(5k,h+1) - Vlzrjl(sk,h-',-l))-
Now, we club all episodes together to have,

H K
Zakh < Z%H+Z./4vnkhn+— Za;F(ki,mLa/KH))+szk,h

k: 1i=1 h=1k=1

22
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+Z Zand)k h+1 — Z¢k ht1+ Zék htl-

k=11:=1
From Lemma(c), it follows (ax.p, = {Pk.n, F(k,h,6/KH)}) ZkK:l S abak e < (1+
1/H) Zszl a p+1. Further from the initialization,

K K
> ab H <Y T{ngy=0}H < SAH = HSA.
k=1 k=1

Therefore, we have,

K
1
E Ookn < E SAH-FE (\/411 N,k 77+mkh>+(1+1/H)p2§ F(k,h+1,0/KH)) +
=1

+(1+1/H) Z¢kh+1 Z¢kh+1+z5kh+1

k=1

Unrolling the above H times to have with a union bound over k, h € [K| x [H| with probability
1 — 6 (dis scaled by 1/K H due to the union bound):

K
ZQk,l(Sk,laak,l) — V™ (sg1) < eSAH? + 62 Z (V 4v(ngn)n + my h)

k=1 h=1k=1
e AKX
*ZZ (k,h+1,8/KH)), (28)
P2 3=
where we have used 6, 5, > ¢ p and 65 g1 = 0. Now, we analyze each term on the right hand side

of (28) one by one. From Corollary@],

S il < 0(VASATy).

h=1k=1

From Corollary with probability at least 1 — 4,

1 . +H &
—ZZZF/@,h%—l §/KH) < Hp2 >

hlklzl =1

F(k,h+1,6/KH)

>

MNEMN

H

< Z \/v (ng.n)xlog(KH/0)  (29)
h=1k=1

< 0 (\/mx) , (30)

where x = log(JSAT/S).
Finally, from Lemma [D.1I] we have with probability 1 — ¢

H K
SN s < o( H4Tlog(KH/5)).

h=1k=1

Combining the above, we complete the proof. O

Theorem 2. The cumulative regret of PSQL (Algorithm in K episodes satisfies
Reg(K) i= (40, Vi (sk.1) = Vi (sp.1)) < O (H2V/SATY)

with probability at least 1 — &, where x = log(JSAT/§)and T = KH.
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Proof. First we combine Corollary and Lemma [5]to get with probability at least 1 — ¢ (x =
log(JSAT/6)),

K
> Vi (ska) = V¥ (sk0) < O (VHTSATY)
k=1

Observing that the rewards are bound, there | Zszl ZhH:1 Ry, (Sk by Ok,p) — Zle V™ (sk1)| <
O(H+/Tlog(1/4)) with probability at least 1 — ¢. This completes the proof of the theorem. O

D CONCENTRATION RESULTS

Corollary D.1. Fora given k,h,s,a € [K| x [H] x § x A(let n = Ny, (s, a)), with probability
1 — 4, it holds,

|Qk7h(3;a)_©k,h(57@)| < \/QU(Nk,h(Sk,hyak,h))Qlog(l/(s)- (3D

Proof. The result directly follows form Lemma[E.6 O

Corollary D.2. For some given k,h,s,a € [K] x [H] x S x A, the following holds with probability
at least 1 — § (withn = Ny, 5 (s, a)),

H3log(1/9)

n
| ; ap (Tkon = R(s,a) + Vi (skn1) — PaaVin) | < 4 n+l

Proof. Let k; denote the index of the episode when (s, a) was visited for the iy, time at step h. Set
x; = oy (i, n — Rr(s,a) + V(8i41) — Ps, 0, - V') and consider filtration F; as the o —field generated
by all random variables in the history set Hy, n. 7k, n — Rr(s,a) + V(Sit1) — Ps; 0, - (V) < H+1.
Using the definition of the learning rate (Lemma [E.5| (b)), we have > "' 2? < H(H + 1)?/n.
We apply Azuma-Hoeffding inequality (see Lemma |E.3)) combined with a union bound over all
(s,a,h) € S x A x [H] and all possible values of n < K to get the following with probability at
least 1 — 9,
. 2H3log(1/8

D

1

We complete the proof using the observation —5 > %, n > 1. O

Lemma D.1. with probability at least 1 — 0, the following holds

K
DD Ponann - (Vi = Viity) = (Vi (swener) = Vilky (swen1)) < H?/2T log(1/6)
k=1h=1

Proof. For xxp = Ps, y ay, - (Viigy — Vidy) — (Vi1 (knr1) — Vi (Sk,n+1)) and filtration
set Hy, ;, where k is the episode index, {zy 5, Hy n} forms a martingale difference sequence with
|z n| < H. We complete the proof using Lemma and a union bound. O

Lemma D.2. Let Dy, 5, be the distribution of actions at time step k, h conditioned on the history at
the start of step h of the ky, episode, then with probability at least 1 — 0, for some h

> Eaup,, l ! ! <0 (\/SA log(K) log(1 /5))
k=1

V1 n (Sk,ns a) + 1 Ve n (Skons app) + 1
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Proof. For brevity of exposition, let E[Zy] <« Euup,, {(1)“}, Zy
’ Nk, h(Sk,h,Q
1

\/nk,h(sk,h,ak,h,)+1

,and Fy < Hy, p. Consider,

IN

> (B[Zy] - Zi)? (E[Zx))* + Z3

k=1
(By Jensen’s inequality for f(z) = 2%)

K K
> Zi+ ) EIZ]
k=1 k=1

(by linearity of expectation)

K K
= Y ZZ+E | 7}
k=1 k=1

IN

Ko Ko

< 2S5Alog(K).

To bound ZkK:l(IE[Zk] — Zy), we apply Bernstein inequality for martingale, Lemma with

K =1,d=2SAlog(K) to get the required result. 0
Lemma D.3.
i 1
> <0 (\/W)
=/ Nien(sen,aen) +1
Proof.
S IS
= /Nin(srn,aen) +1 7 7= /Nin(sk,h, ar,n)

IN
2
Na
2 <1
(]
T =

k=1
< 0(VSAK).
O
Corollary D.3. The following holds,
H K
Z Z \/4U(Nk,h(5k,ha ak,h))Qn § O (\/ H4SATT]) .
h=1k=1
Proof. From Lemma|[D.3]and (I0), we get the result. O

Corollary D.4. Let Dy, be the distribution of actions at time step k, h conditioned on the history at
the start of step h of the ky, episode, then with probability at least 1 — §

K
; iEaNDk,h l:\/U(Nk,h(Sk,h7 a))2 10g(JKH/6):| + \/QU(Nk,h(Sk,h, ak,h))2 10g(JKH/5)

< 0 (\/HQSATX> :

x = log(JSATY/$).
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Proof. Using Lemma|D.2] we have with probability 1 — 4,
1

K
1
Eop - <O (+/SAlog(K)log(1/5)
,; M mien (skpsa) + 1 Ve (Skhs arn) + 1 ( )
From Lemma|D-3]and (10),

K
4
> Vo WNen(spn )2 log(JKH/6) < O (VHZSATY)
k=1
which dominates the remaining terms. [

E TECHNICAL PRELIMINARIES

Lemma E.1 (High confidence from constant probability). For some fixed scalars X*, X, and
p,0 € (0,1), suppose that X ~ D satisfies X > X* with probability at least p, X > X with
probability at least 1 — 0, and E[X] > X. Then, with probability at least 1 — 20,

X>x -1 (JED[X] —1) . 32)

Proof. For the purpose of this proof, a symmetric sample X4t als0 drawn from distribution D but
independent of X. Let O denotes the event when X > X* (occurring with probability p).

Consider (using notation E[-] - Ep[-])

X'-X< E[X"| 0" -X< E[XM-Xx|0"], (33)
where the last inequality holds with probability 1 — d by definition of X. The law of total expectation
suggests,

E [Xa“ - g} — Pr(OME [Xa“ X 0*‘“] +Pr(OME [Xa“ X 6*‘“} ,
where 0" is the compliment of the event 0. Now, E [X alt 7ah} =E [X ale | xalt < X *] <

E[X) = E[X] > X, where the last inequality is by the assumption made in the lemma. Therefore,
the second term in the above is non-negative, and we have

E {Xa“fg] > Pr(OME {Xﬁ‘tfg | oah}. (34)

Using gm < 5 E[X*"] = E[X], and a union bound to combine (33) and (34), we complete the
proof. O

Lemma E.2. Ler ¢V ¢, ... ¢™) be M iid samples such that for any i, ¢/ > V* with
probability p. Then with probability at least 1 — 6,

max ¢ > V*,

ieM

log(1/4)
log(1/(1-p))"

when M is at least
Proof. For a given index i, the probability that ¢(*) < V* is at most 1 — p. Therefore, by independence

of samples, the probability of max;c y ¢*) < V* is at most (1 —p)™. Therefore, the lemma statement
log(1/5) -
log(1/(1—p))*

Lemma E.3 (Corollary 2.1 in[Wainwright| (2019)). Let ({A4;, F;}$2,) be a martingale difference
sequence, and suppose |A;| < d; almost surely for all i > 1. Then for all ) > 0,

n _9 2
P |ZA1"277 §26XP<z:nnd2>- (35)

i=1 i=1""

follows by setting M =
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In other words, with probability at most §, we have,

n 2
a2 ww/émd 56
=1

2

Lemma E.4 (Lemma A8 in Cesa-Bianchi & Lugosi (2006)). Let ({A;, F;}72,) be a martingale
difference sequence, and suppose |A;| < K almost surely for all i > 1. Let S; = Z;:l A; be the
associated martingale. Denote the sum of the conditional variances by

v = E[A? | Fi_4].
t=1
Then for all constants t,d > 0,

2
P nmxsizt&xvif£4 Sexp(Q@bfgﬁﬂﬂ)'

Lemma E.5 (Lemma 4.1 inJin et al.[(2018)). The following holds:

(@) 7% <Ezl\f f

(b) maXzEna < and Zz 1( )2 S %

(€) Yoo, <1+ 1/0.
Lemma E.6 (Gaussian tail bound). For a Gaussian random variable X ~ N (u,0?), it follows with

probability at least 1 — 6,
Pr (|X —ul < U\/?log(l/é))

Proof. The proof follows by instantiating Chernoff-style bounds for the given Gaussian random
variable. O

F SHARPER REGRET USING BERNSTEIN CONCENTRATION

In this section, we provide a sketch of the extension of Algorithm [I]to a randomized Q-learning
procedure that uses Bernstein concentration based variance. This extension closely follows that in |Jin
et al| (2018)) using some of the techniques developed in the proof of Theorem 2}

We want to account for the variance in the transitions. To this end, we define some additional
notations. The variance in transition for any (s, a) is defined using the variance operator Vy, as below,

2
[Vh‘/h-‘rl]s,a = Es’NP;L,S,a [Vh—i-l(sl) - [Ph,s,avh—i-l]s,a} . (37)

The empirical variance for any (s, a) for any n <— Ny, 5 (s, a) is given by,

1 — 1 —
Vo Vhii(s,a) EZ Vi1 (Sk; ht1) 52 1 (S nt1) (38)

: H S H'SAn - Ik
vp(n, h, s,a) = m1n{c(\/n+1 (Vo Viii(s,a) + H)n + \/ n+177 ), 64n+1}' 39)

Theorem F.1. The cumulative regret of Algorithm[3|in K episode satisfies with probability at least
1-4,
K H
Z Vit (sk,1) — Z Z R (sk,ny ak,n) < O ( H3SAT77X) ,
k 1
where x = log(JSAT/d) and n = log(SAKH/9).
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Algorithm 3 Randomized Q-learning
1: Input: Parameters: § € (0,1). Set J := J(§).
2: Initialize: Qpy1(s,a) = Vhgii(s) = 0,Y(s,a) € S x A, and Qn(s,a) =
H & Ni(s,a) =0, N (s) =0, un(s, a) —’yh(s a) =0Y(s,a,h) € S x A x [H].
3: for episodes k =1,2,...do

Observe s7.
for steph =1,2,..., H do

Vi(s) =

4
5
6: /* Play arg max action of the sample of @)}, */

7: Sample Va € A Qp(sn,a) ~ N(Qn(sn,a), vo(Nu(sn,a), h, sn,a)).
8 Play aj, = argmax, , Qn(sn,a).

9 Use observations to construct one step lookahead target z */

0 Observe 7, and Sp,41-

1 z + ConstructTarget(ry, Sh+1, @1, Npt1)-

12: /*Use the observed reward and next state to update @)}, distribution */
13: n = Nh(sh,ah) FNh(Sh,ah)-l-l.

14: Qn(snyan) +— (1 — an)Qn(sn,an) + anz.

15: pn(Shyan) < pin(Shy an) + (2 = 1p).

16: Yu(sn,an) < Yu(sn,an) + (2 — )%

17: Calculate b1 1(sn, an) < (Ya(sh,an) — pn(sn,an)?)/n.

. HTSA
18: Vos(n, by sp,ap) < nnn{c(\/n+1 (bhs1(sn,an) + H)n+ %)’ 6477}{:1}

19:  end for
20: end for

F.1 PROOF OF THEOREM [EF]]

The main mathematical reasoning closely follows that in the proof of Theorem 2 of Jin et al.|(2018)
with specific differences arising due to constant probability optimism and the definition of V' . For

any k, h, s, a with n = Ny, (s, a), we have vp(n, h, s,a) < 64 Ii Therefore, Corollarynand
LemmaE]apply as they are. Hence, we get with probability at least 1 — § for all &

K K
S ren =3 Vilsin) = Vit (sin) < O (\/H4SATX> : (40)
k= k=1

where x = log(JSAT/). Further, following the steps and notations of the proof of Lemma
(see , we have with probability at least 1 — 4,

H K
S Qustonronn) = W) < et o35 (yrmmhosnann i )
k=1

h=1k=1

H

K
+ ZF(k,th 1,6/KH)). (41)
k=

e
D2 he1

Due to our observation that vy(n, h, sk p, ak,p) < 6 64 e Lemma and Corollary [D.4{ hold,
therefore we get from (@1)),

K H K
> Qualska an) — Vi (se1) < eSAH*+> > 0 (\/vb(n, Ry Sk Gk n) X+ mk,h) ,

k=1 h=1k=1
where x = log(JSAT/§). We wish to bound
K H
DO os(nshyskons akn) (42)
k=1h=1
K H
H7SAn -7
< D> n+1 (Vo Vi1 (sknsaxn) + H)n + \/nﬂ), (43)

b

—1 h=

[
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Consider,
K H
H7SA
2.2y VIS [ < O(VH S A%®). (44)
k=1h=1 ,h (Sk,hy Gk ) +
Further,

H -~ _
\/ (Vo Vi hg1 (Sk,ny ag,n) + H)
n+1
k=1 1
K H T K H 7
< ZZ \/n+ 1 Vo Vi ht1(Sk,ns ann) + ZZ 1
k=1 h=1 k=1 h=1
K H
< SN VaVinia(skn, axn)H + /H3SAT, (45)

where the last inequality follows from Lemma|[D.3] Since we have Lemma[F.5] we can follow the
steps in (C.16) of Jin et al.[(2018) to get

K
k=1h

<)

H
w Vi1 (S, akn) < O(HT).
1

This gives us

K H
Z Z oy (10, By Sgy anp) < O(VH3SATY + /HOS3A35)

k=1h=1

Thus we have,

K
> Qralskaara) — V™ (se1) < O(VH3SATnx + /HOS3 A35)
k=1

Finally, combining with Corollary [C.2] we complete the proof.

F.2 SUPPORTING LEMMA

Corollary F.1 (Corollary of Lemma[). We have for all s,a,h,k € S x A x [H] x [K] with
probability at least 1 — 9,

~ X H3n - i (77 *
Qr,n(s,a) —Qp(s,a) <O (\/ n—&-1> +adH + ; ay, (Vki,h+1(5ki,h+1) - Vh+1(5ki,h+1)) , (46)

where n = Ny (s, a), and n = log(SAKH/J).

Proof. The proof follows from using (39) in place of o(Nj (s, a))? in Lemmal4] O

Lemma F.1 (Based on Lemma C.7 in [Jin et al| (2018)). Suppose (@6) in Corollary[F1|holds. For
any h € [H), let B = Vi n(Sk.n) — Vi (sk,n) and let w = (wr, . .. ,wy) be non-negative weight
vectors, then we have with probability at least 1 — 0,

K
> wibin < OSAwl|loeVHTX? + V/SA[w][[w][o HOX),

k=1

where x = log(JSAT/9).
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PVOOf: For any fixed k7 h, let n < Nk,h(sk’h, ak’h) and ¢k,h = Qkﬁh(sk’h, ak‘yh) — ‘/;;k(skﬁ). Then
we have
B = Vin(skn) = Vi (skn)
(from Lemma [C.3| with probability at least 1 — 24)

1

< —F(k,h,§
>~ d)k,h + p2 ( ) 10y )

(from Lemma [C.5] with probability 1 — §)

~ 1
< Qin(Sk,hs @kn) — Qh(Skn, ak,n) + /20(n)n + p:F(k, h.d)

(from Corollary [F1| with probability 1 — &)

3

< a%H—FO(\/ +1>+Za BkL,thl“v‘ F(k’hé) 47)

We now compute the summation Z i1 WkBk,n- We follow the proof of Lemma C.7 in Jin et al.
(2018), with the only difference being the term ZkK 1 = F(k, h,d), which we bound below. From
the proof of Corollary [D.4]

K K
Wk ||]loo 4 2wy, H3xlog(KH/J)
Yk ptens) < "o osa/ Hologh(JSAK/S) + S 22k | X OBRA/0)

kZ:l D2 ( ) D2 ( \/ g /%) ]; D2 Nen+1

O(S Allwl oo/ FXE + v/SATwl Tl ),

where y = log(JSAT/J). Other terms are evaluated in the same way as the proof of Lemma C.7
in[Tin et al.| (2018)). O

IA

Lemma F.2 (Based on Lemma C.3 of Jin et al.[(2018). For any episode k € [K| with probability
1 — 6/K, if Corollary|[F1| holds for all k" <k, the for all s,a,h € S x A x [H]:

S T SAVHI? HTSAy?
[ViVisilow = VaVisa(s,0)| <O <n>< N \/T) |
where n = Ny, p,(Sk n, ak.p), X = log(JSAT/S).

Proof. The proof is almost identical to that of Lemma C.3 of Jin et al.| (2018)) except we Lemma
instead of Lemma C.7 of Jin et al.| (2018)). O

Lemma F.3. (Bernstein concentration) For some given k, h, s,a € [K| x [H] x 8 x A, the following
holds with probability at least 1 — 6 (withn = Ny, 1,(s,a)),

n
| Z o‘iz (Tkmh - R(S’ CL) + V}2<+1(5k73,h+1) - Ps,a‘/lz;l) | < Ub(nv h, S, a)7
where

H ~ —
’Ub(n7h78va) ‘= min {C(\/n +1 : (VthJrl(Sva’) + H)77 +

H7SAn - H?
VHTS Ay 7,64 .
n+1 n+1

Proof. Let k; denote the index of the episode when (s, a) was visited for the 7y, time at step h. Set
x; = ag Tk, 0 — Ri(s,a)), yi = o), (V(Sk,,) — Ps;.a, - V') and consider filtration F; as the o —field

generated by all random variables in the history set #y, . We apply Azuma-Hoeffding (LemmalE.3)
to calculate | Y ;" | x;| and Azuma-Bernstein for | Y., y;|. Consider with probability 1 — 4,

n 2

H
Za ($k,0,) — Poras - V)| < O(1)- Z\/ thhﬂsanJrT"

"\ |H . H?p
Z ;[thh+1]s,a77 +
i=1

A
.
=
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Using Lemma[F.2]and a suitable union bound, we have with probability 1 — 4,

-~ - H o — VHTSAn - x
i VP, < 001)- . La) + Hyp4+ Y2 220X
;awww V[ <001 ;\/Hl(v Visa(s,a) + Hyn + ¥—==
< Vup(n,h,s,a).
where the last term dominates the concentration of | >_"_; ;. O

Lemma F.4 (Based on Lemma[C.1). The samples from the posterior distributions and the mean of
the posterior distributions as defined in Algorithm 3| satisfy the following properties: for any episode
k € [K] and index h € [H],

2k=1)5 s
KH KH’

@kyh(s, a) > Qr(s,a) — /up(n, h, s, a). (48)
(b) (Posterior distribution sample) For any given s, a, with probability at least py (py = ®(—1)),

Qrn(s,a) > Qi(s,a). (49)

(a) (Posterior distribution mean) For any given s, a, with probability at least 1 —

(c) (In Algorithmlzl) With probability at least 1 — 12(—’“]‘3,
Vien(skn) > Vi (skn)- (50)
Proof. The proof is identical to that of Lemma [C.I] except that we use Lemma [F3] instead of

Corollary O

Lemma F.5 (Based on Lemma C.6 of Jin et al.| (2018)). With probability at least 1 — 46, we have the
following for all k, h € [K] x [H],

wVin(Sknsarn) = ViVt (sen,arn) < 2HPg , ap - (Vi — Vi)

SAVHNYE  [HTSAy?
+O< \/n X +\/ nx>7

<)

where n = Ny, p,(Sk,h, ak,p) and x = log(JSAT/6).

Proof. Consider,

W Vin Sk arn) = ViRVt (sen, apn) < ‘ank,h(sk,h,ak7h> — Vi Vi1 (Skon, ak,h)‘

<)

+‘VnV;f+1(8k,h, ar.n) = VoVt (Sk.hs ak,n)

)

where for the first term we apply Lemma[F.2] (which holds when Corollary [F.I|and Lemma [F1 hold)
and for the second term we have from the definition of variance,

Vo Vi1 (Skohs arn) — Vth”ﬁl(sk,h»ak,h)‘ < 2HPs a0 - (Vi = Vi)
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