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Abstract

Large Language Models (LLMs) have demon-001
strated remarkable proficiency in various nat-002
ural language generation (NLG) tasks. Previ-003
ous studies suggest that LLMs’ generation pro-004
cess involves uncertainty. However, existing005
approaches to uncertainty estimation mainly006
focus on sequence-level uncertainty, overlook-007
ing individual pieces of information within se-008
quences. These methods fall short in sepa-009
rately assessing the uncertainty of each com-010
ponent in a sequence. In response, we pro-011
pose a novel framework for Concept-Level012
Uncertainty Estimation (CLUE) for LLMs. We013
leverage LLMs to convert output sequences014
into concept-level representations, breaking015
down sequences into individual concepts and016
measuring the uncertainty of each concept sepa-017
rately. We conduct experiments to demonstrate018
that CLUE can provide more interpretable019
uncertainty estimation results compared with020
sentence-level uncertainty, and could be a use-021
ful tool for various tasks such as hallucination022
detection and story generation.023

1 Introduction024

Large Language Models (LLMs) have demon-025

strated powerful abilities in generating human-like026

text and attaining exceptional performance in vari-027

ous Natural Language Processing (NLP) tasks. Pre-028

vious studies indicate that the generation process of029

LLMs involves uncertainty (Manakul et al., 2023,030

Huang et al., 2023b). This uncertainty arises from031

the stochastic nature of the sampling process in032

LLMs, leading to the generation of different out-033

puts for the same given input.034

Measuring the uncertainty in LLM generation035

is important, as it can serve as a crucial indica-036

tor, offering insights into the reliability or diver-037

sity aspects of specific tasks. For example, in a038

question-answering (QA) task, high uncertainty in039

the model’s output could be interpreted as a form040

of hallucination, deviating from the expectation041

of producing consistent answers. In contrast, in 042

the context of a story generation task, high uncer- 043

tainty could become a favorable characteristic, con- 044

tributing positively to the diversity of the generated 045

stories. Therefore, understanding and quantifying 046

uncertainty in LLM outputs become essential, al- 047

lowing for task-specific evaluations and ensuring 048

the desired outcomes in various applications. 049

Various methods exist for measuring the uncer- 050

tainty of LLMs’ output. Previous approaches have 051

primarily focused on measuring uncertainty at the 052

sequence level (Manakul et al., 2023, Huang et al., 053

2023b), treating an entire generated sequence as a 054

single unit. These methods are often used to de- 055

tect hallucinations by identifying output sequences 056

with high uncertainty. However, a single sequence 057

may contain multiple pieces of information, each 058

with different uncertainty levels. Therefore, these 059

methods encounter the “information entanglement 060

issue”, where they can only measure the overall 061

uncertainty of an entire sequence. This limitation 062

hinders a nuanced evaluation of individual com- 063

ponents. For example, as illustrated in Table 1, 064

the output sequence in each sample may include 065

both consistent information and distinct details. 066

Sequence-level methods fail to discern the uncer- 067

tainty of each component. 068

To address the information entanglement is- 069

sue, we proposed a framework for Concept-Level 070

Uncertainty Estimation (CLUE) for LLMs. Con- 071

cepts represent the fundamental meaning of the 072

text, independent of sequence structure or individ- 073

ual lexicons. We use LLMs with handcrafted one- 074

shot example to extract comprehensive concepts 075

from the generated output sequences. Each ex- 076

tracted concept is treated as an independent unit, 077

and its uncertainty is measured separately. The 078

extracted concepts are then evaluated by an NLI- 079

based zero-shot text classifier, which assigns the 080

predicted entailment score as the concept score. 081

Lastly, the uncertainty is determined by the aver- 082
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Sequence-level uncertainty

Prompt
Answer the question in one single sentence with details: Who is the
founder of Apple?

Sample VRO
(Huang et al., 2023b)

SelfCheckGPT-NLI
(Manakul et al., 2023)

Output 1
The co-founder of Apple is Steve Jobs, who, along with Steve
Wozniak and Ronald Wayne, established the company on April 1,
1976, in Cupertino, California.

0.811 0.13

Output 2
Steve Jobs, along with Steve Wozniak and Ronald Wayne, co-
founded Apple Inc. in 1976, revolutionizing the technology industry
with iconic products like the iPhone and MacBook.

0.81 0.614

Output 3
Apple was founded by Steve Jobs, Steve Wozniak, and Ronald
Wayne, originating in a garage in Los Altos.

0.822 0.904

Output 4
Apple’s inception in 1976 was marked by the collaboration of Steve
Jobs, Steve Wozniak, and Ronald Wayne, but Wayne sold his stake
shortly after, missing out on Apple’s immense success.

0.835 0.862

Concept-level uncertainty
Extracted concepts CLUE

Concept 1 Co-founders of Apple (Steve Jobs, Steve Wozniak, Ronald Wayne) 0.004
Concept 2 Apple’s establishment in 1976 0.175
Concept 3 Location of Apple’s establishment (Cupertino, California) 3.554
Concept 4 Iconic Apple products: iPhone and MacBook 1.629
Concept 5 Origination in a garage in Los Altos 4.411
Concept 6 Ronald Wayne’s stake sale 7.965
Concept 7 Missed opportunity for Ronald Wayne 6.572

Table 1: An example of sequence-level and concept-level uncertainty in output sequences generated by LLM.
The output sequences may contain both consistent information (co-founders of Apple) and varied details across
individual samples. Sequence-level uncertainty (Sample VRO and SelfCheckGPT-NLI) falls short in considering
each piece of information separately, therefore the produced uncertainty scores for the whole generated sentence
becomes less meaningful. In contrast, by breaking down sequences into concepts, our method effectively captures
concepts with high uncertainty (highlighted in colored underline), while still identifying the consistent concept
(Co-founers of Apple).

age negative logarithm of the concept score with083

respect to each output sequence. The details of the084

framework are presented in Section 4.085

We demonstrate the effectiveness of CLUE in086

concept-level hallucination detection and its appli-087

cation as a conceptual diversity metric for story088

generation. Our experimental results validate the089

assumption that highly uncertain concepts are more090

likely to be hallucinations in tasks requiring con-091

sistent output. Furthermore, CLUE demonstrates092

a 21% improvement in macro AUROC over the093

baseline method in detecting hallucinations on QA094

datasets. To evaluate CLUE’s efficacy in address-095

ing the information entanglement issue, we com-096

pare its accuracy in predicting human judgments097

with sequence-level methods using Amazon Me-098

chanical Turk (AMT). The results reveal that it099

exhibits a 33% higher accuracy, indicating that100

our concept-level method better aligns with human101

judgments and is thus easier for humans to under-102

stand. We also introduce the utility of CLUE as a103

conceptual diversity metric for story generation.104

2 Motivation 105

2.1 Information Entanglement Issue 106

Previous sequence-level uncertainty methods are 107

limited to assessing uncertainty for the entire se- 108

quence. Given that paragraph-length sequences 109

encompass vast amounts of information, prior 110

methods primarily focus on sequences of sentence 111

length. Nonetheless, even a single sentence can 112

be lengthy and filled with extensive information. 113

As shown in Table 1, a sentence-long sequence 114

may still encompass multiple pieces of information 115

simultaneously. Addressing this challenge necessi- 116

tates breaking sequences down into distinct pieces 117

of information and evaluating their uncertainty in- 118

dividually. 119

2.2 Breaking Down Sequences 120

To extract information contained in each sequence, 121

it is essential to break down sequences into their 122

constituent components. Various methods exist for 123

sequence breakdown, such as tokenization, named- 124

entity recognition (NER), and syntax tree parsing. 125

Different methods lead to varying levels of infor- 126
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mation. For example, tokenization breaks down se-127

quences into tokens, representing the lowest level128

of information in natural language. To enhance129

generalization ability, we employ LLM prompting130

to break down sequences into information pieces.131

By designing few-shot examples for LLMs, we can132

easily adjust the information level. In this paper,133

we focus on extracting high-level concepts, which134

effectively capture key meanings or ideas from the135

given text while disregarding lexical information136

and sequence structure.137

3 Related Work138

3.1 Uncertainty Estimation for LLMs139

There are numerous methods to measure uncer-140

tainty in LLMs. From the algorithmic aspect, un-141

certainty estimation can be categorized into two142

types: token-based and sampling-based methods.143

Token-based uncertainty relies on the output prob-144

abilistic distribution for each token from LLMs145

(Yuan et al., 2021, Kuhn et al., 2023, Manakul et al.,146

2023, Zhang et al., 2023b, Huang et al., 2023b).147

These methods directly measure the uncertainty of148

the generated sequence based on this distribution.149

However, they cannot be used for black-box LLMs150

when the output probabilistic distribution is not151

available. Further, the output probability is often152

over-confident and may not reflect the actual un-153

certainty. In contrast, sampling-based uncertainty154

methods generate multiple samples from the same155

input prompt and calculate the uncertainty based156

on these output sequences (Manakul et al., 2023,157

Huang et al., 2023b). For example, Huang et al.,158

2023b propose Sample VRO, which is calculated159

based on the similarity between multiple output160

samples. Sampling-based methods only require161

output sequences to calculate uncertainty, thereby162

making them more applicable across a wider range163

of LLMs.164

From the uncertainty level aspect, previous un-165

certainty methods can be categorized into three166

levels: sequence-level, token-level, and word-level.167

Sequence-level methods treat the entire output se-168

quence as a single unit and assess its uncertainty169

(Manakul et al., 2023, Huang et al., 2023b, Kuhn170

et al., 2023 Yang et al., 2023b, Duan et al., 2023,171

Chen and Mueller, 2023, Lin et al., 2023, Zhang172

et al., 2023b, Hou et al., 2023, Rivera et al., 2024).173

Notably, most of the sampling-based sequence-174

level methods can only handle single-sentence se-175

quences. Token-level approaches directly mea-176

sure the uncertainty of individual output tokens 177

(Tanneru et al., 2023, Duan et al., 2023, Yang 178

et al., 2023a). Most of them leverage output to- 179

ken probabilities and employ functions such as en- 180

tropy or the negative logarithm of the probability 181

for uncertainty estimation. Word-level methods in- 182

volve extracting keywords from output sequences 183

and subsequently evaluating the uncertainty associ- 184

ated with each identified keyword (Varshney et al., 185

2023). The distinction between word-level and 186

concept-level approaches lies in their functional- 187

ity. Word-level methods only identify keywords 188

present in the output sequences, whereas concept- 189

level methods directly generate concepts based on 190

the key meaning of the output sequence. 191

3.2 Hallucination in LLM Generation 192

Hallucination in LLMs refers to the generation of 193

content that deviates from the input prompt or may 194

lack grounding in reality. It is important to note 195

that hallucination may present as a factual output 196

but is not relevant to the input prompt. Several com- 197

prehensive surveys have been conducted to explore 198

hallucination in LLMs (Huang et al., 2023a, Zhang 199

et al., 2023c, Rawte et al., 2023, Ye et al., 2023). 200

In order to improve the reliability of LLMs, exten- 201

sive studies have been dedicated to the detection 202

of hallucinations (Chen et al., 2023, Bang et al., 203

2023, Mündler et al., 2023, Chuang et al., 2023, 204

Sadat et al., 2023, Mishra et al., 2024, Wang et al., 205

2023, Choi et al., 2023, Forbes et al., 2023, Zhang 206

et al., 2023a, Chen et al., 2024). Specifically, some 207

approaches leverage the uncertainty in LLMs to 208

identify unreliable content as hallucinations (Man- 209

akul et al., 2023, Varshney et al., 2023, Zhang et al., 210

2023b). Furthermore, numerous studies focus on 211

mitigating hallucinations through self-refinement 212

by LLMs (Varshney et al., 2023, Mündler et al., 213

2023, Dhuliawala et al., 2023, Kang et al., 2023, 214

Liang et al., 2024, Ji et al., 2023, Guan et al., 2023, 215

Feldman et al., 2023). In this paper, we focus on 216

utilizing concept-level uncertainty to detect hallu- 217

cinations that deviate from the input prompt. 218

4 Methodology 219

We propose a novel framework, CLUE, to mea- 220

sure the uncertainty of LLMs at the concept level. 221

CLUE extracts concepts from output sequences in 222

each sample and then assesses concept uncertainty 223

based on the corresponding concept score to each 224

output sequence. An overview of our framework is 225

3



  

  

     ... 

C1: Steve Jobs as
founder, Apple as a
company

C2: Steve Jobs as
founder,
Apple's founder

...

CN: Establishment
of Apple, Apple as a
company

o1: Apple was
founded by
Steve Jobs.

o2: Steve Jobs
founded Apple.

...

oN: Apple was
established by
Steve Jobs.

Who founded
Apple?

c1: Steve Jobs as
founder

c2: Apple as a
company

c3: Apple's founder

...

cM: Establishment
of Apple

c2 c3 c4c1 ...

c2 c3 c4c1 ...

c4

c2 c3 c4c1 ...
c2 c3c1 ...

Extracted concepts Concept pool Concept score

Concept
uncertainty

Output sequences

Concept Extraction Uncertainty Calculation

LLMLLM

Avg(-log(score))union

Question Concept
scorer

Figure 1: Our proposed framework of concept-level uncertainty. oi denotes the i-th output sequence, Ci denotes the
extracted concepts from oi, and ci denotes the i-th concept in the concept pool.

presented in Figure 1.226

4.1 Concept Extraction227

Concepts are high-level representations of texts, re-228

flecting the meaning of sequences. To measure229

the uncertainty at the concept level, we extract230

concepts from the generated sequences by prompt-231

ing LLMs. Inspired by Brown et al., 2020, we232

feed handcrafted one-shot example to guide LLMs233

in generating concepts consistently, as presented234

in Table 7 in the Appendix. Our analysis reveals235

that the length, subject, and quantity of examples236

barely affect the consistency of extracted concepts.237

We present some examples of generated sequences238

alongside their corresponding extracted concepts239

in Table 8 in the Appendix.240

We extract a set of concepts for each output se-241

quence. Since each output sequence is different,242

the extracted concepts also vary. To comprehen-243

sively capture the information that may be gener-244

ated by the LLM, we combine the sets of concepts245

extracted from each output sequence to form a uni-246

fied concept pool. The concept pool is composed247

of the possible concepts generated by the LLM248

based on the given prompt. Since some extracted249

concepts may exhibit high similarity, we use an250

NLI-based zero-shot text classifier to automatically251

consolidate similar concepts, retaining only one252

instance. For example, consider the two closely re-253

lated concepts: “Limited competition among ISPs”254

and “Lack of competition in broadband market”,255

we randomly select one of these concepts to con-256

dense the concept pool. The zero-shot text classifier257

is employed to measure the similarity between con-258

cepts by computing their mutual entailment scores.259

The two concepts are regarded as equivalent if both260

entailment scores are higher than the predefined261

threshold. The threshold is set at 0.99 to ensure262

stringent selection, allowing only very similar con-263

cepts to be considered equivalent. The details of 264

the classifier are presented in Appendix A. 265

4.2 Concept-level Uncertainty Calculation 266

4.2.1 Concept Scorer 267

To measure the concept score based on the rele- 268

vance between concepts and each output sequence, 269

we design a concept scorer f using an NLI-based 270

zero-shot text classifier. Given a sequence oi and 271

a concept cj , the NLI-based zero-shot text classi- 272

fier determines whether oi entails cj and outputs a 273

probability of entailment. High entailment proba- 274

bility indicates that cj is a concept of oi. We adopt 275

the entailment probability as the concept score sij . 276

The details of the classifier are presented in Ap- 277

pendix A. 278

sij = f(oi, cj). (1) 279

4.2.2 Uncertainty Calculation 280

We measure the concept score for each concept 281

with respect to each sampled output sequence us- 282

ing the concept scorer. The concept uncertainty is 283

determined by calculating the average of the nega- 284

tive logarithm of the concept score 285

U(cj) = Avgi(−log(sij)) = − 1

N

∑
i

log(sij),

(2) 286

where U(cj) denotes the uncertainty of the con- 287

cept cj , and N is the number of samples. Since 288

we employ a sampling-based method for uncer- 289

tainty calculation, our approach is applicable to 290

both white-box and black-box LLMs. 291

5 Experiments 292

We conduct experiments on various NLP tasks to 293

demonstrate the utility of the proposed framework. 294

In Section 5.2, we illustrate how CLUE detects 295

hallucination at the concept level, which is more 296
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intuitive for humans to comprehend compared to297

sequence-level methods. In Section 5.3, we extend298

our framework to another application as a concep-299

tual diversity metric for story generation.300

5.1 Experimental Settings301

We evaluate the effectiveness of CLUE using302

question-answering (QA) datasets, which comprise303

multiple positive and negative instances. In the304

context of QA, high uncertainty indicates unpre-305

dictability in the generated output. Since stability306

and consistency are expected in QA tasks, high307

uncertainty implies potential hallucinations. To308

prove this statement, we partition the QA datasets309

into three derivative subsets: the relevant subset310

DR, the less relevant subset DL, and the irrelevant311

subset DI . DR and DL consist of positive and312

negative instances, respectively, while DI contains313

questions paired with answers randomly selected314

from other instances. It is noteworthy that the an-315

swers in DL are more accurate than those in DI ,316

as the incorrect answers of QA datasets are still317

crafted to respond to the corresponding questions.318

An illustrative example of the distinctions among319

the three subsets is presented in Table 2. We sub-320

sequently compute the answer concept score Sa
j321

for each subset to represent the relevance between322

the answer a and the concept cj using the Concept323

Scorer f :324

Sa
j = f(a, cj). (3)325

These answer concept scores then serve as the326

ground truth for the subsequent evaluation.327

What county is Farmington Hills, MI in?

relevant DR
It is the second largest city in Oakland
County in the U.S. state of Michigan.

less relevant DL
In 2010, the area ranked as the 30th
safest city in America.

irrelevant DI
The books have since been published
by many publishers worldwide.

Table 2: An example illustrating the three dataset sub-
sets.

5.1.1 Models328

We conduct experiments using OpenAI’s GPT-3.5-329

turbo-instruct model. During the sampling stage,330

we set the temperature to 1 and generate N = 5331

samples to produce different outputs while preserv-332

ing the necessary contextual information for co-333

herent and meaningful responses. In the Concept334

Extraction stage, we set the temperature to 0 to335

ensure more stable and deterministic results for336

the extracted concepts. Additionally, we adopted 337

the NLI-based zero-shot text classifier “bart-large- 338

mnli” 1 for our concept scorer. It is based on the 339

bart-large model (Lewis et al., 2020), pretrained on 340

the MNLI dataset (Williams et al., 2018). 341

5.1.2 Datasets 342

We select three datasets with different characteris- 343

tics for a thorough evaluation. ELI5-Category is a 344

long-form QA dataset with paragraph-like answers. 345

WikiQA consists of simple answers, each sequence 346

comprising only one sentence. QNLI is an NLI- 347

based QA dataset that includes answers categorized 348

as either entailing the corresponding questions or 349

not. We construct three subsets DR, DL, and DI 350

for each dataset. 351

ELI5-Category The ELI5-Category dataset 352

(Gao et al., 2021) is a more recent and compact 353

variant of the original ELI5 dataset (Fan et al., 354

2019). It is constructed by collecting questions and 355

their answers from r/explainlikeimfive subred- 356

dit. Each instance contains a single question paired 357

with multiple answers, with each answer being as- 358

signed a score. The score is determined by sub- 359

tracting the number of downvotes from the number 360

of upvotes given by annotators. A higher score 361

indicates a better answer. In our experiment, we 362

select answers with the highest and lowest scores 363

for DR and DL. As for DI , we randomly choose 364

an answer from another instance to serve as the 365

irrelevant answer. 366

WikiQA The WikiQA dataset (Yang et al., 2015) 367

consists of 3,047 questions initially sampled from 368

Bing query logs. Each instance comprises a sin- 369

gle question along with multiple answers, where 370

the answers are sentences extracted from the corre- 371

sponding Wikipedia page related to the question’s 372

topic. Annotators have labeled each answer as ei- 373

ther correct or incorrect. In our experiment, we 374

randomly choose one correct answer, one incorrect 375

answer, and one irrelevant answer from another 376

instance to form DR, DL, and DI , respectively. 377

QNLI The QNLI (Question-answering Natural 378

Language Inference) dataset (Wang et al., 2018) 379

is a Natural Language Inference dataset derived 380

from the Stanford Question Answering Dataset 381

v1.1 (SQuAD) (Rajpurkar et al., 2016). Each in- 382

stance consists of a question associated with a sen- 383

1https://huggingface.co/facebook/
bart-large-mnli
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Dataset Pearson Correlation

Eli5-Category
relevant DR -0.425

less relevant DL -0.374
irrelevant DI -0.079

Wiki-QA
relevant DR -0.488

less relevant DL -0.33
irrelevant DI -0.062

QNLI
relevant DR -0.488

less relevant DL -0.284
irrelevant DI -0.092

Table 3: Correlation across the three different subsets of the datasets. As expected, the relevant subset has the lowest
correlation and the irrelevant subset has the highest correlation. This pattern validates our assumption that concepts
with high uncertainty tend to be hallucinated concepts.

tence labeled either as “entailment” or “not entail-384

ment”. In our experiment, we select instances with385

“entailment” sentences as DR and those with “not386

entailment” sentences as DL. For DI , we arbitrar-387

ily choose a sentence from another instance as the388

answer.389

5.2 Uncertainty-based Concept-level390

Hallucination Detection391

To demonstrate the application of our method for392

concept-level hallucination detection, we first vali-393

date the assumption that high uncertainty in output394

suggests hallucination. Building upon this assump-395

tion, we evaluate the effectiveness of CLUE in396

detecting hallucinations. We further conduct a hu-397

man study showing that concept-level uncertainty398

is better than previous sequence-level uncertainty399

as it is easier for humans to understand.400

5.2.1 Motivating Experiment401

To verify the assumption that high uncertainty in402

outputs suggests hallucination, we examine the cor-403

relation between the concept uncertainty U(cj) and404

the answer concept score Sa
j across all concepts for405

each instance. We then compute the average corre-406

lation across all instances for three dataset subsets407

DR, DL, and DI . Since the answer concept score408

indicates the relevance between the concept and409

the answer, a low correlation implies that concept410

uncertainty can serve as an indicator of the con-411

cept’s irrelevance to the answer. In DR, where412

answers are logically connected to the questions,413

concepts irrelevant to the answer are considered414

hallucinations. We expect a low correlation if the415

assumption holds. Conversely, in DI , where an-416

swers are randomly selected from other instances,417

the answer concept score is not expected to ex-418

hibit a clear linear relationship with uncertainty. 419

Therefore, we anticipate the correlation for DI to 420

approach 0. Regarding DL, the correlation is ex- 421

pected to fall between that of DR and DI , given its 422

intermediary relevance to the questions. 423

We present the experiment results of Pearson cor- 424

relation between concept uncertainty and answer 425

concept score in Table 3. As expected, across three 426

subsets of the datasets, the correlation trend ad- 427

heres to the following pattern: DR exhibits a lower 428

correlation than DL, and DL shows a lower corre- 429

lation than DI . The results demonstrate that across 430

QA datasets with various characteristics, they con- 431

sistently validate our assumption that concepts with 432

high uncertainty tend to be hallucinated concepts. 433

This suggests that the uncertainty of the LLM is 434

an effective measure for assessing the faithfulness 435

of the output across diverse circumstances. We 436

present an example of the correlation experiment 437

in Table 9 in the Appendix. 438

5.2.2 Concept-level Hallucination Detection 439

Based on the assumption that high uncertainty in 440

outputs suggests hallucination, we proceed to eval- 441

uate the efficacy of uncertainty in detecting hallu- 442

cination. We formulate this as a classification task 443

and use concept uncertainty to conduct classifica- 444

tion. To achieve this, we first construct a concept 445

set to be classified, and the label of each concept 446

is determined by its answer concept score, as il- 447

lustrated in Equation 3. To enhance precision in 448

concept labeling, we employ two thresholds, a high 449

threshold θh and a low threshold θl, applied to the 450
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Dataset Method Macro Micro
AUROC AUPRC AUROC AUPRC

Eli5-Category
CLUE 0.871 0.894 0.795 0.826

bart-large-mnli 0.661 0.705 0.602 0.622

Wiki-QA
CLUE 0.881 0.911 0.838 0.877

bart-large-mnli 0.712 0.748 0.677 0.701

QNLI
CLUE 0.867 0.899 0.841 0.884

bart-large-mnli 0.761 0.798 0.76 0.789

Table 4: Experiment results of concept-level hallucination detection. CLUE consistently outperforms bart-large-mnli
model across all datasets, showcasing substantial superiority in performance.

concept scores to determine the concept labels:451

label of concept cj =


0 if Sa

j > θh

1 if Sa
j < θl

−1 otherwise.

452

A concept is categorized as an “entailed concept”453

(label 0) if its score surpasses the threshold θh.454

Conversely, if the score falls below θl, the concept455

is designated as a “hallucinated concept” (label456

1). For this experiment, we do not consider other457

concepts (label -1). We exclusively apply this task458

on DR since we require accurate answers from459

positive instances to label concepts.460

As for the metrics, we employ AUPRC (Area461

Under Precision-Recall Curve) along with AUROC462

(Area Under the Receiver Operating Characteristic463

Curve) to evaluate the classification performance.464

Given that each instance contains a concept pool465

with multiple concepts to be classified, it can be466

viewed as an independent classification task. We467

present both macro and micro versions of these two468

metrics to provide insights into the overall perfor-469

mance across all classifications. Additionally, we470

compare CLUE to the NLI-based zero-shot classi-471

fier “bart-large-mnli” to demonstrate the efficacy472

of our approach. The details of the classifier are473

presented in Appendix A.474

The results of the concept-level hallucination de-475

tection experiment are presented in Table 4. CLUE476

achieves remarkable performance, significantly out-477

performing the baseline method in detecting hallu-478

cinations. Due to the disparity in units between our479

method and sequence-level uncertainty, direct com-480

parisons of hallucination detection performance481

with previous methods are not feasible. Table 1482

provides an example to illustrate that the primary483

issue with sequence-level uncertainty lies not in its484

performance but in its unit. The ablation studies on485

the thresholds of concept scores are presented in486

Appendix B. 487

5.2.3 Human Study 488

To show that concept-level uncertainty is easier for 489

humans to comprehend, we conduct an experiment 490

directly comparing it with sequence-level uncer- 491

tainty through human evaluation. We generate 100 492

instances, each comprising a question, along with 2 493

output sequences and 2 extracted concepts. One se- 494

quence and concept exhibit high uncertainty, while 495

the other sequence and concept demonstrate low 496

uncertainty. We treat this task as a binary classi- 497

fication problem and assess the accuracy of using 498

uncertainty to predict the irrelevant option. We 499

employ SelfCheckGPT-NLI (Manakul et al., 2023) 500

as the sequence-level method for comparison. The 501

instances are labeled using Amazon Mechanical 502

Turk (AMT), where MTurkers are asked to select 503

the concept and sequence they deem more relevant 504

to the given question, as presented in Figure 2 and 505

Figure 3 in the Appendix. To ensure the reliabil- 506

ity of human annotations, we assign five distinct 507

MTurkers to each instance. The label of each in- 508

stance is determined based on the option selected 509

by the majority of the MTurkers, i.e. more than 2. 510

Uncertainty Method Accuracy
CLUE 0.91

SelfCheckGPT-NLI 0.58

Table 5: Accuracy comparison between concept-level
and sequence-level uncertainty in the MTurk experi-
ment. Our approach aligns more closely with MTurkers’
judgments.

The results are presented in Table 5. Our 511

concept-level method exhibits a 33% higher ac- 512

curacy compared to the sequence-level approach. 513

Our findings indicate that concept-level uncertainty 514

correlates more closely with MTurkers’ judgments. 515

This suggests that CLUE serves as a more effective 516
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indicator of the relevance of generated information517

to the question.518

5.3 Conceptual Diversity Metric for Story519

Generation520

As detailed in Appendix C.1, previous diversity521

metrics fall short in capturing high-level features522

such as tone or genre of generated stories. In this523

section, we extend the application of our frame-524

work to serve as a conceptual diversity metric in525

story generation.526

5.3.1 Method527

Since uncertainty cannot directly be used to repre-528

sent diversity, we define a two-level concept struc-529

ture: an upper-level concept representing a concep-530

tual feature of generated stories, with lower-level531

concepts as its subclasses. For example, consider532

the overarching concept “tone”, which includes533

more specific sub-concepts like “happy tone”, “sad534

tone”, “humorous tone”, and so forth. We measure535

the diversity of the upper-level concept by aggre-536

gating the uncertainty of its lower-level concepts.537

Given that high uncertainty in lower-level concepts538

indicates that fewer generated stories are consid-539

ered as the same subclasses, the aggregated un-540

certainty of lower-level concepts can be regarded541

as the diversity of the upper-level concept. We542

further propose two aggregation functions: the har-543

monic mean and entropy. The former directly mea-544

sures the harmonic mean of the uncertainty of all545

lower-level concepts, while the latter treats it as546

a multi-class classification problem and measures547

the entropy of the classes. The equations are listed548

below:549

Harmonic mean =
M∑M

j=1
1

U(cj)

, (4)550

551

Entropy = −
M∑
j=1

n(cj)

N
log(

n(cj)

N
), (5)552

where cj denotes the j-th lower-level concept in553

this experiment, N is the number of samples, M is554

the number of concepts, and n(cj) is the number555

of samples classified as cj :556

n(cj) =
∑
i

argmax
k

(f(oi, ck)) ∗ δjk, (6)557

558

δjk =

{
1 if j = k

0 otherwise.
(7)559

5.3.2 Qualitative Analysis 560

To illustrate, we create 1000 stories by prompting 561

LLMs to generate stories with a happy tone. We de- 562

fine a set of two-level concepts with an upper-level 563

concept “tone” and 5 lower-level concepts “happy 564

tone”, “sad tone”, “humorous tone”, “serious tone”, 565

and “romantic tone”. As depicted in Table 6, the 566

concept scorer effectively identifies the stories with 567

a happy tone, resulting in significantly lower uncer- 568

tainty compared to the other lower-level concepts. 569

Consequently, in the harmonic mean function, the 570

low uncertainty term predominates in the denom- 571

inator, leading to low diversity. We further cre- 572

ate datasets with different diversity to evaluate our 573

metrics. The experimental details are listed in Ap- 574

pendix C.2.

Lower-level Concept Uncertainty
Happy tone 0.037

Sad tone 7.216
Humorous tone 0.284

Serious tone 2.949
Romantic tone 0.241

Table 6: Uncertainty of the lower-level concepts. Our
concept uncertainty score can successfully identify the
ground truth (Happy tone).

575

6 Conclusion 576

In this paper, we propose a novel framework for 577

Concept-Level Uncertainty Estimation (CLUE) for 578

LLMs. Our framework separates sequences into 579

multiple concepts and measures their uncertainty 580

individually, successfully addressing the informa- 581

tion entanglement issue. We showcase the versatil- 582

ity of our framework by applying it to hallucination 583

detection and as a conceptual diversity metric for 584

story generation. We hope the proposed concept- 585

based approach can achieve a more “interpretable” 586

uncertainty estimation and can facilitate the inter- 587

action between human and LLMs. 588

Limitations 589

First, a key limitation of CLUE is its dependency 590

on the chosen LLM for concept extraction and the 591

specific concept scorer utilized. In this work, we 592

generate a prompt with a one-shot example to im- 593

prove the consistency of concept extraction. In 594

future work, we will explore employing alterna- 595

tive white box methods for concept extraction to 596

enhance the reliability of our framework. 597
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Second, the lack of high-level feature diver-598

sity metrics for story generation prevents us from599

benchmarking CLUE’s performance. However,600

given the customizable nature of our framework’s601

two-level concept structure, it remains applicable602

across more scenarios. In future work, we aim to603

propose a benchmark for high-level feature diver-604

sity measurement in story generation, with CLUE605

serving as the baseline.606

Ethical Consideration607

We propose a framework for LLMs to estimate608

the concept-level uncertainty of generated content.609

The method is designed to improve LLMs’ inter-610

pretability and improve human-LLM interactions.611

However, we do believe there could be certain risks612

if human over-trust the proposed uncertainty esti-613

mation tool. For example, there could be implicit614

biases in LLMs so that the generated biased con-615

tent will be associated with low uncertainty. There-616

fore, when using the uncertainty estimation tool,617

we need to keep in mind that the estimation is mea-618

suring the LLM-generated uncertainty, not the true619

uncertainty of a particular concept. On the other620

hand, it is also possible that uncertainty estimation621

is manipulated by adversarial attacks, and further622

studies are required to improve the robustness of623

uncertainty estimation against those attacks.624
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A NLI-based Zero-shot Text Classifier 896

An NLI-based zero-shot text classifier operates by 897

predicting three logits, each representing the de- 898

gree of the relationship between the premise and 899

the hypothesis for the labels: “entailment”, “contra- 900

diction” and “neutral”. Following the instructions 901

from the bart-large-mnli website, we disregard the 902

“neutral” label and apply a softmax layer to the 903

remaining two logits to derive the probability asso- 904

ciated with the “entailment” label: 905

f(oi, cj) = σ(cls(oi, cj) == entailment) (8) 906

907

σ(xi) =
exp(xi)∑
j exp(xj)

(9) 908

where σ denotes softmax function and cls denotes 909

the classifier. 910

In our framework, we employ the NLI-based 911

zero-shot text classifier for three purposes: concept 912

consolidation, the concept scorer, and the baseline 913

method for the hallucination detection task. For 914

concept consolidation, the classifier computes the 915

mutual entailment score of extracted concepts as 916
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Extract high-level concepts like the following example:
paragraph: “Basketball, a beloved sport worldwide, has come a long way since its humble
beginnings in the late 19th century. The game was originally created by Dr. James Naismith in
1891 as a way to keep his students active during the winter months. Back then, players used a
soccer ball and peach baskets as makeshift goals. Fast forward to the modern era, and basketball
has transformed into a high-paced, adrenaline-pumping spectacle. With legendary athletes like
Michael Jordan, LeBron James, and Kobe Bryant gracing the courts, and the introduction of the
slam dunk, three-point shot, and shot clock, the sport has evolved into an art form that captivates
fans around the globe. The NBA, with its star-studded roster and global reach, is a testament
to basketball’s enduring popularity and its remarkable journey from humble beginnings to a
multimillion-dollar industry.”
concepts:“’Basketball’s origins’, ’Evolution of basketball’, ’Modern era of basketball’, ’Legendary
basketball athletes’, ’Basketball’s global popularity’, ’Basketball as an art form’, ’Basketball as a
multimillion-dollar industry”’

paragraph: TARGET_OUTPUT_SEQUENCE
concepts:

Table 7: The used prompt with the handcrafted one-shot example.

Output sequences Extracted concepts
Saliva production increases when we yawn to keep the mouth
lubricated and prevent dryness. When we yawn, the muscles
in our face and throat contract, causing the movement of
saliva and sometimes causing it to shoot out of our mouths.
This is a normal and harmless bodily reaction.

“Saliva production and yawning”, “Pur-
pose of saliva production during yawn-
ing”, “Muscles involved in yawning”,
“Saliva shooting out during yawning”,
“Normal bodily reaction”

The sun does not get oxygen from space. The sun is primar-
ily composed of hydrogen and helium, and the process of
nuclear fusion creates the energy and light that we see as
sunlight. It does not rely on oxygen for this process.

“Composition of the sun”, “Nuclear fu-
sion in the sun”, “Sunlight as a prod-
uct of nuclear fusion”, “Sun’s energy
source”, “Sun’s lack of reliance on oxy-
gen”

When we are asleep, our eyes are still functioning, but our
brain switches off our ability to send visual signals to the
conscious mind. This means that while we may still react
to bright lights or movements in our sleep, we are not con-
sciously seeing in the same way as we do while awake.

“Sleep and vision”, “Brain activity
during sleep”, “Consciousness and vi-
sual signals”, “Reactions during sleep”,
“Difference between awake and asleep
vision”

Darkness is the absence of light, and cannot be directly
measured as a physical quantity. Light can be measured
using units such as lumens or lux, but darkness cannot be
quantified in the same way.

“Darkness’ as the absence of light”,
“Measurement of light”, “Inability to
measure darkness”

Table 8: Examples of generated output sequences and their corresponding extracted concepts.

their similarity. One concept serves as the premise,917

and the hypothesis is generated by transforming918

the other concept into the following format: “This919

concept is similar to PREMISE_CONCEPT”. Re-920

garding the concept scorer, the classifier treats the921

output sequence as the premise and generates the922

hypothesis for each concept by transforming it into923

the following format: “This example is about CON-924

CEPT”. As for the baseline method, the classifier 925

considers the question as the premise and generates 926

the hypothesis for each concept by transforming it 927

into the following format: “This question is rele- 928

vant to CONCEPT”. 929
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Question What does the name “Meister” mean in German?

Answer DR Meister means master in German (as in master craftsman, or as an honorific
title such as Meister Eckhart).

DR Many modern day German police forces use the title Meister.
DR A rocket engine, or simply “rocket”, is a jet engine that uses only stored

propellant mass for forming its high speed propulsive jet.
Answer concept score

Concept Uncertainty DR DL DI

Skill and expertise associated with the
name Meister

0.01 0.978 0.419 0.003

German origin of the name Meister 0.018 0.976 0.732 0.003
German cultural influence 0.062 0.896 0.897 0.005
Achievement and recognition 0.302 0.525 0.889 0.037
Origin of Meister 0.766 0.226 0.294 0.012
Definition of Meister 0.876 0.251 0.474 0.012
Use of Meister as a surname 1.371 0.073 0.471 0.005
Pearson Correlation -0.954 -0.529 0.041

Table 9: An example of the correlation between concept uncertainty and answer concept score across three dataset
subsets. In this instance, the concept uncertainty effectively represents the concepts’ relevance to the question,
resulting in a low correlation for DR and DL. In the case of DI , where the answer is not accurate to the question,
the uncertainty does not exhibit a linear relationship with the answer concept scores.

Figure 2: Screenshot of sequence-level human annotation interface presented to MTurkers.

Figure 3: Screenshot of concept-level human annotation interface presented to MTurkers.

B Ablation Studies of Hallucination930

Detection931

We further conduct ablation studies on the thresh-932

olds of concept scores. As illustrated in Figure 4,933

our method demonstrates better performance across934

all datasets when employing tighter thresholds –935

specifically, a higher θh and a lower θl. This ob- 936

servation implies that the scores predicted by our 937

concept scorer effectively reflect the concept’s faith- 938

fulness. 939
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Figure 4: ROC Curves and PR Curves on different thresholds of concept score. The results indicate that our method
demonstrates better performance when utilizing tighter thresholds.

Number of stories in each tone
Dataset Happy Sad Humorous Serious Romantic

Single-class dataset 1000 0 0 0 0
Biased dataset 600 100 100 100 100

Uniform distribution dataset 200 200 200 200 200

Table 10: Overview of story generation dataset.

Diversity
Dataset Harmonic mean Entropy

Single-class dataset 0.142 0.319
Biased dataset 0.903 1.286

Uniform distribution dataset 1.215 1.594

Table 11: Results of our proposed diversity metrics. Both metrics successfully capture the diversity of “tone” across
three datasets.

C Diversity Metric for Story Generation940

C.1 Related Work941

Extensive research has leveraged LLMs for story942

generation tasks, and various metrics have also943

been introduced to evaluate the diversity of gener-944

ated stories. Existing metrics commonly rely on945

quantifying diversity through measures such as the946

count of distinct n-grams (Yao et al., 2019, Tevet947

and Berant, 2021, Li et al., 2016, Goldfarb-Tarrant948

et al., 2020), or by employing BLEU or ROUGE949

scores (Papineni et al., 2002, Zhu et al., 2018, Shu950

et al., 2019, Xie et al., 2023, Tu et al., 2019). How-951

ever, these metrics are confined to measuring lexi- 952

cal diversity and fail to capture high-level features 953

such as tone or genre in story generation. While 954

some diversity metrics based on text embeddings 955

have been proposed to address this limitation (Lai 956

et al., 2020, Du and Black, 2019), their applicabil- 957

ity to story generation tasks remains unexplored. 958

C.2 Evaluation of Diversity Metric 959

To evaluate the effectiveness of our method as a 960

diversity metric, we create three small datasets con- 961

taining stories generated in different tones, as illus- 962

trated in Table 10. These datasets exhibit distinct 963
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distributions, with the highest expected diversity964

in the uniform distribution dataset and the lowest965

diversity in the single-class dataset. We utilize966

the prompt “Generate a story in happy/sad/humor-967

ous/serious/romantic tone in five sentences.” to968

generate the stories. The experiment results are969

presented in Table 11, demonstrating that the two970

proposed diversity metrics both effectively capture971

the diversity of the upper-level concept ’tone’.972
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