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ABSTRACT

It is well known that ensemble improve the accuracy of forecasting tasks. However,
most of ensembling strategies designed for probabilistic time series forecasting are
static methods, in the sense that they either assume the time-invariant ensemble
strategies over the prediction horizon, or are non-adaptive to the forecast start point.
In addition, the static methods naively rely on the predictions of the base forecasters
but fail to utilize base learners themselves efficiently. In this paper, we propose
a novel dynamic ensemble policy to overcome three major limitations mentioned
above via deep Reinforcement Learning (RL) framework. To learn such a policy,
we design a Markov Decision Process (MDP), together with our environment
(TS-GYM) that supports the interaction between the agent or ensembler, offline
datasets and base learners. In doing so, we effectively leverage the power of the
ensemble to improve each of the base learners by reducing the error accumulation
of each base learner via consecutively feeding a better ensembled sample to each
base learner. The proposed ensembling method has several desirable properties
such as uncertainty quantification and the ability to generate sample path, on top
of significant performance gain. The effectiveness of the proposed framework is
demonstrated on multiple synthetic and real-world experiments.

1 INTRODUCTION

Time series data occur naturally in countless domains including supply chain optimization (Larson,
2001; Wen et al., 2017), medical analysis (Keogh et al., 2001; Matsubara et al., 2014b), financial
analysis (Zhu & Shasha, 2002; Hallac et al., 2017), sensor network monitoring (Papadimitriou & Yu,
2006; Letchner et al., 2009), cloud computing (Park et al., 2019; 2021), optimal control of vehecle
(Kim et al., 2020) and social activity mining (Mathioudakis et al., 2010; Matsubara et al., 2012;
2014a). Among the applications of ML-based time series analysis, forecasting is arguably one of the
most sought-after, due to its importance in industrial, social, and scientific applications. For example,
forecasting plays a key role in automating and optimizing operational processes in most businesses
and enables data driven decision making. Forecasts of product supply and demand are used for
optimal inventory management, staff scheduling and topology planning, and are more generally a
crucial technology for most aspects of supply chain optimization. In order to make optimal decisions,
predictive uncertainties need to be taken into account, making probabilistic forecast a desirable
property of time series models (Benidis et al., 2022).

In practice, one often encounters complex time series, making it difficult to find a single best model
that excels at short-term, mid-term, and long-term forecasting scenarios. In such cases, different
forecasting models usually perform well on different data regimes at different time steps. As a
motivating example, Figure 1a shows the relative ranking of the performances of 5 popular forecasting
models on the dataset Solar. In this example, Transformer excels at shorter and longer-term forecasts
while DeepAR and TFT shine in the mid-term scenario. It is thus desirable to have an ensembling
strategy that has different weights at each time step. Therefore, the traditional ensembling strategy
in time series forecast, which assumes that ensemble weights do not vary along the forecasting
horizon is not sufficient to capture the non-stationary patterns of base learners’ performance profile.
Furthermore, popular auto-regression based models are known to have increasing prediction errors
as the prediction horizon stretches further, and the performance degrades dramatically when the
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prediction horizon is sufficiently large (Salinas et al., 2020). As shown in the blue curve of Figure 1b,
the prediction error increases for “DeepAR-G original”(“G” means using the Gaussian distribution as
the output distribution and “original” means using the original implementation of DeepAR) over the
prediction horizon on exchange rate dataset. On the other hand, if we can provide base learners such
as DeepAR with more accurate estimations of the future as the auto-regressive input, the prediction
error can be significantly decreased for the long horizon predictions (see the orange curve in Figure
1b). The huge difference in the prediction error between these two cases show the huge potential
to improve the auto-regression based models if we can provide more accurate estimations during
the prediction horizon. However, none of the traditional ensemble methods utilize the ensemble
predictions as the feedback to boost the performance of the auto-regression based models. Motivated
by the above examples, the natural question arises whether we can develop a general dynamic
ensembling approach that overcomes all the major limitations of the traditional static ensemble
methods and further improve the prediction accuracy for the probabilistic time-series forecasting?

(a) The ranks of 5 base learners along the pre-
diction horizon on Solar dataset. The ranks
are based on the mean weighted quantile loss
over the quantiles [0.1,0.5,0.9] and aver-
aged over all items in each dataset.

(b) The gap between the “DeepAR original"
and “DeepAR w/ target” shows the potential
improvement we can gain if the accuracy of
the auto-regressive input to DeepAR can be
improved.

Figure 1: Two motivations on the need of dynamic ensembles, beyond static ensembles.

To address the above mentioned challenges, in this work, we develop a general dynamic ensem-
ble framework for probabilistic multi-horizon time series forecasting. Our contributions can be
summarized as follows:

• This work is the first one that proposes a dynamic ensemble policy suitable for probabilistic
time series forecasting with the properties of sequential weighting, being adaptive, and
quantile ensemble.

• We formulate this as a Markov Decision Process (MDP) with a careful design of the rewards,
transition dynamics, and ensemble action policy. In particular, the state evolution in our
formulation depends on the ensemble strategy through our novel transition dynamics design.

• To solve this MDP problem, we design a time series gym (TS-GYM) environment which
implements the interaction between the time series off-line dataset, base learners and
ensemble agent. Through this interaction, actor-critic based deep RL method with our
“random extreme point” exploration strategy can learn optimal ensemble policy.

• The extensive experiments show the advantages of our ensemble dynamic framework. In
particular, we demonstrate that our general dynamic ensemble framework can (1) learn the
optimal time-varying ensemble weights along the multi-horizon prediction, (2) be adaptive
to any forecast start time, (3) boost the performance of the auto-regressive base learners, and
(4) result in better performance than other potential variants on real-world datasets.

2 RELATED WORK

Probabilistic time series forecasting In recent years there has been an increasing interest in
“probabilistic forecasting”, namely forecasting models that account for the data’s uncertainty by
modeling the distribution of target values, rather than predicting a single point estimate. Probablistic
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forecasting is useful for business purposes such as supply and demand, inventory management, staff
scheduling and topology planning (Larson, 2001). Modern open source packages such as Kats
(facebookresearch, 2021), Merlion (Bhatnagar et al., 2021) and GluonTS (Alexandrov et al., 2020a)
offer probabilistic forecasting, and include some popular probabilistic forecasters such as Prophet
(Taylor & Letham, 2018), and deep learning probabilistic forecasters such as DeepAR (Salinas et al.,
2020), MQ-CNN (Wen et al., 2017; Park et al., 2022), MQF2 (Kan et al., 2022), NBEATS (Oreshkin
et al., 2019), TFT (Lim et al., 2021) and Transformer (Vaswani et al., 2017). There are several
advances in improving those models in adversarial robustness (Yoon et al., 2022; Liu et al., 2022)
and few-shot learning (Jin et al., 2022).

Time series ensemble The literature on ensembling methods for time series predictions have
focused solely on static ensembling strategies, namely ones that have access to the predictions of
the base learners but not to the base learners themselves. In that situation, a debate on the theory of
ensembling for time series was sparked by an empirical observation that a simple average of the base
learners is often superior to more sophisticated ensemble methods (a problem called the “forecast
combination puzzle”, see Stock & Watson (2004) and Bates & Granger (1969)). See Smith & Wallis
(2009), Claeskens et al. (2016), and Elliott (2011)). While theory lags, however, sophisticated static
ensembling methods have often been observed to work well. (See Donaldson & Kamstra (1996),
Moon et al. (2020), and Massaoudi et al. (2021). Particularly interesting is Gastinger et al. (2021),
with a large empirical study.)

Contrary to the situation considered in these papers, literature on ensembling methods that have
direct access to the base learners, rather than only to their predictions, is limited. Recently, RL based
approaches are proposed in Saadallah & Morik (2021) and Fu et al. (2022). Saadallah & Morik
(2021) consider action dependent state (window of ensemble predictions) transition. Their work
focus on online policy learning with update timing determined by a concept-drift detection algorithm.
In Fu et al. (2022) the state (time series for a given context window and base learners performance at
the next window) transition is action independent with action taken for H steps at a time. In addition,
their methods are only designed for the point based forecasting problem and do not demonstrate the
capability of capturing the non-stationary ensemble weights.

3 PRELIMINARIES

3.1 PROBABILISTIC TIME-SERIES FORECASTING

Suppose we have a panel of n time series, where the i-th time series consists of observations zi,t ∈ R
with (optional) input covariates xi,t ∈ Rd, as t varies over time at fixed discrete intervals. For an i-th
time series (often called i-th item), we wish to make predictions for the next H timestamps, namely
of zi,T+1∶T+H from the forecast start time T + 1, given the history of that item’s observations zi,1∶T
and (optional) the associated historical and future covariates xi,1∶T+H . In this paper we will focus on
global forecasters, namely a single univariate model trained on all of the items together, and accepting
only a single item at inference. For notational simplicity we will drop the item index i and covariates
xi,t unless explicitly stated. We now formally define a forecasting model as a set of random variable
valued functions {fh}Hh=1 such that, for h = 1, ...,H

ZT+h = fh(z1∶T , ξT+h−1), (1)

where ξT+h−1 is the hidden state variable passed from the previous (or older) step. The evolution
of fh and ξT+h−1 depend on the type of the base model. For the auto-regressive model which
uses the recursive prediction strategy, the hidden state ξT+h−1 is generated by passing a sample
ẑT+h−1 ∼ ZT+h−1 from previous time step to the forecaster decoder for the next prediction in a
recursive manner. Often the decoder is homogeneous, i.e., fh = f for h = 1, . . . ,H . On the other
hand, Seq2Seq model which uses the direct prediction strategy, directly forecast the future time series
without involving the evoluation of the hidden state, i.e., ξT+h−1 = ξT for all h = 1, . . . ,H . Refer to
Alexandrov et al. (2020b) for the detailed modeling. In Section 4, we will explore a different choice
for the auto-regressive step, using the entire ensemble.

Then, the associated τ -quantile predictions can be followed as ẑτT+h = qτ (ZT+h) where, for a random
variable Z ∈ R with its culmulative distribution FZ and a quantile level τ ∈ (0,1), qτ is denoted as
the quantile function, i.e., qτ(Z) ∶= F −1Z (τ) = inf{z ∈ R ∶ τ ≤ FZ(z)} .
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3.2 FORECASTING ENSEMBLE

For each m-th base learner, we denote ẑτk,mT+h as the τk-quantile prediction at time step T + h on a

quantile level where τk ∈ {τk}Kk=1. Then, {ẑτk,mT+h }
K,M

k=1,m=1 is denoted as a pool of quantile predictions
at time step T +h over M base learners and K quantile levels. A general ensemble predictions can be
formally expressed as a (linear) weighted combination of predictions of the individual base models,
at each prediction step h = 1, . . . ,H ,

ẑτ,esT+h =
M

∑
m=1

wm
h ẑτ,mT+h, (2)

where wm
h ≥ 0 with ∑M

m=1w
m
h = 1 are the ensemble weights.

3.3 REINFORCEMENT LEARNING

Reinforcement learning (RL) is usually formulated as a Markov Decision Process (MDP), which
can be defined as a tuple (S,A,P, r, γ,H) where S is the state space, A is the action space,
P ∶ S × A → S is the transition function, r ∶ S × A → R is the reward function, γ ∈ (0,1)
is the discount factor and H > 0 is the horizon length of each episode. At each state s ∈ S,
the RL agent takes an action a ∈ A, transits to the next state s′ ∈ S under the dynamics P and
receives a reward r(s, a). The goal of an MDP is to learn a policy π ∶ S → A that maximizes the

total obtained rewards maxπ J(π) = Eτ

⎡
⎢
⎢
⎢
⎢
⎣

∑
H−1
h=0 γhr(sh, ah)

RRRRRRRRRRR

π

⎤
⎥
⎥
⎥
⎥
⎦

, where the expectation is over the

trajectory τ = {(s0, a0, r(s0, a0)). . . . , (sH , aH , r(sH , aH))} where ah = π(sh).

4 DYNAMIC ENSEMBLE FRAMEWORK

In this section, we mainly focus on how to select a sequence of ensemble weights (w1,w2, . . . ,wH)

with wh ∈ RM over M base learners by learning a ensemble policy π. Especially in the presence of
auto-regressive base learners, ensemble weights chosen at the step h may affect the forecasting of
auto-regressive base learners and also ensemble weights chosen at the next step h + 1 (see Section
4.1.1 for more details). With this intuition, we will take a reinforcement learning approach to learn an
optimal policy function π that provides the optimal ensemble weights sequentially.

In Section 4.1, we give a high-level overview of the MDP formulation for the multi-horizon probabilis-
tic time series forecasting problems. In particular, the classes of ensembled sampling strategies and
predictions which determine the state transformation and state transition are discussed in Section 4.1.1
and the careful design of reward computation is explained in Section 4.1.2. Based on the formulated
MDP, we then design our simulated environment, TS-GYM (in Section 4.2) which provides the
interaction among the time series datasets, base learners and the dynamic ensemble agent. Finally, we
describe how to employ deep reinforcement learning with our “random extreme point” exploration
strategy to learn the optimal ensemble policy in Section 4.3.

4.1 MDP FORMULATION

We describe the high-level formulation of the MDP for our dynamic time-series ensemble framework.
Once each episode starts with h = 1, the environment fixes an arbitrary forecasting start point T ,
and then starts to provide a time series pair of both historical input z1∶T and corresponding future
(backtest) output zT+1 as well as corresponding quantile predictions {ẑτ,mT+1} from alll M base models
for the next step T + 1. (We defer the details implementation of the environment to Section 4.2).
The agent will then decide the ensemble weights to compute the ensembled predictions, and update
the ensemble policy based on the accuracy of the ensembled predictions. Depending on the type of
ensemble dynamics, the ensembled predictions may also affect the base learners’ future predictions.
Then, in the next step h = 2, the environment provides next time series output zT+2 and associated
predictions {ẑτ,mT+2} and go on. See Figure 2a for a high level schema.
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More formally, for each step h = 1, . . . ,H of an episode, given the information provided by the
environment (e.g., historical observation z1∶T , and future (backtest) observation zT+h, a pool of all
quantile predictions {ẑτk,mT+h }

K,M
k=1,m=1, and step h) , we define MDP as follows:

• the fixed-size state sh = {z1∶T ,{ẑ
τk,m
T+h }

K,M
k=1,m=1, h},

• the action ah = {w
m
h }

M
m=1 = π(sh), M -ensemble weights wm

h from a policy function π ,
• the state transition P(sh+1 ∣ sh, ah) governed by ensemble dynamics in Section 4.1.1,

• the reward R(sh, ah; zT+h) 1 which evaluates ensemble prediction against ground-truth
zT+h in Section 4.1.2 .

4.1.1 ENSEMBLE DYNAMICS P AND ENSEMBLED QUANTILES

Defining state transition P , which we call ensemble dynamics, narrows down how to construct
quantile predictions over M base learners {ẑτk,mT+h }

K,M
k=1,m=1 ∈ sh. Here, we proposed three strategies:

direct dynamic, auto-regressive dynamic and their composition. The idea of direct ensemble is similar
to Seq2Seq models which employs the direct prediction strategy. The idea of auto-regressive dynamic
is based on auto-regressive models where you recursively feed a new ensembled sample to each base
learner for the next prediction. The ensemble dynamics appear at the step represented by the red
arrow line in Figure 2a.

Direct dynamic. As a direct ensembling over base learner, we first compute quantiles by base
learner itself over H horizon, i.e., we compute ẑτ,mT+h = qτ (Z

m
T+h) for all h = 1, . . . ,H , based on

Equation 1. Then the final quantile ensemble becomes ẑτ,esT+h = ∑
M
m=1w

m
h ẑτ,mT+h in Equation 2. Note

that the base learner’s predictions are not affected by the ensembling. In other words, the transition
dynamic P(sh+1 ∣ sh, ah) = P(sh+1 ∣ sh) is actually irrelevant to the ensembling weights.

Auto-regressive dynamic. In this dynamic, we generate an (intermediate) ensembled sample pT+h,
which is fed into each autoregressive base leaner in a recursive manner. This ends up forming a
sample path through which we can compute the final ensembled (empirical) quantile prediction ẑτ,esT+h.

To begin with, we generate a sample path (ẑmT+1, . . . , ẑ
m
T+H) for each base learner as follows: First,

for each step h, we sample pT+h from mixture of base learners’ distributions P(Zm
T+h) proportional

to ensemble weights wm
h , i.e.,

pT+h ∼
M

∑
m=1

wm
h P(Zm

T+h). (3)

Second, we feed pT+h to each autoregressive base learner, i.e.,
Zm
T+h+1 = f

m
(z1∶T , ξmT+h), (4a)

ξmT+h = g
m
(pT+h, ξmT+h−1). (4b)

where gm represents the m-base model’s evolution dynamics for the hidden state ξmT+h. Lastly, we
get a sample for each base learner ẑmT+h ∼ Z

m
T+h, which can be operated in a recursive manner to

generate a sample path (ẑmT+1, . . . , ẑ
m
T+H) for all base learners.

After collecting a set of sample paths {(ẑmT+1, . . . , ẑ
m
T+H)l}

L,M
l=1,m=1 where (ẑmT+1, . . . , ẑ

m
T+H)l is l-th

sample path above for the m-base learner, we construct the empirical marginal distribution P̂(Ẑm
T+h)

based on the samples {(ẑmT+h)l}
L
l=1 for all h = 1, . . . ,H . Then, the final (ensemble-dependent)

quantile prediction of each base learner is obtained as ẑτ,mT+h(w) = qτ (P̂(Ẑ
m
T+h)) for all m = 1, . . . ,M

with the final ensemble ẑτ,esT+h = ∑
M
m=1w

m
h ẑτ,mT+h. Note that, like pT+h was sampled, the final ensemble

model is ultimately a (single) auto-regressive one that supports sample path and quantiles.

Under auto-regressive dynamic strategy, the ensembled sample pT+h based on ensemble weight
from policy affects the performance of individual base learner consecutively and thus final quantile
ensemble. In other words, action in the previous step affects state in the current step, meaning, unlike
the direct dynamic, the transition dynamics P(sh+1 ∣ sh, ah) ≠ P(sh+1 ∣ sh).

1R(sh, ah; zT+h) can be regarded as a random reward sampled from r(sh, ah) ∶= Ez∼DT+h[R(sh, ah; z)]
where DT+h represents the conditional distribution of zT+h given z1∶T in the given time series dataset.
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Hybrid dynamic. Note that the auto-regressive dynamic strategy is not applicable for Seq2seq base
learners. Still, under the hybrid dynamic strategy, Seq2seq base learners can contribute to generate
ensembled samples together, i.e., ensembled sample pT+H ∼ ∑M

m=1w
m
h P(Zm

T+h) sampled from both
Seq2seq and autoregressive ones, which would be fed into (only) auto-regressive base learners.
The behaviours of Seq2seq base learner is the exactly same in sampling and constructing quantile
prediction without any feedback loop like ensembled sample, which means any auto-regressive base
learners does not affect Seq2seq one’s prediction.The final ensemble under hybrid dynamic is capable
of auto-regressive model, supporting desirable sample path through recursive feedings.

4.1.2 REWARD FUNCTION

To minimize the total quantile losses and encourage the agent to learn a uniform distribution over
the nearly-optimal base learners, we design the reward function as R(s, a; z) = R1(s, a; z) +
λ(s)R2(s, a) for some λ(s) ≥ 0. Here, the first term r1 measures the performance of the cur-
rent quantile ensemble predictions ẑτk,esT+h compared with the best quantile predictions among the base
learners. and takes the form

R1(sh, ah; zT+h) =min
m
{

K

∑
k=1
(L(ẑτk,mT+h , zT+h; τk) −L(ẑ

τk,es
T+h , zT+h; τk))} (5)

where L(⋅, ⋅; τ) can be any measurement of the forecasting accuracy at the quantile level τ . By
designing the R1 term as a regret w.r.t. the best base learner, we normalize the reward around zero: if
the R1 term is less than 0, then it means that the ensemble prediction is worse than the single best
base learner and the corresponding should be punished, and vise versa. Furthermore, R2 takes the
form

R2(sh, ah) =DKL(ah ∣ Unif(M∗
(sh))) (6)

where DKL denotes the Kullback–Leibler divergence, M∗(S) = {m ∈M ∶ L(m) −L(m∗) ≤ ϵ} for
a threshold ϵ > 0. denotes the set of nearly-optimal base learners at the state s, and Unif(M∗(s))
denotes a distribution with probability mass 1

∣M∗(s)∣ on the indices corresponding to the base learners
in M∗(s) and 0 otherwise. We introduce the term R2 to encourage the ensemble policy to be
uniformly distributed among the nearly optimal base learners which could potentially further reduce
the estimation error and the variance. Finally, λ(s) is a state-dependent hyper-parameter controlling
the weights between R1 and R2. When there is only a single nearly-optimal base learner, i.e.,
∣M∗(s)∣ = 1, we set λ(s) = 0 which means that we only incorporate R2 when there are at least two
nearly-optimal base learners.

4.2 SIMULATED ENVIRONMENT: TS-GYM

Before attempting to train the policy π, we first design a novel simulated environment for the
time series ensemble, namely TS-GYM, that follows state transition (in Section 4.1.1) properly, by
extending the OpenAI’s gym interface. As illustrated in Figure 2a, it is composed of pre-trained base
learners in the ensemble, time series (off-line) dataset, time series samplers, ensemble dynamics and
dynamic ensemble agent. During the initialization stage of the environment h = 1, it first decides
forecast start time T which is uniformly sampled among time horizon in off-line datasets, and then
starts to provide following information: (1) sample a time series of (historical) observation z1∶T , (2)
the quantile predictions {ẑτk,mT+h }

K,M
k=1,m=1 for the next timestamp T + h, (3) the step number h, and (4)

ground-truth (future) observation zT+h. The first three information is used to construct the state and
the last information is used to construct the reward defined in Section 4.1.

Note here that generating all quantile predictions {ẑτk,mT+h }
K,M
k=1,m=1 at each timestamp T +h is governed

by the choice of ensemble dynamics in Section 4.1.1 where the ensembled quantile predictions
themselves may be used for the base learners’ prediction in the next timestamp. This will affect the
optimal choice of ensemble actions in the end. This process is repeated until we reach the end of the
prediction horizon T +H , completing one episode. In practice, this whole of procedure can be done
with batch sampling in parallel.
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(a) Illustration of TS-GYM and ensemble dynamic inside. (b) Sequential weights.

Figure 2: Dynamic ensemble framework.

4.3 LEARNING DYNAMIC ENSEMBLE POLICY WITH EXPLORATION

To learn an optimal ensemble policy π, we employ the deep actor-critic approach DDPG (Lillicrap
et al., 2015) in a continuous action space to maximize culmulative reward. To accelerate the
exploration of the base learners’ performance, we deploy the “random extreme point” exploration.

Random extreme point exploration. For the exploration of actions, for each step h, we assign
the action ah = em ∈ RM where em is an one-hot vector2 with randomly chosen m fromM base
learners. This exploration policy encourages the agent to take different individual base learners,
efficiently collecting the observations on not only the sampled base learner performance but also
various dynamic ensemble patterns. In addition this requires no prior knowledge on the base learners.

5 EXPERIMENTS

The extensive experiments are conducted to demonstrate the effectiveness of the proposed dynamic
ensemble approach in adapting the ensemble strategy to the time series item and prediction timestamp
in Section 5.1. Then, we spend to investigate properties of our ensemble methods from dynamic
weights to the phenomena of boosting the performance of the auto-regressive base learner by feeding
the better ensemble sample in Section 5.2.

5.1 BENCHMARK EXPERIMENTS ON DYNAMIC ENSEMBLE

5.1.1 EXPERIMENT SETUP

Datasets and base learners. We perform experiments on four real benchmark datasets that are
widely used in forecasting literature: exchange rate, elec, traf and solar from (Salinas et al., 2019).
For more dataset details, see appendix A.1. We consider the global deep learning based probabilistic
forecasters from GluonTS (Alexandrov et al., 2020b): DeepAR (Salinas et al., 2020), MQ-CNN
(Wen et al., 2017; Park et al., 2022), NBEATS(Oreshkin et al., 2019), TFT (Lim et al., 2021)
and Transformer (Vaswani et al., 2017). Since the performance of DeepAR can be heavily
dependent on the distribution outputs, we trained DeepAR with three different distribution outputs:
Gaussian, Student’s t and Poisson distribution referred as DeepAR-G, DeepAR-T and DeepAR-P,
respectively. All base learners are trained using the default configurations in GluonTS (Alexandrov
et al., 2020b) .

MDP formulation and RL training To evaluate the performance of our general dynamic ensemble
framework, we take the most general ensemble dynamics, which is the hybrid quantile ensemble
dynamics. In particular, we will apply the auto-regressive ensemble dynamics to the DeepAR models
with different distribution outputs and apply the direct ensemble dynamics to the rest of the base
learners. The samples from the DeepAR models from the previous timestamps will then recursively

2only m-th element equals one and zeros otherwise.
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feed as the input to DeepAR models at the next timestamps. In defining the reward function, we
adopt the mean weighted quantile loss (see Equation 7 in Appendix) as the accuracy measurement of
our predictions. RL algorithm (DDPG) is implemented in PyTorch (Paszke et al., 2019) and trained
on AWS Sagemaker (Liberty et al., 2020) with ml.p3.2xlarge instances. Train and test are done
with TS-GYM specific to the given dataset.

Ensemble baselines We compare our RL-based dynamic ensemble approach with the following
static ensemble baselines:

• Mean/Median: for each item and timestamp, take a simple mean/median of all base learners.
• Global optimal ensemble: of all of the possible weights of base learners which are shared

across items and timestamps, choose the weight for which the associated convex combina-
tions of base learners lead to the best performance in the backtest validation set.

• Winner-takes-all(WTA): choose the single base learner which leads to the best
performance in the backtest validation set.

5.1.2 BENCHMARK RESULTS

Message 1: Our hybrid dynamic ensembles is the best or at least on par against other 4
baselines. We evaluate the time series forecasting results by the mean weighted quantile loss
defined in Equation Equation 7 in the appendix. The results of all dynamic ensemble approaches
including our hybrid quantile ensemble dynamics are summarized in Table 1. From the results in Table
1, we can further report three metrics, winning rate, average ranking, and averaged stability score
(amount of % degradation compared with winining method). For winning rate, our RL-hybrid
ensemble is 50% (wins in two out of four datasets) against other 4 baselines whereas Median and
Winner-takes-all ensemble won 25% respectively. In the average ranking, Median and our
RL-hybrid method is 1.75 and 2 respectively whereas Mean and WTA method is 3.75 and 3.5
respectively. In terms of stability score, our RL-hybrid and Median ensemble is -10% and -15%
respectively whereas Mean and WTA method is at least -100% and -70%. Please see more detailed
analysis dataset by dataset in Appendix B.

Message 2: Overfitting and distribution shift hinders coherent ensembles over all en-
semble methods. We also observe the over-fitting of some base learners from the results of
Winner-takes-all. In exchange rate, elec and solar datasets, the best base learner in the
backtest validation set is not the best base learner in the prediction testing window. It would be
challenging to learn a good ensemble strategy in this situation. However, our approach can overcome
this over-fitting issue to some extend and still be able to learn good ensemble policy for exchange
rate and solar datasets. This is partially because the ensemble policy is trained using the entire time
series dataset instead of just the backtest window. In addition, although Winner-takes-all
gives the best forecasting accuracy for traf, the severe over-fitting of MQ-CNN (see accuracies inside
parenthesis of Table 1) slightly degrades the performance of our approach since the uniform weights
are encouraged for the nearly-optimal base learners in our ensemble framework.

Base learner/
Ensemble strategy exchange rate elec traf solar

DeepAR-T 0.0075 0.0548 0.0879 (0.113) 0.3252
DeepAR-G 0.0067 0.0618 0.1140 0.3117
DeepAR-P 0.2261 0.0910 0.9828 0.3137

Transformer 0.0298 0.0266 0.0908 0.3584

MQ-CNN 0.0133 0.0544 1.8793 (0.166) 0.7735
TFT 0.0060 0.0844 0.1144 0.3253

NBEATS 0.0106 0.0480 0.2270 0.9983
Mean 0.0359 0.0490 0.2029 0.3790

Median 0.0090 0.0489 0.0905 0.3256
Global optimal 0.0124 0.0790 0.1991 0.3913

Winner-takes-all 0.0133 0.0548 0.0879 0.7735
RL-hybrid (Ours) 0.0060 0.0544 0.1141 0.3058

Table 1: Performance comparison on real-world benchmark datasets. The winning method among
ensemble methods are made bold. The retangular is the one selected in Winner-takes-all
ensemble method. The values in the parenthesis are the accuracy evaluated in the backtesting window.
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5.2 INVESTIGATING PROPERTIES OF DYNAMIC ENSEMBLES

Property 1: Capturing time-varying ensemble weights. We first demonstrate the capability of
our dynamic ensemble framework to learn the time-varying ensemble weights when the optimal base
learners vary along the prediction horizon. We examine policy trained on the motivating example
on the dataset Solar in Section 1 more closely. Our dynamic ensemble approach is able to learn
ensemble weights which are consistent with the time-varying pattern of the optimal base learners.
In particular, we can see from Figure 3a that (1) only Transformer, TFT and DeepAR are
given positive ensemble weights during the prediction, (2) the ensemble weights of transformer
remain relatively high in prediction timestamps [0,6] ∪ [16,29] while dropping below 0.1 during
prediction timestamps [7,15], (3) the ensemble weights of TFT remain 0 in prediction timestamps
[0,5] ∪ [16,29] but dominate the ensemble weights of transformer in prediction timestamps [7,15],
(4) the ensemble weights of DeepAR remain high during the entire prediction horizon because its
relatively good performance during the entire prediction horizon.

(a) Learning time-varying ensemble weights. (b) Boost performance of AR model.

Figure 3: The learned ensemble weights are consistent with the performances of the base learners.
over the prediction horizon. QL and rank are averaged over all items in the dataset.

Property 2: Boosting the performance of auto-regressive (AR) forecasters. Improving the base
learners’ performance is important for the improving the accuracy of the final ensembled predictions,
and for allowing a broader set of admissible ensemble polices (in the extreme case, if all base learners
perform equally well, then any ensemble strategy is optimal). We demonstrate the capability of
auto-regressive ensemble (as shown in Figure 3b) on boosting the performance of AR forecasters. In
particular, we focus on the DeepAR models with different distribution outputs: Gaussian , Student’s
t and Poisson distribution and train the ensemble policy using our dynamic ensemble approach with
auto-regressive ensemble dynamics on exchange rate dataset. Figure 3b shows the mean weighted
quantile losses of the DeepAR-G over the prediction horizon for 3 different strategies:

• using DeepAR with Gaussian distribution (denoted as DeepAR-G original);
• using DeepAR with Gaussian distribution, but feed the true target value as the auto-

regressive input in Equation 4b (denoted as DeepAR-G w/ target);
• using the DeepAR with Gaussian distribution, but feed the samples from the mixture

of distributions in Equation 3 as the auto-regressive input in Equation 4b (denoted as
DeepAR-G w/ ensemble);

We can observe that by feeding a more accurate input to the auto-regressive forecaster, DeepAR-G
w/ ensemble improves DeepAR-G original consistently over the entire prediction horizon.
The mean weighted quantile loss for DeepAR-G original and DeepAR-G w/ ensemble
are 0.01466 and 0.00988, respectively, which demonstrates a 32.6% performance boost.

Property 3: Auto-regressive dynamic ensemble is more powerful than direct dynamic through
ablation study. We conduct the ablation on AR dynamics that is explicitly considered in our
algorithm in comparison to the methods where the AR feedback is not explicit. We term these
ablations as RL-auto and RL-naive. We consider the solar dataset with base learners DeepAR-T,
DeepAR-G and DeepAR-P.
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Base learner
/Ensemble strategy DeepAR-T DeepAR-G DeepAR-P Mean Global Optimal RL-naive RL-auto

solar 0.3252 0.3117 0.3137 0.3088 0.3302 0.3148 0.2840

Table 2: Ablation study to compare auto-regressive vs direct dynamic.

Table 2 highlights the significance of AR dynamics that is explicit in our MDP formulation. With
same set of base learners the AR dynamics is able to achieve 11% better result than the naive
dynamics. Further, the RL-auto is better (8%) than all models/ensemble strategy considered, thus
showing the significance of base learner boosting via AR feedback.
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A EXPERIMENT SETUP

A.1 REAL-WORLD DATASET

Table 3 summarizes the four benchmark real-world datasets that we use to evaluate our dynamic
ensemble approach.

Dataset Freq Domain # Time series Prediction length
exchange rate daily R+ 40 30

elec hourly R+ 2950 24
traf hourly [0,1] 6741 24

solar hourly R+ 959 24

Table 3: Benchmark dataset descriptions

A.2 IMPLEMENTATION OF DDPG

We use the DDPG implementation from OpenAI spinning up baselines. The last layer of policy
network is a softmax layer with output dimensions as the number of base learners considered. For
hyper-parameter tuning we consider the hyper-parameters in Lillicrap et al. (2015) and some specific
to dynamic AR ensemble. The final hyper-parameters used for different datasets for the experiment
in Section 5.1 is given in Tables 4 and 5. The default weights among AR model parameter is used to
set the weights among the AR model if all the AR models in the hybrid dynamics gets zero weight
at certain step in the RL; λ controls the trade-off as explained in the reward function section. The
reward scale is the scaling applied to mean-wQL to be comparable with the secondary reward r2.
Round threshold is the number of decimal digits for rounding the mean-wQL to get ranking for base
learners.

A.2.1 EXPERIMENTS IN TABLE 1

Hyperparamters exchange rate elec traf solar
episodes per epoch 5 5 5 5
start episodes 40 50 50 50
update after episodes 5 5 5 5
update steps per prediction length 4 4 4 4
update every episodes 0.5 0.25 0.25 0.5
discount factor 0.99 0.99 0.99 0.99
epochs 40 60 60 70
polyak 0.99 0.99 0.99 0.99
learning rate for policy 0.0005 0.0005 0.0005 0.0005
learning rate for Q value 0.0005 0.0005 0.0005 0.0005
noise level for action 0.05 0.05 0.05 0.1

Table 4: Hyperparameters of DDPG algorithm in various real-world datasets.

A.3 IMPLEMENTAIONS OF TS-GYM

Error metric We evaluate the forecasting error in terms of the mean weighted quantile loss. See
the precise definition in the appendix.

1

q

∑
N,T+h,q
i=1,j=T+1,k=1max{τk(zi,j − z̃i,j,k), (1 − τk)(z̃i,j,k − zi,j)}

∑
N,T+h
i=1,j=T+1 ∣zi,j ∣

(7)

where {zi,j}
N,T+h
i=1,j=T+1 are the true values of future time series and {z̃i,j,k}

N,T+h,q
i=1,j=T+1,k=1 are the

estimated quantile predictions.
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Hyperparameters exchange rate elec traf solar
train batch size 40 200 100 200

reward scale 100 0.0001 10 0.01
round threshold 2 2 2 2

λ 0.5 0.5 0.5 0.5
default weights among
auto-regressive models [1,0,0] [1,0,0] [1,0,0] [1,0,0]

Table 5: Hyperparameters of TS-GYM in various real-world datasets.

B BENCHMARK RESULT DISCUSSION

For the more detailed discussion, we can observe that the proposed RL-hybrid method outperforms
all base models and baselines on all exchange rate and solar datasets. For exchange rate, which
is a regular dataset with clear daily patterns, a single base learner usually performs very well. Our
RL-hybrid method is able to identify the single best base learner (TFT). On the other hand,
exchange rate is less regular and more challenging. Our RL-hybrid method is better (2%) than all
base models and baselines considered. This is because our dynamic ensemble method are able to
capture the time-varying patterns of the base learners’ performance profile and boost the performance
of the auto-regressive base learners (see Section 5.2 for more discussions).
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