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Abstract001

Computer-Aided Design (CAD) systems are002
indispensable in mechanical engineering and003
product development processes. Nowadays,004
text-to-CAD methods can significantly reduce005
the learning cost of complex CAD systems006
and has attracted increasing attention. How-007
ever, such methods fail to achieve alignment008
among user expectations, textual descriptions009
and CAD models. To address this limita-010
tion, we propose a new paradigm, “Proac-011
tive Text-to-CAD Generation”, which first em-012
ploys large language models to proactively013
elicit and formulate text enriched with com-014
prehensive CAD design details, then generates015
CAD models from these refined descriptions.016
To support this paradigm, we construct the017
first actively interactive text-to-CAD dataset,018
Proactive-Text2CAD, which contains 4,590019
high-quality dialogues. Moreover, building020
upon this dataset, we propose a novel agen-021
tic framework for this task, named “Proac-022
tive Agent”, which is driven by a hierarchi-023
cal finite state machine accompanying with024
three carefully designed modules. Exten-025
sive evaluation and comprehensive analysis026
on the Proactive-Text2CAD dataset demon-027
strate the effectiveness of both our proposed028
paradigm and agentic framework, with our029
method achieving significant improvements in030
both textual detail refinement and final CAD031
model generation quality.032

1 Introduction033

Computer-Aided Design (CAD) systems serve as034

fundamental tools in mechanical engineering and035

product development, revolutionizing prototyping036

methodologies (Robertson and Allen, 1993). In tra-037

ditional CAD software (e.g., Autodesk, FreeCAD,038

SolidWorks and onshape), users create and modify039

geometric entities and constraints through graphi-040

cal user interfaces (GUIs). However, this requires041

considerable expertise and proficiency, which can042
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Create the first part of the CAD 

model..... Begin by establishing 

a new coordinate system using 

Euler angles of (0.0, 0.0, -90.0) 

and a translation vector of ( 0.0, 

0.1125, 0.0). 
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Y plane, consisting of six loops. 

Loop 1: ..... Loops 2 to 6 are 

individual circles: ..... Then, 

extrude the scaled sketch along

..... The final 3D model is.....

Create the first part of the CAD model — a three-dimensional, 

symmetrical, metallic component with a central circular hole and 

four evenly spaced rounded arms, each featuring a smaller 

circular hole at the end. The shape resembles a four-lobed 

mechanical connector or a stylized cross, viewed from above.

(a) Conventional text-to-CAD generation 

(b) Proactive text-to-CAD generation
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Figure 1: The conventional Text-to-CAD generation
way versus our proposed proactive text-to-CAD genera-
tion way.

be challenging for non-specialists to master (Deng 043

et al., 2024; Zhou and Camba, 2025). 044

To address this challenge, integrating natural 045

language input with CAD systems through highly 046

capable large language models (LLMs), which are 047

excel at interpreting and synthesizing structured 048

data such as command sequences, streamlines para- 049

metric CAD generation. Recently, numerous stud- 050

ies have been devoted to this topic, such as Nel- 051

son et al. (2023); Khan et al. (2024b); Li et al. 052

(2024); Kapsalis (2024). Such a text-to-CAD gen- 053

eration paradigm can definitely minimize the need 054

for users to directly interact with complex GUIs, 055

significantly lowering the barrier to CAD model- 056

ing (Zhou and Camba, 2025). 057

However, such a paradigm is not without its 058

flaws, particularly in achieving alignment among 059

user expectations, textual descriptions and CAD 060

models. In detail, current text-to-CAD meth- 061

ods (Nelson et al., 2023; Khan et al., 2024b; Li 062
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et al., 2024; Kapsalis, 2024; Badagabettu et al.,063

2024) can effectively handle the alignment be-064

tween textual descriptions and CAD models, but065

they struggle to maintain satisfactory alignment066

when dealing with vague or abstract textual inputs.067

Some compelling experimental results (Khan et al.,068

2024b) also reveal that as textual descriptions be-069

come more abstract, the accuracy and precision070

of generated CAD models deteriorate significantly.071

This challenge is particularly pronounced because072

novices and non-specialists tend to provide high-073

level descriptions of model appearance rather than074

detailed parametric specifications. Moreover, even075

experienced CAD engineers find it difficult to pro-076

duce text descriptions that are both sufficiently de-077

tailed and compliant with CAD generation princi-078

ples without the aid of a visual interface. In short,079

merely relying on user-input text descriptions can-080

not bridge the gap between user intent and the final081

CAD model.082

To fill this gap, we propose proactive text-to-083

CAD generation (shown in Figure 1). Such a084

way actively engages users in iterative question-085

ing to seek missing CAD design details in the ini-086

tial user provided textual description. By refin-087

ing incomplete parametric specifications and en-088

hancing the text’s descriptive quality through this089

dialogue-driven process, the framework ensures090

higher-quality input before final CAD generation.091

To achieve proactive text-to-CAD generation, we092

make the following efforts in this paper:093

First, we build the first actively interactive text-094

to-CAD dataset, Proactive-Text2CAD. Our goal095

is to integrate the incomplete user-provided CAD096

text descriptions with a proactive information-097

seeking dialogue, enabling the agent to ask tar-098

geted questions actively when encountering miss-099

ing or unclear CAD parameters. To achieve that,100

based on Text2CAD’s expert-level text annotation101

dataset and CAD dataset (Khan et al., 2024b), we102

further involve two key phases: (1) User initial103

query generation and (2) Proactive dialogues gen-104

eration. Through such a dataset construction pro-105

cess, we obtain 4,590 high-quality dialogues, each106

containing an incomplete metadata entry and an107

active dialogue, totaling around 28,110 question-108

answer pairs. Building upon our dataset, we further109

establish a family of strong and representative base-110

lines, which can be roughly categorized into three111

type (Deng et al., 2025): (1) Standard Prompting,112

like Proactive Prompting (Deng et al., 2023); (2)113

CoT Prompting, like ProCoT (Deng et al., 2023)114

and PS+ Prompting(Wang et al., 2023), and (3) 115

Multi-agent Prompting, like MACRS (Fang et al., 116

2024). 117

Second, we propose a novel agentic framework 118

for this task, named “Proactive Agent”. In detail, 119

through experimens, we find that current proac- 120

tive methods, like ProCoT, PS+ Prompting and 121

MACRS, underperform in refining textual descrip- 122

tions of CAD models, especially exhibiting signif- 123

icant limitations in comprehensively identifying 124

missing operational and parametric details in the 125

CAD model, due to the complex CAD topology. 126

For example, when the subtypes face and loop are 127

missing in the sketch type of the CAD model, since 128

loop is a subtype of face and a CAD model can con- 129

tain multiple faces, current baselines fail to proac- 130

tively ask the user for specific information about 131

the face first. To address this issue, we involve three 132

modules in the proposed agentic framework: strate- 133

gic, tactical, and operational modules. The strategic 134

module analyzes the current CAD design text at a 135

macro perspective, captures missing details, and 136

generates an agent workflow. The tactical and op- 137

erational modules each contain independent mod- 138

ules to address specific functions, decoupling the 139

complex workflow analysis and execution process. 140

To interconnect these three modules and enable 141

autonomous operation, we design a hierarchical 142

finite state machine (HFSM) that drives the reason- 143

ing logic from workflow generation to execution 144

through state transitions. 145

The primary contributions of this work can be 146

summarized as follows: 147

• We propose “Proactive Text-to-CAD Gener- 148

ation” paradigm that engages users in itera- 149

tive questioning to seek missing CAD design 150

details in the initial user provided textual de- 151

scription, then generates CAD models from 152

the refined textual descriptions. 153

• We construct Proactive-Text2CAD, the first 154

dataset for studying actively interactive text- 155

to-CAD generation, which contains around 156

4,500 high-quality dialogues. 157

• We present “Proactive Agent”, an innovative 158

agentic framework driven by a hierarchical 159

finite state machine accompanying with work- 160

flow generation, task dispatching, questioning, 161

and summarization functional modules. 162
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Expert Level CAD Instructions

Minimal JSON

CAD Design Information

parts

coordinate system Euler Angles Translation Vector

sketch face loop circle
Center

Radius

extrusion

extrude depth towards 
normal

sketch scale
extrude depth opposite 

normal

description length width height

assembly

Create the first part of the CAD model, a
symmetrical object with flat top and bottom
surfaces. The resulting part has a width of 0.017
and maintains symmetry along its central axis.

To properly orient the symmetrical part in 3D space, could you 
specify the Euler Angles (three rotation values) needed for its 
coordinate system to define how it should be rotated around 
the X, Y, and Z axes?

Create the first part of the CAD model, a symmetrical object 
with flat top and bottom surfaces. The resulting part has a 
width of 0.017 and maintains symmetry along its central axis.

The coordinate system for part 1 uses Euler Angles of (0.0°, 0.0°, 
-90.0°). This Z-axis rotation of -90 degrees orients the sketch 
plane correctly for the cylindrical feature while maintaining 
alignment with the specified translation vector.

To properly position the symmetrical part in 3D space, could 
you specify the base point coordinates for the translation 
vector? This will determine where the center of the 0.017-
meter wide shape is located relative to the origin.

The translation vector for part 1's coordinate system is set to 
[0.0, 0.017, 0.0] in the Y-axis direction. This shifts the sketch 
0.017 units vertically while keeping X and Z positions aligned 
with the base coordinate system, as specified in our design 
parameters."

.....

CAD Initial Text Description

Missing Details

Simulated Dialogue & Proactive Dialogues Generation

.....

User Initial Query Generation

Figure 2: The whole process of Proactive-Text2CAD construction.

2 Proactive-Text2CAD Construction163

2.1 Dataset Construction164

Our objective is to combine incomplete user-165

provided initial CAD text descriptions with proac-166

tive information-seeking dialogue, enabling the167

agent to actively inquire when facing CAD parame-168

ter details that are missing or incomplete. As illus-169

trated in Figure 2, the dataset construction process170

consists of two key phases: (1) User Initial Query171

Generation; (2) Proactive Dialogues Generation.172

2.1.1 User Initial Query Generation173

At this stage, our task is to generate user initial174

query with uncertain detail missing, which are di-175

vided into four specific steps:176

First, through collecting the multi-level tex-177

tual description dataset of CAD constructed by178

Text2CAD and the minimal metadata dataset (min-179

imal json) (Wu et al., 2021a; Khan et al., 2024b),180

we generate an initial dataset containing precise181

geometric descriptions, text descriptions with rela-182

tive measurements, and concise representations of183

shape attributes and their relational properties in184

CAD designs.185

Next, based on the minimal metadata, we cate-186

gorize the details of CAD textual descriptions into187

six main types: component quantity, sketch, extru-188

sion, coordinate system, appearance description,189

and assembly method. Among these, the sketch,190

extrusion, coordinate system, and appearance de-191

scription types further contain multiple subtypes192

(e.g., subtypes of sketch: face, loop, line, etc.) 1. 193

Then, we randomly delete information of main 194

types and subtypes to create missing types. We sub- 195

sequently use Deepseek-R1 (DeepSeek-AI et al., 196

2025) to rewrite the text descriptions based on the 197

missing types, generating user initial query that 198

lack the missing category information, i.e., incom- 199

plete texts2. 200

Finally, since there exists sequential relation- 201

ships among CAD operation types and dependency 202

relationships among parameter types, we employ 203

topological sorting to arrange the questioning or- 204

der of missing types according to the dependency 205

graph3. 206

2.1.2 Proactive Dialogues Generation 207

In this stage, our task is to generate the whole dia- 208

logue, which are divided into four specific steps: 209

First, we utilize DeepSeek-R1 (DeepSeek-AI 210

et al., 2025) to generate one question for each miss- 211

ing type to inquire about the details of the missing 212

information. These questions serve as the questions 213

posed by the system to the user. 214

Second, for each generated question, we retrieve 215

specific information about the missing types from 216

the initial dataset, then use DeepSeek-R1 to gen- 217

erate natural user responses based on this specific 218

1Detailed type information can be found in Appendix
A.1.1.

2The rewriting prompts are provided in Appendix A.2.1
3Specific information can be found in Appendix A.1.1
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information4.219

Third, based on the generated initial user query,220

we sequentially arrange the generated question-221

answer pairs according to the order of missing222

types, thereby creating proactive dialogues between223

the system and users.224

Finally, three human reviewers are involved to225

verify whether: (1) the initial user queries contain226

all type information except for the missing types,227

(2) the questions cover all missing category de-228

tails, and (3) the responses provide specific detailed229

information. This dataset construction method230

achieved a 77.64% pass rate in human review.231

2.2 Dataset Statistics232

After data processing and filtering, we obtain233

4,590 samples, each containing an incomplete meta-234

data entry and an active dialogue, totaling around235

28,110 question-answer pairs. Uncertain details236

are randomly selected from primary and subcate-237

gories. Due to the variable number of subtypes238

across different CAD models and the inherent in-239

stability of category definitions, the dataset exhibits240

a naturally right-skewed asymmetric distribution.241

Detailed dataset specifications are provided in Ap-242

pendix A.1.3.243

2.3 Evaluation Protocols244

We design several evaluation metrics at three dif-245

ferent levels: turn-level, dialogue-level and CAD-246

level.247

2.3.1 Turn-Level Evaluation248

Following Zhang et al. (2024), we use Clarifica-249

tion Accuracy (Clari. Acc.) to measures the sys-250

tem’s ability to actively query incomplete CAD251

design texts, where a score of 1 is assigned if the re-252

sponse is a valid question, otherwise 0. Besides, we253

also involve Rule-based Score to assesses whether254

responses target the correct missing attribute cat-255

egory, where a binary score (1/0) is determined256

by the presence of keywords relevant to the tar-257

get attribute. Moreover, Rough-L (Lin, 2004) and258

BERTScore (Zhang et al., 2020) is used to quantify259

semantic similarity between responses and refer-260

ence questions. Note that, we evaluate all turn-261

level metrics through both Micro and Macro aver-262

aging, where Micro-averaging computes the mean263

score per turn, while Macro-averaging calculates264

the mean score per dialogue.265

4The prompts for simulating system questions and user
responses can be found in Appendix A.2.1

2.3.2 Dialogue-Level Evaluation 266

Completion Rate. This metric measures the de- 267

gree to which missing information in the CAD text 268

description is completed during the dialogue, cal- 269

culated as: 270

Completion Rate =
Nc

Nt
(1) 271

where Nt refers to the count of initially absent CAD 272

operations or parameter types in the user’s input, 273

and Nc denotes the count of missing categories 274

addressed (queried) during the dialogue. 275

Effectiveness Rate. This metric evaluates the 276

proportion of effective questions in the dialogue, 277

defined as: 278

Effectiveness Rate =
Ne

Ni
(2) 279

where Ne denotes the number of effective questions 280

that satisfy all of the following criteria: (a) target- 281

ing a missing category, (b) having not been previ- 282

ously asked, and (c) receiving a non-"unknown" 283

response, and Ni refers to the total number of inter- 284

action turns. 285

2.3.3 CAD-Level Evaluation 286

To evaluate the quality of the final generated CAD, 287

we leverage Chamfer Distance (CD) (Fan et al., 288

2016; Wu et al., 2021b), which can measure geo- 289

metric similarity between generated 3D CAD mod- 290

els and ground truth, where lower values indicate 291

higher geometric fidelity. In addition to automatic 292

evaluation, we also involve manual evaluation to 293

comprehensively assess the CAD model quality. 294

Average Rank metric is used in manual evaluation, 295

which can be denoted as 296

Average Rank =
1

N

N∑
i=1

Ri (3) 297

where N is the total number of CAD models gener- 298

ated by different methods and Ri is the rank of the 299

i-th model (lower values denote better alignment) 300

3 Methodology 301

3.1 Overall Pipeline 302

To achieve proactive text-to-CAD generation, we 303

involve a pipeline with two parts, where Part 1 is 304

designed to proactively query users for missing 305

CAD design information and generate the final 306

CAD design text, and while Part 2 is configured 307

to employ a CAD Transformer for converting final 308

CAD design text into CAD models. 309

4



Note that, in this paper, we only focus on Part 1310

and build baselines and our proposed method. As311

for Part 2, we leverage the state-of-the-art method,312

Text2CAD(Khan et al., 2024b), to convert the final313

CAD design text into a CAD model.314

3.2 Baseline315

Following Deng et al. (2025), we involve three316

type of baselines: (1) Standard Prompting, (2) CoT317

Prompting and (3) Multi-agent Prompting.318

In detail, in standard prompting, we involve319

Proactive Prompting (Deng et al., 2023) (short for320

“Proactive” in the experiments), which can provide321

the LLM with alternative options for determining322

appropriate actions to take in responses. In CoT323

prompting, besides the standard CoT (Wei et al.,324

2022), we further build ProCoT (Deng et al., 2023)325

and PS+ Prompting (Wang et al., 2023) (short for326

“PS+”), where ProCoT involves dynamic reason-327

ing and planning to analyze subsequent actions for328

achieving dialogue objectives, and PS+ is a two-329

stage method that first generates both the reasoning330

process and potential answers through logical in-331

ference, then employs answer extraction prompts332

to derive the final solution. Finally, in the multi-333

agent prompting, we leverage MACRS (Fang et al.,334

2024) as the representative, which is a collaborative335

multi-agent framework that integrates four LLM-336

based agents to plan diverse dialogue behaviors,337

employing a feedback-aware reflection mechanism338

for agent adaptation. Note that, more details about339

baselines can be find in the Appendix A.4.340

3.3 Proposed Method: Proactive Agent341

Through experiments, we find that current baseline342

methods perform poorly in refining CAD detail343

texts and struggle to comprehensively and holis-344

tically identify the missing operational and para-345

metric details in the current CAD model. To ad-346

dress the aforementioned issue, we propose a novel347

multi-agent framework named “Proactive Agent”348

(shown in Figure 3), which consists of strategic,349

tactical, and operational modules. To interconnect350

these three modules and enable autonomous opera-351

tion, we design a hierarchical finite state machine352

(HFSM) that drives the reasoning logic from work-353

flow generation to execution through state transi-354

tions.355

3.3.1 Strategic Module356

The strategic module (S0) analyzes the current357

CAD design text at a macro level, captures missing358

5
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Figure 3: Our proposed agentic framework: “Proactive
Agent”.

details, and generates an agent workflow. There are 359

two key phase in this module. 360

Specifically, first, the strategic module generate 361

a topological sequence C of the workflow graph via 362

a give LLMθ
5 , which can be denoted as 363

C(V )← LLMθ(d, t,A). (4) 364

In the above equation, d represents the task de- 365

scription of workflow generation, t represents 366

the initial textual description of the user’s CAD 367

modeling task, A denotes the action set { “ask”, 368

“summarize”}, where “ask” indicates proactively 369

querying the user for CAD information, and 370

“summarize” indicates extracting the CAD design 371

scheme from the dialogue history, and the nodes 372

V = {v1, v2, . . . , vn} represent tasks to be fin- 373

ished, such as "ask for the coordinate system de- 374

tails" and "ask for the details of the sketch to be 375

created". 376

Then, based on the dependencies among the 377

details of each CAD operation and parameter, 378

the topological sequence C then forms a directed 379

acyclic graph G according to topological sort- 380

ing (Qiao et al., 2024), which can be denoted as: 381

G(V,E)← C(V ) (5) 382

where E = {(vi, vj)}, where 1 ≤ i ̸= j ≤ n, rep- 383

resent the execution relationships between nodes 384

(vj must be executed after vi). 385

5The prompt is shown in the Appendix A.2.2.
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Method
Clarif.Acc. ↑ ROUGH-L ↑ Rule-based Score ↑ BertScore ↑

Micro Macro Micro Macro Micro Macro Micro Macro

Standard 0.10 0.09 0.05 0.04 0.07 0.06 0.05 0.04
CoT 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
Proactive 4.12 3.72 2.33 2.02 7.53 6.84 2.74 2.38
ProCoT 67.85 71.22 19.55 18.75 35.76 31.10 20.50 19.74
PS+ 44.67 37.27 14.75 13.84 12.27 9.93 14.90 13.50
MACRS 99.54 99.74 17.24 15.72 34.68 28.90 21.33 19.93

Ours 99.89 99.93 21.04 19.11 45.53 38.14 24.62 22.21

Table 1: Experimental results at the turn-level.

Method
Completion Effectiveness

Rate ↑ Rate ↑

Standard 0.04 0.07

CoT 0.00 0.00

Proactive 3.22 3.17

ProCoT 12.45 5.95

PS+ 6.78 8.56

MACRS 8.27 2.68

Ours 23.89 23.34

Table 2: Experimental results at
the dialogue-level.

3.3.2 Tactical Module386

To achieve efficient workflow execution, the tac-387

tical module (Stact) consists of two sub-modules:388

dispatch (S1) and validation (S2).389

The dispatch sub-module is responsible for re-390

ceiving and parsing the workflow graph G. Via391

Kahn’s Algorithm (kah, 1962), the parsing function392

τ can dispatch nodes V to to either the asking or393

summary sub-modules (introduced in §3.3.3, and394

denoted as S3 and S4, respectively), which can be395

represented as:396

τ(V ;G(V,E))→ {S3, S4}, (6)397

The validation sub-module evaluates the ques-398

tion q (produced by the asking sub-module) and399

summary p (generated by the summary sub-400

module) against the task instruction vi via the give401

LLMθ
6. Based on verification results, it triggers402

regeneration of q or p through corresponding sub-403

modules.404

3.3.3 Operational Module405

To complete the underlying task details at the406

micro-level and improve the execution efficiency407

of workflow G, the operational module (Soper) con-408

sists of two independent sub-modules: asking (S3)409

and summary (S4).410

The asking sub-module is responsible for proac-411

tively asking questions to the user. After receiving412

a task instruction vi from the dispatch sub-module,413

the asking sub-module can leverage the give LLMθ414

to generate question q7, which can be represented415

as416
q ← LLMθ(vi) (7)417

The summary sub-module is responsible for gen-418

erating the final CAD design solution based on the419

6The prompt is shown in the Appendix A.2.2.
7The prompt is shown in the Appendix A.2.2

dialogue history H. After the summary module 420

receives the task instruction, it generates a CAD 421

design solution in combination with the task in- 422

struction vi, which can be represented as: 423

p← LLMθ(vi,H) (8) 424

where the dialogue history H includes the user’s 425

initial CAD text description, the questions posed by 426

the asking sub-module, and the user’s responses. 427

3.3.4 Hierarchical Finite State Machine 428

To coordinate the integration and autonomous 429

operation of the aforementioned modules, we 430

leverage the Hierarchical Finite State Machine 431

(HFSM) (Alur and Yannakakis, 2001). Such a ma- 432

chine can employ state-based reasoning to system- 433

atically govern the workflow from generation to 434

execution. The HFSM is formally modeled as a 435

quintuple {S,O, µ, S0, {Sexit}}: 436

• S = S0 ∪ Stact ∪ Soper ∪ Sexit is a hierar- 437

chical state set, where S0 denotes the strate- 438

gic module and is the initial state in the ma- 439

chine, Stact = {S1, S2} is the tractical module, 440

Soper = {S3, S4} represents the operational 441

module, and while Sexit denotes the terminal 442

state. 443

• O represents the set of all possible outputs 444

from the aforementioned modules S. 445

• µ : S × O → S is a transition function that 446

determines the next state in the reasoning pro- 447

cess based on the current state and the execu- 448

tion result of the corresponding module8. 449

Figure 3 illustrates the whole working mech- 450

anism of the HFSM for the proposed proactive 451

agent. 452

8We put the detail of the transition function in the Ap-
pendix A.3 due to the page limit.
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Figure 4: Completion rates for dialogues with varying
numbers of missing details.

Figure 5: Effectiveness rates for dialogues with varying
numbers of missing details.

4 Experiment453

4.1 Performance Comparisons454

In this paper, we employ GPT-4o Mini as the pri-455

mary model for our main experiments.456

4.1.1 Results at the Turn-Level457

The experimental results are shown in Table 1, and458

demonstrate our proposed proactive agent’s supe-459

rior performance across all metrics compared to all460

baseline approaches, confirming its effectiveness461

in identifying missing CAD design details and gen-462

erating appropriate proactive queries. Notably, we463

find that CoT performed poorly, failing to analyze464

omissions or initiate proactive queries, indicating465

its inadequacy for this task. In contrast, MACRS466

and ProCoT maintain competent performance in467

both detail analysis and query generation, exhibit-468

ing particularly strong questioning capabilities in469

this specific assessment dimension.470

4.1.2 Results at the Dialogue-Level471

The experimental results are shown in Table 2.472

From the table, we find that: our proposed proac-473

tive agent outperforms all baselines in both Com-474

pletion Rate and Effective Rate, demonstrating475

its superiority in comprehensively and accurately476

identifying missing information in CAD text de-477

scriptions. Besides, CoT’s poor performance at478

Method
Median Mean Avg.
CD ↓ CD ↓ Rank ↓

Initial Query 45.52 142.61 \

Standard 47.66 141.56 3.56
CoT 48.48 141.50 3.82
Proactive 36.42 129.54 2.78
ProCoT 28.00 116.13 2.20
PS+ 34.73 131.80 2.61
MACRS 27.03 119.69 2.64

Ours 20.60 99.70 1.60

Table 3: Experimental results at the final CAD-level.

dialogue-level evaluation aligns with its turn-level 479

shortcomings, consistently failing to detect missing 480

details or initiate meaningful inquiries. Meanwhile, 481

we also find that MACRS is no longer perform- 482

ing well, particularly showing poor performance in 483

terms of the effectiveness rate. 484

Furthermore, we categorize these dialogues into 485

20 distinct levels based on the type and quantity 486

of missing information or required operations, con- 487

ducting granular dialogue-level evaluations at each 488

individual level. As illustrated in Figure 4 and Fig- 489

ure 5, our method consistently outperforms the best 490

baseline approach, ProCoT, across all classification 491

levels, demonstrating its effectiveness. 492

4.1.3 Results at the CAD-Level 493

Table 3 presents the experimental results at the 494

CAD-level. From the results, we find that our 495

method and most baseline approaches achieve 496

superior CD values compared to the initial user 497

queries, demonstrating that the proactive interac- 498

tion paradigm can effectively improve alignment 499

between CAD models and user expectations. More- 500

over, our proposed proactive agent can outperform 501

all baselines in CD metrics, confirming its effective- 502

ness for this task. The CD results generally corre- 503

late positively with completion rates from dialogue- 504

level evaluation, indicating that better textual re- 505

finement leads to improved geometric alignment. 506

Interestingly, MACRS exhibits slightly better me- 507

dian CD than ProCoT, likely due to its polarized 508

performance (either excellent or poor refinement). 509

However, ProCoT maintains a better average CD 510

than MACRS, suggesting more consistent overall 511

quality in CAD model refinement. 512

4.2 Discussion 513

We investigate the impact of different base LLMs 514

on experimental outcomes by employing GPT- 515

4o mini, Gemini-2.0-flash-lite, and Deepseek-R1. 516
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User Initial Query

ProCoT

Ours

Ground Truth

Figure 6: Case studies to illustrate the effectiveness of our method.

LLM Method
Dialogue-level Evaluation CAD Model Evaluation

Completion Rate (%) Effectiveness Rate (%) Median CD Mean CD

GPT-4o mini ProCoT 12.45 5.95 28.00 116.13
Ours 23.89 23.34 20.60 99.70

Gemini-2.0-flash-lite ProCoT 14.58 8.64 25.11 114.54
Ours 24.76 9.54 20.91 106.24

DeepSeek-R1 ProCoT 14.31 10.22 30.55 115.44
Ours 48.75 29.71 17.60 105.14

Table 4: The experimental result by changing base LLMs.

Among the baseline methods, ProCoT performs the517

best in the previous experiments. Therefore, we518

further test ProCoT and our proposed method in519

terms of dialogue and CAD model generation. The520

experimental results are shown in Table 4. From521

the results, we find that the base LLMs have a522

big impact on the experimental results. Among523

these LLMs, DeepSeek-R1 perform notably well.524

Besides, our method outperforms ProCoT in all525

metrics when the base LLMs are changed.526

4.3 Case Study527

In Figure 6, we compare the geometric appearance528

of the user’s initial CAD text, the strongest base-529

line method ProCoT, our method, and the ground530

truth CAD model. We find that the CAD models531

generated by our method have more details than532

those generated by the user’s initial CAD text and533

ProCoT, and are the most similar to the ground534

truth. More specifically, in the first case, the ground535

truth appears similar to a nut. The CAD models536

generated by the user’s initial text and ProCoT de-537

viate significantly from the ground truth, while our538

method generates a shape that is most similar to the 539

ground truth. In the third case, the ground truth re- 540

sembles a simple rectangular container. Compared 541

to the user’s initial text, ProCoT only generates one 542

additional side panel, whereas our method can gen- 543

erate all the side panels. The only difference from 544

the ground truth is the absence of a base plate. 545

5 Conclusion 546

In this paper, we extend the static text-to-CAD 547

paradigm to the proactive text-to-CAD paradigm, 548

which can engage users in iterative questioning 549

to find missing CAD design details. Second, to 550

achieve this paradigm, we construct the first dataset 551

for studying actively interactive text-to-CAD gen- 552

eration, Proactive-Text2CAD. Third, we present 553

“Proactive Agent”, an innovative agentic framework 554

for this paradigm. Through extensive experiments, 555

we demonstrate the effectiveness of both our pro- 556

posed paradigm and agentic framework. 557
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Limitation558

Our method is currently a pipeline way with two559

parts, where Part 1 is designed to proactively query560

users for missing CAD design information and gen-561

erate the final CAD design text, and while Part 2562

is configured to employ a CAD Transformer for563

converting final CAD design text into CAD mod-564

els. In future work, we may explore an end-to-end565

way from the user’s initial text to the CAD model566

through active interaction and implement joint op-567

timization of the user’s initial text and the CAD568

model.569

Besides, through experiments, we find that the570

validation sub-module in our proposed agentic571

framework can increase the proactivity of inquiry,572

but also introduce the issue of generating invalid573

questions, which can slightly reduce the efficiency574

of our agentic framework. In future work, we will575

explore new method to improve the validation sub-576

module.577
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A Appendix699

A.1 Dataset Specifications700

A.1.1 User Initial Query Generation701

We first define the main types and subtypes of CAD702

operations and parameters, and randomly remove703

the type information included in the minimal meta-704

data. Then, we perform a topological sort on the705

CAD types based on the dependencies between706

CAD type information.707

Main Types and Subtypes of CAD Operations708

and Parameters. We adopt the same709

representation method proposed by Khan et al.710

(2024a), which uses a sketch-and-extrude format.711

Each 2D sketch consists of multiple faces, each712

face consists of multiple loops, and each loop713

either contains a line and an arc or a circle. Loops714

User Initial Query

ProCoT

Ours

Ground Truth

Figure 7: The statistical distribution of our dataset.

are always closed (i.e., the start and end 715

coordinates are the same). The specific 716

descriptions of the main types and subtypes in our 717

dataset are presented in Table 5. 718

Dependencies Between CAD Types. The 719

dependencies between CAD types are shown in 720

Figure 8. After randomly deleting missing types 721

(including both main types and subtypes), we use 722

topological sorting to order the missing types, 723

laying the groundwork for the sequence of 724

proactive dialogue generation. 725

A.1.2 Proactive Dialogues Generation 726

To facilitate the reproducibility of our dataset, we 727

employ DeepSeek-R1 to generate proactive dia- 728

logues with users. The system proactively asks 729

users questions based on the missing type objects, 730

and users retrieve corresponding information from 731

the initial dataset to answer the system’s questions. 732

The prompts for the system’s responses and user 733

inquiries are shown in Table A.1.1. 734

The initial text of the user, namely the initial text 735

description of the CAD design, is adapted from the 736

text descriptions in the initial dataset. We also use 737

DeepSeek-R1 for this adaptation. The prompts for 738

the adaptation are shown in Table 7. 739

A.1.3 Dataset Statistics 740

We classify the samples according to the number 741

of missing types in each sample. Since the sub- 742

types within the main types vary across dataset 743

samples (e.g., different sketches may contain dif- 744

ferent numbers of loop subtypes), which makes it 745

inconvenient to count, we uniformly consider the 746

absence of one main type and one subtype as a 747

single type of missing information, and include it 748

in the count of missing types. 749

Our dataset contains approximately 4,590 dia- 750

logues, with 28,110 question-answer pairs. The 751

distribution of the number of missing types per 752
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sample is naturally right-skewed and discrete, con-753

centrated in the range of 4 to 9, with a long right754

tail, consistent with the characteristics of a skewed755

discrete count data distribution. The specific distri-756

bution of the dataset is shown in Figure 7.757

A.2 Prompt List758

A.2.1 Dataset Construction759

Prompts for generating dialogues between the sim-760

ulated system and user are presented in Table 6.761

Prompts for rewriting the text of the initial dataset762

to generate CAD initial queries are presented in763

Table 7.764

A.2.2 Proposed Method: Proactive Agent765

The prompts for generating workflows by the strate-766

gic module are presented in Table 10. The prompts767

for dispatching tasks by the dispatch sub-module,768

for validating task completion by the validation769

sub-module, for initiating questions by the asking770

sub-module, and for generating summaries by the771

summary sub-module are presented in Table 9.772

A.2.3 Evaluation773

The prompts for simulating user responses in the774

dialogue-level experiments are presented in Table775

8.776

Parts

assembly

Description

Extrusion

Sketch 

Coordinate System

Main Type

Euler Angles

Translation Vector

LoopFace

Line

Arc

Circle

Extrusion Depth Towards Normal

Extrusion Depth Opposite Normal

Sketch Scale

Length

Width

Height

Subtype

Figure 8: Dependencies between CAD types.

A.3 Details of Our Methods 777

The transition function µ of a Hierarchical Finite 778

State Machine (HFSM) can be represented as: 779

µ(Si, y) =



S0 if Si = Sexit

and y = t,

S1 if Si = S0

and y = G(V,E),

S3 if S = S1

and action = ask,
S4 if S = S1

and action = summarize,
S2 if S = S3

and e = q,

S2 if S = S4

and e = p,

S1 if S = S2

and action = ask
and task completion is valid,

sexit if S = S2

and action = summarize
and task completion is valid,

S3 if S = S2

and action = ask
and task completion is invalid,

S4 if S = S2

and action = summarize
and task completion is invalid,

Sexit otherwise.

(9) 780

In this context, y represents the input to the cur- 781

rent state, and the current state transitions to the 782

next state through the transition function µ com- 783

bined with the input y. 784

The overall execution logic of our hierarchical 785

finite state machine (HFSM) begins with the user’s 786

initial CAD design text description t, which first 787

enters the workflow sub-module of the strategic 788

module. At this point, it is in the initial state (S0), 789

where it plans how to ask the user for missing infor- 790

mation in order to ultimately generate a complete 791

CAD design text, thereby generating the workflow 792

of the operational sub-module. Then, the gener- 793

ated workflow is input into the tactical module and 794

enters the dispatch sub-module for workflow pars- 795

ing. The workflow parsing generates a series of 796

subtasks, which the dispatch sub-module assigns to 797

the operational sub-module. At this point, it transi- 798

tions to state S1. Next, the asking sub-module or 799

summary sub-module of the operational module, 800

which receives the sub-tasks, executes the tasks, 801

transitioning to state S3 or S4. The completion of 802

tasks by the asking and summary modules is ver- 803

ified by the validation sub-module of the tactical 804

module, which means transitioning to state S2 for 805
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validation. If the validation sub-module determines806

that the task of the asking sub-module is complete,807

it re-enters the dispatch module, transitioning to808

the next task assignment state S1. Otherwise, it809

returns to the asking sub-module to regenerate the810

question q. The validation of the summary module811

is similar to that of the asking module, except that812

when the validation sub-module determines that the813

task is complete, i.e., the final CAD design solution814

has been generated, it transitions to the termination815

state Sexit, completing the entire execution logic of816

the HFSM.817

A.4 Baseline818

Since no existing large language model (LLM)819

methods currently address proactive querying or820

interactive capabilities for CAD applications, we821

establish six baseline approaches based on our822

newly constructed Interactive-CAD dataset and823

novel CAD generation paradigm. These baselines824

incorporate both commonly-used and state-of-the-825

art (SOTA) LLM-based proactive dialogue method-826

ologies.827

Standard Prompting(Deng et al., 2023): Given828

a task description q, the user’s initial CAD text de-829

scription t, and dialogue history C, we instruct the830

LLM to perform CAD proactive querying and gen-831

erate response r. The task descriptions and prompt832

templates are provided in Table 12 of Appendix833

A.4.1. This prompting scheme can be formally834

represented as:835

p(r | q, t, C)836

837

CoT(Wei et al., 2022): A chain-of-thought838

prompting approach that generates intermediate839

reasoning steps to derive the final response. In the840

task description, we require the system to simulate841

the next response based on the current dialogue842

history. The prompt template is provided in Table843

13 of Appendix A.4.1.844

Proactive Prompting(Deng et al., 2023): Proac-845

tive Prompting is designed to provide the LLM with846

alternative options for determining appropriate ac-847

tions to take in responses, formally represented as:848

p(a, r | q, t, C,A)849

Given the task description q, the user’s initial850

CAD text description t, dialogue history C, and a851

set of possible dialogue actions A, this approach852

instructs the LLM to: (1) select the most suitable 853

dialogue action a ∈ A, and (2) generate the corre- 854

sponding response r. To adapt this to CAD proac- 855

tive querying tasks, we define the dialogue actions 856

as either “querying the user about missing CAD 857

design details” or “summarizing the CAD design 858

solution”. The prompt templates are provided in 859

Table 14 of Appendix A.4.1. 860

ProCoT(Deng et al., 2023): The proactive chain- 861

of-thought prompting scheme (ProCoT) involves 862

dynamic reasoning and planning to analyze sub- 863

sequent actions for achieving dialogue objectives, 864

formally represented as: 865

p(c, a, r | q, t, C,A) 866

where c denotes the cognitive description of the 867

decision-making process for subsequent actions, 868

while q, t, C, A, and r maintain the same defini- 869

tions as in Proactive Prompting. For CAD proac- 870

tive querying tasks, we define c as the analysis of 871

missing detail types in the current CAD design. 872

The prompt templates are provided in Table 15 of 873

Appendix A.4.1. 874

PS+ Prompting(Wang et al., 2023): Plan-and- 875

Solve Prompting (PS prompting) is a two-stage 876

methodology that first generates both the reason- 877

ing process and potential answers through logical 878

inference, then employs answer extraction prompts 879

to derive the final solution. We adopt PS+ prompt- 880

ing with more detailed instructions, defining the 881

task questions as: (1) "identifying missing details 882

in the current CAD design" and (2) "formulating 883

user queries about these missing details", with the 884

dialogue history incorporated into the questions to 885

provide complete contextual information about the 886

current CAD design. The reasoning prompt tem- 887

plates and answer extraction prompts are detailed 888

in Table 16 of Appendix A.4.1. 889

MACRS(Fang et al., 2024): Multi-Agent Con- 890

versational Recommender System (MACRS) is 891

a collaborative multi-agent framework that inte- 892

grates four LLM-based agents to plan diverse dia- 893

logue behaviors, employing a feedback-aware re- 894

flection mechanism for agent adaptation. Specifi- 895

cally, MACRS incorporates four specialized agents 896

designed to perform distinct dialogue functions: 897

questioning, small talk, recommendation, and plan- 898

ning. For proactive querying in CAD design tasks, 899

we define the user profile Up in MACRS’s memory 900

module as representing a CAD modeler, whose ob- 901

jective is to create a fully detailed CAD model. The 902
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system initializes the interaction using the user’s903

initial CAD text description as input. The ques-904

tioning agent, small talk agent, and recommenda-905

tion agent generate three candidate responses (Rask,906

Rchat, and Rrec) based on dialogue history and the907

user profile. The planning agent (πp) then performs908

multi-step reasoning to select the most appropriate909

response from these candidates, determining the910

final system response Rs:911

Rs = πp(Iplan, Rask, Rrec, Rchat, Dh, Ah)912

where Iplan represents the instruction for the plan-913

ning agent πp, Dh denotes the dialogue history, and914

Ah corresponds to the history of dialogue actions.915

The prompt templates for each agent can be found916

in Table 11 of Appendix A.4.1.917

A.4.1 Prompts in Baseline Methods918

The prompts for standard prompting are listed in919

Table 12, for CoT in Table 13, for Proactive prompt-920

ing in Table 14, for ProCoT in Table 15, for PS+921

prompting in Table 16, and for MACRS in Table922

11.923

13



Main Category Description
Parts The number of parts included in the current CAD model.

Coordinate System Defines the coordinate system of the part, which includes the following sub-
types:
Euler Angles: Three parameters (θ, ϕ, γ) that determine the orientation of the
sketch plane.
Translation Vector: Three parameters (τx, τy, τz) that describe the translation
of the sketch plane.

Sketch Defines the geometry of the 2D sketch.
Face: Defines a face that contains a closed loop, which includes the following
subtypes:
Loop: Defines a loop composed of lines, arcs, or circles.
Line: Contains start and end coordinates.
Arc: Contains start, mid, and end coordinates.
Circle: Contains center and top-most coordinates.
Sketch scale: The scaling factor for the 2D sketch.

Extrusion Defines the parameters for the extrusion operation, which includes the following
subtypes:
Extrusion depth towards normal: The extrusion depth in the direction of the
normal of the sketch plane.
Extrusion depth opposite normal: The extrusion depth in the direction oppo-
site to the normal of the sketch plane.

Description Provides a description of the CAD model, which includes the following sub-
types:
Length: The length of the part.
Width: The width of the part.
Height: The height of the part.

Assembly The assembly relationships between parts.

Table 5: Main types and subtypes of CAD operations and parameters.

System Simulation
You are an AI assistant helping a user design a CAD model. The user has provided some information,
but the {category} is missing.
Generate a natural, conversational question asking the user to provide the missing information.
Make your question specific to the context of the CAD model being designed. Keep your question
concise and focused only on the missing {category}. Please only generate the question without any
additional content.
User Simulation
You are a user designing a CAD model. An AI assistant has asked you about missing {category}
information.
Referential Design: {information about the missing type in the initial dataset}
Please generate a natural, conversational response where you are playing the role of a user answering
a question. Use the parameters from the referential design provided above in your response. Keep
your answer concise and focused only on the {category}. Please only generate the answer without
any additional content.

Table 6: Prompts for simulating system-User interaction.
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User Initial Query Generation
I need to update a CAD model description query to reflect recent modifications. Certain information
has been removed from the original JSON data.
Task:
Please revise the query to include only the information that remains available in the current JSON,
ensuring all non-null details and relevant parameters are retained.
Original JSON:
{initial metadata}
Current JSON:
{metadata with partially missing types}
Original query:
{Initial Text Containing Complete CAD Information}
Requirements for the Updated Query:
1. Include only the information still present in the current JSON.
2. Exclude any fields that are now null.
3. Maintain relevance to CAD model design.
4. Ensure clarity and conciseness.
Please only reply with the modified query without generating any additional text.
Example:
Original query: "Create the first part of the CAD model, a rectangular prism with a curved side.
Begin by creating a new coordinate system with Euler angles of [0.0, 0.0, 0.0] and a translation
vector of [0.0, 0.0, 0.0]. Next, create a 2D sketch on the X-Y plane of the coordinate system. The
sketch consists of four lines. The first line has a start point at [0.0, 0.0] and an end point at [0.6,
0.0]. The second line has a start point at [0.6, 0.0] and an end point at [0.6, 0.375]. The third line
has a start point at [0.6, 0.375] and an end point at [0.0, 0.375]. The fourth line has a start point at
[0.0, 0.375] and an end point at [0.0, 0.0]. Scale the 2D sketch by a factor of 0.6. Then transform
the 2D sketch into a 3D sketch with Euler angles of [0.0, 0.0, 0.0] and a translation vector of [0.0,
0.0, 0.0]. Finally, extrude the 3D model with an extrusion depth towards the normal of 0.075 and
an opposite normal depth of 0.0. Scale the sketch by 0.6. The first part of the CAD model has the
following dimensions: a length of 0.6 units, a width of 0.6 units, and a height of 0.075 units, with a
curved side. The part is centered in the image."
Modified query: "Create the initial part of the CAD model, which is a rectangular prism featuring
a curved side. Start by defining a new coordinate system with Euler angles set to [0.0, 0.0, 0.0].
Then, generate a 2D sketch on the X-Y plane of this coordinate system.
The sketch comprises four lines: The first line starts at [0.0, 0.0] and ends at [0.6, 0.0]. The second
line extends from [0.6, 0.0] to [0.6, 0.375]. The third line extends from [0.6, 0.375] to [0.0, 0.375].
The fourth line connects [0.0, 0.375] back to [0.0, 0.0]. Apply a scaling factor of 0.6 to the 2D
sketch. Next, convert it into a 3D sketch with Euler angles of [0.0, 0.0, 0.0]. Proceed by extruding
the 3D model with an extrusion depth along the normal direction of 0.075, while keeping the
opposite normal depth at 0.0. Scale the sketch again by a factor of 0.6. The resulting first part of
the CAD model has the following dimensions: a width of 0.6 units and a height of 0.075 units,
maintaining a curved side. The part is centrally positioned within the image."

Table 7: Prompts for generating user CAD initial text.
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User Simulation in the Dialogue-level Evaluation
Assume you are a user who needs to respond to the system’s question.
The system’s question is: “{system_message}”
Your designed corresponding parameters are: “{parameters}”.
Please generate a response to the system’s question based on your designed parameters.
If the parameter is “unknown” or other non-parameter information, respond with “unknown”.

Table 8: Prompts for dialogue-Level evaluation of user simulation.

Dispatch Agent
You are a dispatcher agent. Your job is to classify the task into one of two categories based on the
tags in the preceding task <>: ’ask’ or ’summarize’. Return only the category name without any
additional text.
Classify the following task into either ’ask’ or ’summarize’ category: {task}

Validation Agent
You are a validation agent. Your job is to determine if the output meets the requirements of the task.
Return only ’yes’ or ’no’ without any additional text.
Task: {task}
Output: {output}
Does this output fulfill the task requirements? Answer with ’yes’ or ’no’.

Asking Agent
You are an assistant for CAD operations. Generate a clear and concise question based on the task
description to ask the user.
Generate a question based on task instruction:
{task instruction}

Summary Agent
You are an assistant for CAD operations. Generate a comprehensive summary based on the
conversation history and the task description.
Generate a summary based on the task instruction and the conversation history.
Task instruction: {task instruction}
Conversation history: [...]

Table 9: Prompts for asking, summary, validation, and dispatch.
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Workflow Generation
You are a helpful and intelligent task planner, and your target is to decompose the assigned task into
multiple subtasks for task completion and analyze the precedence relationships among subtasks.
At the beginning of your interactions, you will be given the task description and actions list you
can take to finish the task, and you should decompose the given task into subtasks that can be
accomplished using the provided actions. And then, you should analyze the precedence relationships
among these subtasks, ensuring that each subtask is sequenced correctly relative to others. Based
on the analysis, you should construct a workflow consisting of the identified subtasks to complete
the task.
You should use “Node:
1. <subtask 1>
2. <subtask 2>" to denote subtasks, and use (x,y) to denote that <subtask x> is a predecessor of
<subtask y>, (START,x) to indicate the beginning with <subtask x>, and (x,END) to signify the
conclusion with <subtask x>. Remember that x, y are numbers.
Your response should use the following format:
Node:
1.<subtask 1>
2.<subtask 2>
...
Edges:(START,1) ... (n,END)
Now it’s your turn.
Task: Refine the user’s initial CAD design to the greatest extent possible.
The user’s initial CAD design: [...]
The action list you can take: [’ask’,’summary’]
’ask’ means to inquire from the user to obtain specific CAD modeling information, such as
coordinate system, sketch, extrusion, assembly, etc., as well as more detailed information like Euler
Angle, extrude depth opposite normal, sketch scale, length, etc.
’summarize’ refers to formulating a CAD design plan by integrating the CAD design information
from the conversation history.
Remember that the format of the Node must be:
Node:
1: <action type> subtask 1
2: <action type> subtask 2
...
Edges:(START,1) ... (n,END)

Table 10: Prompts for generating workflows.
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Asking Agent
CAD details design task: Based on the conversation history and CAD design priority rules, generate
a question for the user regarding the highest-priority CAD design detail that has not yet been
completed in the conversation history. The given conversation history is [...]
You are a knowledgeable and enthusiastic CAD design details recommender chatbot.
Your goal is to engage in friendly, casual conversation about CAD design details. Follow these
guidelines:
- Don’t say that you can’t give recommendations directly.
- As you are a chatbot, speak casually but not too informally.
- Respond appropriately to the seeker’s answers in line with your role.
You should elicit CAD design details by asking questions.
If user asked any question at previous turn, You should answer the question.
If there is nothing to respond to, please use the response "Alright!"
Response should be equal or less than 15 words.

ChitChat Agent
CAD details design task: Based on the conversation history and CAD design priority rules, generate
a question for the user regarding the highest-priority CAD design detail that has not yet been
completed in the conversation history. The given conversation history is [...]
You are a knowledgeable and enthusiastic CAD design details recommender chatbot.
Your goal is to engage in friendly, casual conversation about CAD design details. Follow these
guidelines:
- Don’t say that you can’t give recommendations directly.
- As you are a chatbot, speak casually but not too informally.
- Respond appropriately to the seeker’s answers in line with your role.
You should elicit CAD design details by asking questions.
If user asked any question at previous turn, You should answer the question.
If there is nothing to respond to, please use the response "Alright!"
Response should be equal or less than 15 words.

Planning Agent
CAD details design task: Based on the conversation history and CAD design priority rules, generate
a question for the user regarding the highest-priority CAD design detail that has not yet been
completed in the conversation history. The given conversation history is [...]
You are a knowledgeable and enthusiastic planning agent decide which response to generate.
Your goal is to engage in friendly, casual conversation about CAD design details. Follow these
guidelines:
- Don’t say that you can’t give recommendations directly.
- As you are a chatbot, speak casually but not too informally.
- Respond appropriately to the seeker’s answers in line with your role.
response from asking agent:{asking agent response}
response from chit-chatting agent:{chit-chatting agent response}
From the conversation history, determine whether user CAD design details is sufficient or not.
Must choose one of the candidate responses based on three different dialogue acts. These three
dialogue acts are: asking, or chit-chatting.
If there is nothing to respond to, please use the response "Alright!"

Table 11: Prompts for MACRS.
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Standard Prompting
Your current task is to determine the user’s intentions and satisfy their needs based on the provided
conversation between the user and the system. The given conversation history is [...]. Please
generate the response. If there is nothing to respond to, please use the response "Alright!"

Table 12: Prompts for standard prompting.

CoT
Your current task is to determine the user’s intentions and satisfy their needs based on the provided
conversation between the user and the system. The given conversation history is [...]. Let’s think
step by step. If there is nothing to respond to, please use the response "Alright!"

Table 13: Prompts for CoT.

Proactive Prompting
Your current task is to determine the user’s intentions and satisfy their needs based on the provided
conversation between the user and the system. The given conversation history is [...]. You may
choose to either inquire about a missing detail in the current CAD design or, if the current CAD
design is already complete, simply respond with "Alright!"

Table 14: Prompts for proactive prompting.

ProCoT
Your current task is to determine the user’s intentions and satisfy their needs based on the provided
conversation between the user and the system. The given conversation history is [...]. First, let’s
analyze step by step whether there are any missing details in the current CAD design. Then you
may choose to either inquire about a missing detail in the current CAD design or, if the current
CAD design is already complete, simply respond with "Alright!"

Table 15: Prompts for ProCoT.

PS+ Prompting
Your current task is to determine the user’s intentions and satisfy their needs based on the provided
conversation between the user and the system. The given conversation history is [...]. Let’s first
understand the user’s intentions and devise a plan to satisfy their needs. Then, let’s carry out the
plan to satisfy their needs step by step.

Table 16: Prompts for PS+ prompting.
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